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ABSTRACT

A probability density function (PDF) dispersion model is presented for buoyant plumes in the convective
boundary layer (CBL), where the mean concentration field C is obtained from the PDFs py and pz of tracer
particle position in the lateral y and vertical z directions. The py is assumed to be Gaussian, whereas the pz is
derived from the the vertical velocity PDF, which is skewed. Three primary sources contribute to the modeled
C field: 1) the ‘‘direct’’ or real source at the stack, 2) an ‘‘indirect’’ source to account for the slow downward
dispersion of lofting plumes from the CBL top, and 3) a ‘‘penetrated’’ source to treat material that initially
penetrates the elevated inversion but later fumigates into the CBL. Image sources are included to satisfy the
zero-flux conditions at the ground and the CBL top.

Comparisons between the modeled crosswind-integrated concentration fields Cy and convection tank data show
fair to good agreement in the lower half of the CBL. In particular, the Cy profiles at the surface agree with the
data over a wide range of the dimensionless buoyancy flux F

*
and show a systematic decrease in Cy with F

*
.

Comparisons between the modeled and observed ground-level concentrations around several power plants
exhibit good agreement on average and are considerably better than those obtained with a standard Gaussian
plume model. A residual analysis suggests some areas for future model development.

1. Introduction

Over flat terrain, the maximum ground-level concen-
trations (GLCs) due to tall stack releases usually occur
in a convective boundary layer (CBL). The high GLCs
are caused by the large-scale convective updrafts and
downdrafts that lead to a ‘‘looping’’ plume. For buoyant
releases, plume sections can be brought to the surface
within a few kilometers of the source when the down-
draft velocity exceeds the rise velocity due to plume
buoyancy. For sufficiently high buoyancy, a plume often
rises to the top of the CBL, where it ‘‘lofts,’’ or remains
temporarily, and then mixes downward. For yet higher
buoyancy, a plume can penetrate the inversion capping
the CBL, but later can be reentrained by the growing
CBL, or ‘‘mixed layer.’’

Laboratory experiments by Willis and Deardorff
(1983, 1987) demonstrated the complex dispersion pat-
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terns that can be obtained and their sensitivity to the
source buoyancy flux, which was characterized by the
dimensionless flux F*:

FbF 5 , (1)
2* Uw zi*

where Fb is the stack buoyancy flux [Eq. (13a) below],
U is the mean wind speed in the CBL, w* is the con-
vective velocity scale, and zi is the CBL depth. Here, w*
5 (gwuozi/Ta)1/3, where g is the gravitational acceleration,
wuo is the surface kinematic heat flux, and Ta is the am-
bient absolute temperature. The laboratory experiments
showed that the lofting behavior occurred for F* * 0.1.
Field observations around power plant stacks (Hanna and
Paine 1989; Weil et al. 1986) indicated that the maximum
GLCs generally occurred for this F* range, which typ-
ically existed during light and variable winds (&2 m s21)
and low CBL depths (&500 m).

Over the past 15 years, our understanding of and mod-
eling capability for dispersion in the CBL have im-
proved substantially. The models that have been de-
veloped include 1) analytical–statistical approaches
based on the probability density function (PDF) of the
random vertical velocity w—the PDF model (Misra
1982; Venkatram 1983; Weil 1988), 2) Lagrangian sto-
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chastic models (Luhar and Britter 1989; Sawford and
Guest 1987), 3) approaches based on second-order clo-
sure (Sykes et al. 1984, 1986), and 4) large-eddy sim-
ulations (Lamb 1982; Henn and Sykes 1992). The key
advantages of the PDF model are its ability to capture
the essential physics of dispersion and its relative sim-
plicity, which make the model useful for air quality
applications.

This paper focuses on a further development of the
PDF model for the mean concentration field C due to
buoyant plumes in the CBL. The concentration distri-
bution in a plume is highly random and should be char-
acterized not only by C, but also by the degree of ran-
domness—for example, the root-mean-square concen-
tration fluctuation sc (Sykes 1988). The PDF approach
is amenable to the modeling of sc, but this is postponed
for the future. Further information on concentration fluc-
tuations can be found in Chatwin et al. (1995), Deardorff
and Willis (1988), Hanna (1984), Henn and Sykes
(1992), Mylne and Mason (1991), Sykes (1988), and
Weil (1994); however, with a few exceptions, this work
primarily addresses passive or nonbuoyant releases.

In the PDF approach, the mean concentration is found
from the PDF of the tracer particle position, which in
turn is derived from the w PDF. The model was applied
first to passive scalar dispersion in the CBL (e.g., Misra
1982; Venkatram 1983; Weil 1988) and resulted in good
agreement with the laboratory measurements of Willis
and Deardorff (1978, 1981). In the CBL, the w PDF is
positively skewed and results in a non-Gaussian vertical
concentration distribution, which is included in the mod-
el. For buoyant plumes, the model was extended by
superposing the displacements due to plume rise and
the random w to obtain the concentration field (Weil et
al. 1986). This approach worked well for weak to mod-
erate buoyancy (F* , 0.1), but for high F* (*0.1), a
separate treatment was required to account for the loft-
ing behavior (see also Hanna et al. 1986; Weil 1988).
However, the above separation did not maintain conti-
nuity of the predicted concentration field with F*.

In this paper, we introduce a new and simplified treat-
ment of plume interaction with the elevated inversion.
This includes an ‘‘indirect’’ source to address the lofting
behavior and dispersion of ‘‘nonpenetrating’’ plumes,
and a ‘‘penetrated’’ source to account for plume material
that initially penetrates the inversion but subsequently
fumigates into the CBL (section 2). The treatment re-
sults in a continuous variation of C with F*, thus over-
coming a limitation of the earlier PDF models. In ad-
dition, we include the effects of surface shear as well
as convection in parameterizing the w PDF, so that the
model is applicable in the limit of a neutral boundary
layer. The model is developed and evaluated using lab-
oratory data and is compared to GLC observations
around several Maryland power plants and the Kincaid
(Illinois) power plant.

2. PDF dispersion model

The PDF model described here applies to an elevated
point source in the CBL, wherein the turbulence is ide-
alized as homogeneous and steady. The mean wind
speed U is assumed to be uniform with height, and the
lateral and vertical velocity fluctuations are assumed to
be statistically independent. As a result, the displace-
ments of source-emitted particles in the lateral y and
vertical z directions, yp and zp, respectively, are inde-
pendent. Thus, the joint PDF of yp and zp at time t 5
x/U is given by pyz(yp, zp; x/U) 5 py(yp; x/U)pz(zp; x/U),
where x is the distance downwind of the source.

The ensemble-mean concentration C(x, y, z) is found
from a mass balance in which the mean horizontal flux
of particles through an elemental area DyDz normal to
the mean wind is UC(x, y, z)DyDz. This is equal to the
emission rate Q times the probability of particles lying
in the intervals y 2 Dy/2 , yp , y 1 Dy/2 and z 2
Dz/2 , zp , z 1 Dz/2; the probability is given by py(yp;
x/U)pz(zp; x/U)DyDz. Thus, the mass balance can be ex-
pressed by UCDyDz 5 QpypzDyDz, or

Q x x
C(x, y, z) 5 p y; p z; , (2a)y z1 2 1 2U U U

where we have set y 5 yp and z 5 zp in py and pz.
In the Gaussian plume model, py has the familiar form

21 y
p 5 exp 2 , (2b)y 21 22sÏ2ps yy

where sy(x/U) is the crosswind spread, or standard de-
viation, and pz has a similar form.

For the PDF model, the pz is derived from the w PDF
pw, which is skewed, as noted earlier, and results in a
non-Gaussian pz; the py is assumed to be Gaussian (see
Lamb 1982). In addition, the w in a downdraft or updraft
is taken to be independent of z. A key assumption is
that the Lagrangian timescale TLz for w is infinite, so
that the particle velocity at any x downwind is uniquely
determined by its initial velocity. This is an approxi-
mation that is partially justified by the large timescales
(zi/w* ; 10 min) of the CBL convection elements; the
effect of a finite TLz is discussed in section 5.

In addition to the non-Gaussian pz, the current model
has the following features. 1) For buoyant releases, no
‘‘final’’ plume rise is assumed. Instead, the plume tra-
jectories are determined by the addition of a distance-
dependent plume rise (e.g., as x2/3) and the random ver-
tical displacement caused by w. GLCs appear when the
downdraft velocities are sufficiently large to overcome
the plume rise velocity. 2) For plume segments initially
rising in updrafts, an indirect source is included above
the CBL top to address the lofting behavior—that is,
the plume tendency to remain near zi and resist down-
ward mixing. This source plays the same role as the
first image source above zi in the standard Gaussian
model, but differs in the treatment of plume buoyancy.
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3) A penetrated source, or plume, is included to account
for material that initially penetrates the elevated inver-
sion, but is subsequently reentrained by and disperses
in the growing CBL.

Based on this discussion, there are three primary
sources contributing to C: 1) the ‘‘direct’’ or ‘‘real’’
source (at the stack), 2) the indirect source, and 3) the
penetrated source. In addition, image sources are in-
cluded to satisfy the zero-flux conditions at z 5 0, zi.
In the following, we discuss the treatment of each source
including buoyancy effects as well as the concentration
field. For convenience, we first obtain the crosswind-
integrated concentration (CWIC) Cy and then find C
from the assumed Gaussian form for py. The Cy is ob-
tained by integrating Eq. (2a) over all y and gives

` Q
yC (x, z) [ C(x, y, z) dy 5 p . (3)E zU

2`

a. Direct or real source

This source accounts for the surface CWIC and GLCs
due to plume sections that reach the ground directly
from the source via downdrafts.

1) CROSSWIND-INTEGRATED CONCENTRATION

The PDF pz of the particle height zp can be found
from pw, provided that the zp is a monotonic function
of w (see Brownlee 1965). The relationship between pz

and pw is (Weil 1988)

x dw
p 5 p w z ; , (4)z w p1 2 ) )[ ]U dzp

where the absolute value is taken to ensure that pz is
positive. Here, pw represents a general form of the w
PDF and will be taken below as skewed [Eq. (7)]. Writ-
ing the argument of pw as w(zp; x/U) means that wherever
w appears in pw, we replace it by its equivalent in terms
of zp and x. The relationship between zp and w is found
by superposing the plume rise Dh and the vertical dis-
placement due to w—that is, wx/U—as

wx
z 5 h 1 Dh 1 , (5)p s U

where hs is the stack height.
In Eq. (4), w(zp; x/U) is found by rearranging (5) as

U
w 5 (z 2 h 2 Dh) , (6)p s x

from which we obtain zdw/dzpz 5 U/x. This w and dw/dzp

are then substituted into Eq. (4) to obtain pz.
In the CBL, a good approximation to the w PDF is

the superposition of two Gaussian distributions (e.g.,
Baerentsen and Berkowicz 1984; Weil 1988),

2l (w 2 w )1 1p 5 exp 2w 2[ ]2sÏ2ps w1w1

2l (w 2 w )2 21 exp 2 , (7)
2[ ]2sÏ2ps w2w2

where l1 and l2 are weighting coefficients for the distri-
butions with l1 1 l2 5 1. The wj and swj (j 5 1, 2) are
the mean vertical velocity and standard deviation for each
distribution and are assumed to be proportional to sw, the
‘‘total,’’ or overall, root-mean-square vertical turbulence
velocity; subscripts 1 and 2 denote the updraft and down-
draft distributions, respectively. The w1, w2, sw1, sw2, l1,
and l2 are found as functions of sw, the vertical velocity
skewness S 5 w3/ , where w3 is the third moment of w,3sw

and a parameter R 5 sw1/w1 5 2sw2/w2 (see appendix
A). An alternative parameterization for wj and swj is dis-
cussed in section 5.

In our analysis of laboratory data, we find that R 5
1 yields fair to good agreement between the modeled
and measured CWIC fields (section 4a). However, for
field observations, we choose R 5 2, so that in the limit
of a neutral boundary layer (w* 5 0) and an assumed
S 5 0, the PDF approximates a Gaussian PDF. (As Table
2 shows, there is little difference between the results
for R 5 1 and 2.)

In the upper 90% of the CBL, the vertical velocity
variance can be assumed to be uniform (Weil 1988),2sw

as can the skewness (Wyngaard 1988). Here, the is2sw

parameterized in terms of w* and u* by

5 1.2 1 0.31 ,2 2 2s u ww * * (8a)

where the 1.2 corresponds to Hicks’s (1985) neutral lim-
it (w* 5 0), and the 0.31 is consistent with Weil and
Brower’s (1984) convective limit (u* 5 0), or sw/w* 5
0.56. Similarly, the lateral velocity variance can be2sy

assumed to be uniform over the CBL and parameterized
by

5 3.6 1 0.31 ,2 2 2s u wy * * (8b)

where the 3.6 is from Hicks and the 0.31 from Weil and
Brower. In the convective limit, the S is taken to be 0.6,
which is the vertically averaged value from the Min-
nesota experiments (Wyngaard 1988); the correspond-
ing w3 5 0.6 5 0.105 . For arbitrary u* and w*,3 3s ww *
the skewness is parameterized by S 5 0.105 / , with3 3w sw*

given by Eq. (8a); thus, as w* → 0, S → 0, and for2sw

w*/u* k 1, S 5 0.6.
Using the approach for finding pz outlined above [Eqs.

(4)–(6) and related discussion] and the pw given by Eq.
(7), we find the CWIC field for the direct plume to be

2Q l (z 2 C )1 1yC (x, z) 5 exp 2d 25 [ ]s 2sÏ2p U z1 z1

2l (z 2 C )2 21 exp 2 , (9a)
2 6[ ]s 2sz2 z2

or
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FIG. 1. Sketch of plume trajectory incident to the CBL top and re-
flected trajectories with and without Dhi.

2 2Q l (z 2 C )j jyC (x, z) 5 exp 2 , (9b)Od 2[ ]s 2sj51Ï2p U zj zj

where

s x w xwj js 5 and C 5 h 1 Dh 1 ,z j j sU U

with j 5 1 or 2. (10)

To account for the zero-flux condition at the ground,
we introduce an image source at z 5 2hs—that is, we
assume particle reflection at z 5 0. This results in a
positive flux of material at z 5 zi, and additional image
sources are included at z 5 2zi 1 hs, 22zi 2 hs, etc.,
to satisfy the subsequent no-flux conditions at z 5 zi,
0. The resulting CWIC due to the real and image sources
is

N 2fQ ljyC (x, z) 5 O Od sn50 j51Ï2p U zj

2(z 2 2nz 2 C )i j3 exp 2
25 [ ]2sz j

2(z 1 2nz 1 C )i j1 exp 2 , (11)
2 6[ ]2sz j

where N is the number of image sources and f is the
fraction of plume material that remains trapped in the
CBL—that is, material that is unable to penetrate the
elevated inversion. In section 4, N is taken as 50, which
is more than adequate for the comparisons made there;
a more computationally efficient choice for N can be
made based on a series-convergence test. The expression
for f is given in section 2c.

2) PLUME RISE

For the direct source, the plume rise is given by the
superposition of the source momentum and buoyancy
effects following Briggs (1975):

1/323F x 3 F xm bDh 5 1 , (12)
2 2 2 31 2b U 2b U1 1

where Fm and Fb are the stack momentum and buoyancy
fluxes, and b1 (50.6) is an entrainment parameter. The
fluxes are defined by

r DTs s2 2 2F 5 w r and F 5 gw r , (13a)m s s b s sr Ta s

where ws, rs, rs, and Ts are the stack exit velocity, radius,
density, and absolute temperature; ra is the ambient den-
sity; and DTs 5 Ts 2 Ta. A dimensionless momentum
flux (Weil 1994)

FmF 5 (13b)m* 2Uw zi*

is used for characterizing the source momentum flux in
section 4.

b. Indirect source

The indirect source is included to treat the first in-
teraction of the ‘‘updraft’’ plume with the elevated in-
version—that is, for plume sections that initially rise to
the CBL top in updrafts, but are unable to penetrate the
inversion and are returned to the ground via downdrafts.
Image sources are added to treat the subsequent plume
interactions with the ground and inversion and to satisfy
the zero-flux conditions at z 5 0, zi. The treatment is
designed to 1) provide for a continuous variation of Cy

with F* and 2) simplify computationally the analysis
given in an earlier model (Hanna et al. 1986).

For the indirect source, a modified reflection approach
is adopted in which the vertical velocity is reflected at
z 5 zi, but an ‘‘effective’’ plume rise Dhi is added to
delay the downward dispersion of plume material from
the CBL top (see Fig. 1). This is intended to mimic the
lofting behavior. The use of a reflection condition in the
limit as Dh → 0 is motivated by the results of Li and
Briggs (1988) and Weil (1988), which showed this ap-
proach to be satisfactory for passive releases. The Dhi

is derived for the limiting case of a highly buoyant
plume that intercepts the plane z 5 zi close to the source,
but does not penetrate the inversion [section 2b(2)].

1) CROSSWIND-INTEGRATED CONCENTRATION

The mean CWIC due to the indirect source is found
from Eq. (3), but with pz corresponding to the reflected
trajectories. In the latter, both the plume rise and the
vertical velocity are reflected such that the resulting
equation for zp is

wx
z 5 2z 2 h 2 Dh 2 1 Dh . (14)p i s iU

The corresponding w(zp; x/U) found by rearranging the
above is
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FIG. 2. Schematic showing the lofting plume: (a) behavior in the
CBL, (b) trajectory for a single random velocity w, and (c) cross
section at the CBL top.

U
w 5 2(z 2 2z 1 h 1 Dh ) , (15a)p i s r x

where

Dh 5 Dh 2 Dh ; (15b)r i

the Dhi is discussed in section 2b(2). The above w and
the zdw/dzpz 5 U/x are then substituted into Eq. (4) to
obtain the pz for the indirect plume. As Dh and Dhi

vanish, Eqs. (14) and (15a) reduce to the results for a
passive release.

The CWIC due to the indirect source is found from
pz using Eqs. (4), (7), (14), and (15), and the related
discussion. Image sources are included at z 5 22zi 1
hs, 4zi 2 hs, 24zi 1 hs, etc., to account for the zero flux
at z 5 0, zi. The total CWIC due to these sources is

N 2fQ ljyC (x, z) 5 O Or sn51 j51Ï2p U zj

2(z 2 2nz 1 C )i j3 exp 2
25 [ ]2sz j

2(z 1 2nz 2 C )i j1 exp 2 , (16)
2 6[ ]2sz j

where

w xjC 5 h 1 Dh 1 , with j 5 1 or 2, (17)j s r U

and szj is given by Eq. (10). Note that in the exponential
terms of Eq. (16), the variables 2nzi and Cj are of op-
posite sign, whereas they are of the same sign in Eq.
(11).

2) AN EFFECTIVE PLUME RISE

For the indirect plume, an effective plume rise Dhi is
found using a simple energy argument governing the
descent of buoyant plume elements from the CBL top.
The plume is imagined to behave as a stable density
interface subjected to convective mixing from below,
akin to the entrainment of air above the density jump
at the top of the CBL. Plume elements are assumed to
be carried to the surface by downdrafts (Fig. 2a). For
an element with an initial height zp 5 zi, initial vertical
velocity 2w, and no further entrainment of ambient air,
the element’s vertical velocity and trajectory are given
by

wp 5 2w 1 g9t (18a)

and

1
2z 5 z 2 wt 1 g9t , (18b)p i 2

where g9 5 gDr/ra, Dr 5 ra 2 r, and r is the plume
density when an element begins its downward displace-
ment.

If we assume that the plume element has a zero ver-
tical velocity when it reaches the surface—wp 5 0 at zp

5 0—the time required for this displacement to occur
is t 5 w/g9 [see Eq. (18a)]. The corresponding w for
the displacement is found by substituting this t and zp

5 0 into (18b); the result is w2/2 5 g9zi. We use the
last result as the basic criterion governing the onset of
the plume parcel displacement from the CBL top, but
modify it by the constant a as below:

1/22r w 2g9za ia 5 Drgz or w 5 . (19)i 1 22 a

Here, Dr is found from the buoyancy flux Fb and the
relative dispersion of the elevated plume, as discussed
below. A simple estimate of a (51.4) is obtained by
applying the model to the negative heat or buoyancy
flux at the top of the CBL (appendix B).

The Dhi can be found by requiring that a plume el-
ement enter the CBL at the distance where the criterion
given by (19) is satisfied. For a plume originating at the
CBL top, the trajectory for plume elements carried by
downdrafts is
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FIG. 3. Schematic of penetrated plume and treatment of its disper-
sion using a single effective point source.

wx
z 5 z 1 Dh 2 . (20)p i i U

Assuming that the source buoyancy initially dominates
in (20), zp initially exceeds zi, but becomes less than zi

some distance downwind as the downdraft speed over-
comes the buoyancy effect (Fig. 2b). The trajectory in-
tersects the height z 5 zi when Dhi 5 wx/U. Substituting
w given by (19) into the Dhi expression, we obtain

1/22g9z xiDh 5 . (21)i 1 2a U

The density deficit in (21) can be estimated from the
Fb and the local plume spread, or relative dispersion,
which is a function of x. For this purpose, we consider
a plume with an elliptical cross section having an en-
hanced lateral spread ry and a diminished vertical spread
rz (Fig. 2c). For a plume trapped in the CBL, the local
buoyancy flux F is conserved and given by

gDr
F 5 F 5 Ur r . (22)b y z ra

Substituting Eq. (22) into Eq. (21), we have

1/22F z xb iDh 5 . (23)i 1 2aUr r Uy z

The above model can be completed upon specifying
the half-widths, ry and rz, of the plume cross section.
For this, we use a modified version of an entrainment
model (Weil 1991) for plumes lofting at the CBL top
(see appendix C). The model gives

3/2 2 2a a w xe y2 *r r 5 r 1 , (24)y z i 24 U

where ri 5 b2(zi 2 hs) is the plume radius when the
plume reaches the CBL top, b2 5 0.4, ay 5 2.3, and
ae is a dimensionless entrainment parameter, which is
empirically estimated to be 0.1 (section 4a).

c. Penetrated source

The penetrated source was omitted initially, but a
number (14) of high-GLC cases were found at the Kin-
caid plant when complete penetration or f 5 0 was
predicted, thus resulting in a zero prediction of the GLC.
This typically occurred with low zi values, zi # 300 m,
and light winds. The following model is a simple ad
hoc approach to deal with this problem, primarily at the
Kincaid plant, and will be revised or generalized in the
future.

1) CROSSWIND-INTEGRATED CONCENTRATION

We first consider the limit of complete penetration,
or f 5 0. The plume is assumed to be entrained into the
CBL by a growing zi—that is, a fumigation process.

Thus, the problem is unsteady in reality, but we treat it
as steady in order to obtain a simple CWIC expression.

As shown by Deardorff and Willis (1982), plume fu-
migation into a growing CBL is not instantaneous, but
occurs over a ‘‘fumigation period’’ tf due to the hori-
zontal variability of the entrainment layer. From their
convection tank experiments, Deardorff and Willis
found that the dimensionless tf, or Tf, could be para-
meterized by

t w 0.42Dz /zf i i*T 5 5 1 2.3, (25)f z w /wi e *

where Dzi is the variability in the mixed layer height
and we is the entrainment velocity at z 5 zi. Deardorff
and Willis also found that Dzi/zi could be approximated
by

Dz wi e5 0.2 1 4 . (26)
z wi *

Substituting Eq. (26) into Eq. (25), we find the Tf to be

0.084
T 5 1 4. (27)f w /we *

In the following, we adopt a point source at height
hp as a crude representation of dispersion from the pen-
etrated source (Fig. 3). We account for the longitudinal
distance xf 5 Utf, or spread over which a quantity of
material would be entrained into the CBL, and model
this spread by locating the source at a height Dhp above
the stabilized plume height hes [section 3b(2)]; thus, hp

5 hes 1 Dhp. All material dispersing from the penetrated
source is assumed to be passive and to occur via down-
drafts. The Dhp is obtained by assuming that the mean
centerline of the downdraft plume passes through the
point (x, z) 5 (xf /2, hes). Thus, we have xf /2 5 Utf /2 5
UDhp/zw2z, or
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zw z t2 fDh 5 . (28)p 2

Penetrated source material is assumed to be mixed
into the CBL only when the growing, time-dependent
CBL height z̃i . zi, where zi is the average mixed layer
depth over the hour and is representative of the midpoint
of the hour. The z̃i is obtained from Carson’s (1973)
model as

t91 1 2A Q dto2 2z̃ 5 z 1 , (29)i i E]Q /]z r ci a p0

where t9 is measured from the midpoint of the hour, ]Qi/
]z is the potential temperature gradient for z . zi, and
A (50.2) is the ratio of the heat flux at z 5 zi to that
at the surface (see Moeng and Wyngaard 1989). The
penetrated plume is assumed to be dispersed in the av-
erage CBL depth over the second half of the hourly
period, z̃i1 5 z̃i( ), with 5 15 min.t9 t91 1

With the above assumptions, the CWIC due to the
penetrated source is given by

N 2f Q lp jyC (x, z) 5 O Op sn50 j51Ï2p U zj

2(z 2 2nz̃ 2 C )i1 j3 exp 2
25 [ ]2sz j

2(z 1 2nz̃ 1 C )i1 j1 exp 2 , (30)
2 6[ ]2sz j

where

w xjC 5 h 1 , with j 5 1 or 2,j p U

and

f ft qf 5 (1 2 f ) . (31)p fd

Here, 1 2 f is the fraction of the source material that
is in the penetrated plume, fd (;0.6) is the fraction of
the w PDF comprised by downdrafts, ft (50.5) is the
fraction of the hourly period over which the penetrated
source contributes to the GLCs, and fq is the fraction of
the penetrated plume that is captured by the growing
CBL during the second half of the hour.

The fq is given by

z̃ 2 hi2 lf 5 min , 1 , (32)q 1 2h 2 hu l

where z̃i2 5 z̃i (t9 5 30 min) is the CBL height at the
end of the hour, and hl and hu are the lower and upper
heights of the penetrated plume (see Fig. 3).

2) PLUME RISE AND INVERSION PENETRATION

The fraction of the source material that remains in
the CBL is given by f 5 1 2 P, where P is the fraction

that penetrates the inversion. Adopting the P given by
Briggs (1984), we find the f to be

0, z9 , 0.5Dh ,i eq

1, z9 . 1.5Dh ,i eqf 5 (33)
z9i5 2 0.5, 0.5Dh , z9 , 1.5Dh ,eq i eqDheq

where

1/3Fbz9 5 z 2 h , Dh 5 2.6 ,i i s eq 21 2UNi

and

1/2g ]QiN 5 . (34)i 1 2Q ]za

The Dheq is the equilibrium plume rise in a stable en-
vironment (see Briggs 1984).

Briggs’s model for P is based on a uniform rectan-
gular plume cross section and a total vertical plume
depth equal to Dheq. We assume that the plume height
hes is the centroid of the plume material above the in-
version and take hes 5 hs 1 Dheq for f 5 0 or complete
penetration. However, for partial penetration (f . 0), hes

is taken as the average of the heights of the upper plume
edge hs 1 1.5Dheq and zi, or

h 1 zs ih 5 1 0.75Dh . (35)es eq2

d. Ground-level concentrations and lateral dispersion

The mean concentration field along the plume cen-
terline (y 5 0) can be found from the CWIC field
through C(x, 0, z) 5 Cy(x, z)/ 2psy. For the ‘‘three-Ï
plume’’ contribution, we estimate the GLC along y 5
0 by summing the contributions from the individual
plumes according to

y y y1 C C Cd r pC(x, 0, 0) 5 1 1 . (36)1 2s s sÏ2p yd yr yp

Here, syd, syr, and syp are the lateral dispersion param-
eters for the direct, indirect, and penetrated plumes, and
are discussed below.

For the direct plume, the lateral dispersion is assumed
to be dominated by ambient turbulence, with syd par-
ameterized by the general form syd 5 sy t (1 1 0.5t/
TLy)21/2 (e.g., Venkatram 1988), which satisfies the short-
and long-time limits of Taylor’s (1921) theory. With the
sy given by Eq. (8b), the syd is

2 2 1/2(3.6u 1 0.31w ) (x/U)* *s 5 . (37)yd 21 1/2[1 1 0.5x(UT ) ]Ly

We adopt TLy 5 0.7zi/w* following Weil and Corio
(1985), who found that Eq. (37), with this TLy and u*
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TABLE 1. Range of stack conditions, meteorological variables, and ground-level concentrations at power plants used in model evaluation.

Maryland plants Midwest plants Kincaid plant

Stack height (m) 122–213 107–305 187
Stack emission rate 0.7–4 kg s21 3.9–10.5 kg s21 10–25 g s21

SO2 SO2 SF6

Buoyancy flux per stack (m4 s23) 125–772 516–2206 500–2400
Mean wind speed (m s21) 0.7–15.7 0.4–2.6 2–16
CBL height (m) 300–2500 1000–1300 200–2500
Ground-level concentration 4–322 ppb 150–560 ppb 1–670 ppt

SO2 SO2 SF6

Distance to concentration (km) 1.7–33 1.3–1.8 0.5–50
Number of measurements 136 9 302

5 0, was a good average fit to the sy of buoyant plumes
at Maryland power plants.

The indirect source treats plumes that rise to the CBL
top in updrafts and loft. Such plumes exhibit an en-
hanced sy in the form of a gravity current due to the
pressure difference between the plume and the local
environment (Briggs 1985); the pressure difference is
caused by the density difference Dr. For F* . 0.06,
Briggs found that sy was described by the following
expression, which we adopt as an upper bound for syr:

1/3F b 2/3s 5 1.6 x . (38)yr U

For weakly buoyant plumes, the CBL turbulence may
dominate the lateral dispersion and lead to the syr given
by Eq. (37). As a simple approach for determining the
applicability of these two expressions, we equate them
at an x 5 Uzi/w* and solve for the buoyancy flux at
which the expressions are equal. The dimensionless
buoyancy flux F*1 corresponding to this equality is

3/22u*F 5 0.07 1 0.83 . (39)1* 1 2[ ]w*

Thus, we use Eq. (37) for F* , F*1, setting syr 5 syd,
and Eq. (38) for F* $ F*1.

For the penetrated plume, we currently assume that
syp 5 syr and will examine this further in the future.

3. Field data

a. Experimental description

The field data used in the model evaluation consisted
of GLCs of stack effluents, meteorological variables,
and stack conditions from buoyant sources—Maryland
power plants and the Kincaid power plant. The Mary-
land plants—Chalk Point, Dickerson, and Morgan-
town—were in remote areas and far from other sources
of SO2 that the tracer monitored. Crosswind profiles of
SO2 were measured from a mobile instrumented van,
which made repeated passes through the plume along
roads transverse to the plume centerline. Typically, six
profiles were measured along the same route during a
1-h interval and from them, an Eulerian-averaged profile

was constructed. The maximum concentration from the
average profile was used in the model evaluation.

The meteorological variables included vertical pro-
files of wind from balloon tracking and vertical tem-
perature profiles from radiosondes or instrumented air-
craft. These data were supplemented by surface obser-
vations—wind speed, cloud cover, and ceiling
height—from the Washington National and Dulles
International Airports. In addition, insolation data were
obtained from Dulles Airport for estimating the surface
heat flux.

Eleven additional SO2 measurements were obtained
during light wind, convective conditions from fixed
monitors close (x , 3 km) to four power plants—Mor-
gantown, Muskingum River (Ohio), John Sevier (Ten-
nessee), and Cumberland (Tennessee).

The Kincaid plant is located in flat farmland near
Springfield, Illinois. Continuous releases of SF6 from
the 187-m stack were made in approximately 30 ex-
periments, each over a period of about 6–9 h. Hourly
averaged SF6 GLCs were measured at 200 sampling
stations arranged on approximately five to seven arcs
and ranging from 0.5 to 50 km downwind of the source.

The meteorological data included wind speed, wind
direction, and temperature at four levels on a 100-m
tower near the stack. These data were supplemented by
vertical profiles of wind and temperature from rising
instrumented balloons. In addition, hourly values of net
radiation, insolation, and cloud cover were measured at
the site. The SF6 emission rate and other stack exit con-
ditions were obtained either from in-stack monitors or
plant operating data.

The ranges of stack conditions, meteorological vari-
ables, and GLC data from the various plants are shown
in Table 1. Further experimental details can be found
in Weil and Brower (1984) for the Maryland plants and
in Hanna and Paine (1989) for the Kincaid plant.

b. Meteorological inputs and GLC data

The PDF model requires several key meteorological
variables—the surface heat flux Qo 5 racpwuo, where
cp is the specific heat of air, zi, U, and u*; the w* is
determined from Qo and zi. The variables are given by
Weil and Brower (1984) for the Maryland plants and
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Hanna et al. (1986) for the Kincaid plant. The methods
for determining the variables differ somewhat for the
two sites and are briefly summarized below.

R For the Maryland plants, Qo was assumed to be 0.4Qr

(Weil and Brower 1984), where Qr is the insolation.
For the Kincaid plant, Qo was estimated from the
Holtslag and van Ulden (1983) model using the ob-
served Qr and an assumed moisture coefficient of 0.5
in their model. The Holtslag and van Ulden model
generally gave similar results to Qo 5 0.4Qr, but with
slightly less variability.

R The zi was determined from the observed temperature
profiles and was subjectively chosen as the height at
which the vertical temperature gradient first became
isothermal above a ground-based, well-mixed layer.
It was interpolated with time between the observed
profiles using a modified version of Carson’s (1973)
model (Weil and Brower 1983), which is based on an
energy balance of the CBL.

R For the Maryland plants, the U was a vertically av-
eraged value from the balloon-tracked wind profiles.
For the Kincaid plant, U was obtained by extrapolat-
ing the 10-m-level wind speed [ū(z 5 10 m)] to the
height 0.1zi using the Monin–Obukhov (M–O) simi-
larity profile (e.g., see Businger 1973):

u z z*ū(z) 5 ln 2 c , (40)m1 2 1 2[ ]k z Lo

where k is the von Kármán constant (0.4), zo is the
roughness height, cm is a stability function, and L is
the M–O length; L 5 (kgwuo/Ta)21. The ū(0.1zi)32u*
has been shown to give good estimates of the mean
wind speed in the CBL (e.g., Garrett et al. 1982; Weil
and Brower 1983).

R For Kincaid, the u* was evaluated iteratively from Eq.
(40) using the observed 10-m-level wind speed, zo 5
0.15 m, and the calculated Qo. For the Maryland
plants, u* was estimated with less precision as U/16.
The latter is a simple estimate based on the logarithmic
wind profile applied at heights of 100–300 m for zo

5 0.3 m (see Briggs 1975; his Table 6); this zo is
typical of the power plant sites that are located in
rolling terrain with patches of farmland and trees. On-
-site surface winds were not measured at the Maryland
plants.

The observed GLCs’ Cobs used in the model evalu-
ation were the maximum concentrations from the av-
erage crosswind profiles in the Maryland experiments
and the maxima on crosswind arcs in the Kincaid ex-
periments. The Kincaid GLC data were screened to
eliminate uncertain SF6 concentrations, cases in which
the plume centerline concentration was poorly defined
by the sampling arc, and periods with low and ill-defined
Qo. The specific criteria that had to be satisfied were
(see Hanna et al. 1986; appendix C)

R Cobs . 10 ppt, where the latter value is an uncertainty

in the SF6 concentration based on replicate samples
and performance audits (Bowne et al. 1983);

R the observed peak concentration had to lie within an
arc of 62sy /U centered about the expected plume
direction, which was chosen as the wind direction at
the 100-m level on the Kincaid tower; and

R the Qo had to exceed 60 W m22, and the comparisons
were restricted to days without rain.

4. Model comparisons with experimental data

This section focuses on the model performance using
both laboratory data and field observations.

a. Laboratory experiments

The laboratory data were obtained from experiments
conducted in a convection tank using water as the work-
ing fluid (Deardorff and Willis 1984, 1988; Willis and
Deardorff 1987). A model stack was towed across the
bottom of a simulated CBL, which had a mean zi in the
different experiments ranging from 19 to 23 cm and a
w* 5 0.9 cm s21. For the following data, hs/zi 5 0.13
or 0.16, and the F* and Fm* were in the ranges 0 # F*
# 0.54 and 0.001 # Fm* # 0.0058.

The sw and skewness S used in the model were guided
by the Deardorff and Willis (1985) turbulence mea-
surements in the same tank. Their data showed that the
vertically averaged / . 0.29 or sw/w* . 0.54,2 2s ww *
which is close to the parameterized value 0.56 from Eq.
(8a) for convective turbulence only; as a result, we used
the parameterized value. The vertically averaged S was
1 for 0 , z/zi , 0.5 (i.e., in the near-source region),
and S 5 1 was used in the following calculations; this
is somewhat larger than the vertically averaged S (50.6)
based on field observations (Wyngaard 1988).

To implement the model, we determine values of the
entrainment parameter ae [Eq. (24)] and the PDF vari-
able R (appendix A) using model comparisons with the
measured surface CWIC distribution. The CWIC in this
and the following comparisons is shown as a function
of the dimensionless distance

w x*X 5 , (41)
Uzi

which is the ratio of travel time x/U to the eddy turnover
time zi/w*.

Figure 4 shows the dimensionless CWIC (CyUzi/Q)
versus X for a low- (F* 5 0.03) and a high- (F* 5
0.26) buoyancy case, each for a range of ae and two R
values. In both cases, the modeled CWIC agrees well
with the laboratory data for R 5 1 and exhibits little
variation with ae over the range 0.05 # ae # 0.2. An
ae 5 0.1 is an adequate fit to the data and is adopted
in all of the remaining calculations. For F* 5 0.03, the
results with R 5 1 are a better match to the measure-
ments than with R 5 2, but for F* 5 0.26, there is little
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FIG. 4. Surface values of the dimensionless crosswind-integrated
concentration as a function of the dimensionless downwind distance
as predicted by the PDF model (lines) and measured in experiments
with hs/zi 5 0.16. Laboratory data are from (a) Deardorff and Willis
(1988), with Fm*

5 0.0014, and (b) Willis and Deardorff (1987), with
Fm*

5 0.0058.

FIG. 5. Contours of the dimensionless crosswind-integrated con-
centration as a function of the dimensionless height and downwind
distance for a buoyant source in the convective boundary layer, with
hs/zi 5 0.16 and Fm*

5 0.0014; CWIC is nondimensionlized by
Q/Uzi. Laboratory results in (c) are from Deardorff and Willis (1988),
and horizontal arrow denotes source height.

difference in the results for the two R values. The com-
parisons for the other high-buoyancy cases (F* 5 0.11,
0.14, and 0.54) are similar to those in Fig. 4b.

Figures 5 and 6 show contours of the dimensionless
CWIC as a function of z/zi and X for F* 5 0.03 and
0.14. Each figure contains the modeled contours for R
5 1 and 2, and the laboratory measurements. With R
5 1, both figures (Figs. 5b and 6b) show an overall
qualitatively similar pattern to the laboratory data in the
near field, say X & 2. For example, there is an upward
tilting of the contour lines due to the plume rise, and
as expected, the effect is more pronounced for the higher
buoyancy flux (Fig. 6b). The upward tilting differs from
the behavior for passive plumes (F* 5 Fm* 5 0), which
exhibit downward-tilting contours due to the positive
skewness or the higher probability (0.6) of material be-
ing released into downdrafts than into updrafts (Lamb
1982; Weil 1988). In Fig. 5b, the contours labeled ‘‘1’’
(CyUzi/Q 5 1) initially rise over the region X & 1 and
then descend to the surface in a manner similar to the
1 and 1.2 contours in the laboratory (Fig. 5c). This
behavior is not found with R 5 2 (Fig. 5a); thus, we
conclude that the results for R 5 1 are a better match
with the laboratory data.

In contrast to the laboratory results, which show ap-
proximately horizontal contour lines near z/zi 5 1, the
modeled contours are nearly normal to the lower and
upper boundaries. The laboratory behavior is expected
for buoyant material, which initially penetrates the in-
version (near X ; 0.5 in Figs. 5 and 6) and either returns
to the CBL due to insufficient buoyancy or remains
penetrated. The modeled behavior differs from this due
to the assumed reflection (z 5 0) or quasi reflection (z
5 zi) of particles at the boundaries; the assumption is
a better approximation at the surface than at the CBL
top. As a result, we consider the model to be a dispersion
parameterization primarily for the lower half or so of
the CBL and in particular for the ground-level distri-
bution of Cy and C.

Figure 7 compares the modeled CWIC at the surface
with the data for six F* values. In all calculations, R 5
1, and for high F* (Figs. 7d–f), the f [see Eq. (11)] is
an experimental value at X 5 5 taken from Willis and
Deardorff (1987, their Fig. 10).

Overall, the predicted CWIC profiles are in fair to
good agreement with the data, and in particular, they
show a systematic reduction in the surface CWIC with
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FIG. 6. Contours of the dimensionless crosswind-integrated con-
centration as a function of the dimensionless height and downwind
distance for a buoyant source in the convective boundary layer, with
hs/zi 5 0.16 and Fm*

5 0.0058; CWIC is nondimensionlized by
Q/Uzi. Laboratory results in (c) are from Willis and Deardorff (1987),
and horizontal arrow denotes source height.

increasing F*, as observed. The largest discrepancies
between the model and experiments occur for the non-
buoyant plumes (Fig. 7a), but they are not systematic
with respect to the momentum flux. For Fm* 5 0.001,
the model peaks at the correct distance, but it under-
estimates the magnitude of the peak, whereas for Fm*
5 0.0058, the model overestimates the measured peak.
However, in both cases, the large distance asymptote
CyUzi/Q 5 1, characteristic of a vertically well-mixed
plume, is adequately represented.

In summary, we have found that the PDF model gives
a fair to good representation of the dispersion pattern
in the lower half of the CBL and of the surface CWIC
distribution with X. Further work is necessary to im-
prove the modeled behavior in the upper half of the
CBL, particularly near z 5 zi.

b. Field observations

To further evaluate the model, we compare the pre-
dicted centerline GLCs with the maximum SF6 and SO2

GLCs from observed crosswind profiles near the Kin-
caid and Maryland power plants. The model results are
based on the following parameter values: ae 5 0.1, R
5 2 [see section 2a(1)], sw and sy given by Eqs. (8a)
and (8b), S 5 0.105 / , and a default value of ]Qi/]z3 3w sw*
5 0.0058C m21 in the elevated stable layer (z . zi). The
model sensitivity to some of the parameters (Table 2)
is discussed later. A total of 302 and 145 GLC obser-
vations are analyzed in the Kincaid and Maryland da-
tasets.

Before discussing the concentration estimates, we
compare the observed and predicted sy at the Maryland
plants. For comparison purposes, we assume that the
predicted sy can be given by Eq. (37) for F* , 0.1 and
by Eq. (38) for F* $ 0.1 (e.g., see Weil et al. 1986);
this is done because the modeled sy is given separately
for the direct and indirect sources. Figure 8 shows that
the observations and predictions generally agree to with-
in a factor of 2. In addition, a least squares fit to the
data (dashed line) does not vary significantly from the
line of equal values (solid line) over the range of the
predictions.

Following the recommendations of Fox (1984), Ven-
katram (1982), and Weil et al. (1992), we examine the
correlation between the observed (Cobs) and predicted
(Cpred) concentrations, normalized here by Q, and then
analyze the residual, or difference d, between the con-
centrations. The normalization by Q is included to re-
move the variability in C due to varying emission rates,
so that the correlation plot is a test only of the transport
and dispersion model. For d, we use the log transform
of the concentration

Cpredd 5 lnC 2 lnC 5 ln (42)pred obs 1 2Cobs

because this is close to a normal distribution for the
PDF model (see Hanna et al. 1986; Weil et al. 1992).
Ideally, Cpred/Cobs should be 1, or d 5 0, on average.

Figure 9 shows the correlation between the observed
and predicted C/Q for both datasets. Despite the sig-
nificant scatter, the geometric mean (GM) and geometric
standard deviation (GSD) of Cpred/Cobs are 0.89 and 2.0
for Kincaid, and 1.1 and 2.1 for Maryland; the GMs are
close to the ideal value of 1. In addition, the fraction
r2 of the variance explained by the model is 0.38 and
0.42 for Kincaid and Maryland, respectively, where r
is the correlation coefficient between ln(Cobs/Q) and
ln(Cpred/Q). As shown in Table 3, the above statistics are
comparable to or perhaps slightly better than those at-
tained with the earlier model of Weil et al. (1986); in
Table 3, the r2 is for lnCobs versus lnCpred (without the
normalization by Q).

The large scatter in Fig. 9 arises from 1) the natural
variability in concentration due to the stochastic nature
of dispersion, 2) uncertainties or errors in the model
input variables, 3) errors in the model physics, and 4)
errors in the concentration measurements (Fox 1984;
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FIG. 7. Dimensionless crosswind-integrated concentration at the surface as a function of the dimensionless
downwind distance for six values of F

*
. Laboratory data are from (a) Deardorff and Willis (1984; Fm*

5
0.001) and Willis and Deardorff (1987; Fm*

5 0.0058), (b) Deardorff and Willis (1988), (c) Deardorff and
Willis (1984), and (d)–(f) Willis and Deardorff (1987); hs/zi 5 0.13 or 0.16.

Venkatram 1982; Weil et al. 1992). Here, we believe
that the primary causes of the scatter are the natural
variability and model input uncertainties, but there is
also a contribution from model physics errors, as dis-
cussed below.

To put the above results in perspective, we show a
similar plot (Fig. 10) for the Environmental Protection
Agency (EPA) CRSTER model (EPA 1977), which is
a standard Gaussian plume model based on the Pasquill–
Gifford dispersion parameters; the plot is from an earlier
analysis in which the concentrations were not normal-
ized by Q (Weil et al. 1986). The CRSTER treatment
of elevated sources is essentially the same as in the more
widely used Industrial Source Complex (ISC) model
(EPA 1987). As can be seen, the scatter in Fig. 10 is
considerably greater than that in Fig. 9 and a significant
number of zero predictions occur. The zeroes are as-
sociated with nonzero, and sometimes large, observed
GLCs and are caused by predictions of complete plume

penetration of the elevated inversion with no plume–
ground contact. For the nonzero predictions, the GM,
GSD, and r2 are 1.0, 4.1, and 0.02, respectively; the
larger GSD and smaller r2 than in Fig. 9 are consistent
with the greater scatter in Fig. 10.

The residuals from Fig. 9 are divided into groups or
bins of points with respect to the variables F*, U/w*,
and X, with the same bin widths as used in earlier work
(Hanna et al. 1986; Weil et al. 1992). For each group,
the GM, GSD, and uncertainty in the GM of Cpred/Cobs

are determined; the uncertainty is estimated from the
95% confidence limits of a lognormal distribution using
the GSD and number of points in each group. In the
following, we discuss the trends of the GMs with the
variables.

Figure 11 shows the residual plot for F*, where the
horizontal line corresponds to a perfect model with the
GM 5 1 for all F* bins, which are denoted by the
vertical bars along the horizontal line. For each bin, the
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TABLE 2. Model evaluation results based on comparisons between predicted and observed ground-level concentrations.

Model parameters Plant Cases Na GMb GSDc r2d

Factor
of 2
(%)e

Number of
zero pre-
dictionsf

ae 5 0.1, R 5 2 Kincaid All 302 0.89 2.0 0.38 71 0

]Qi /]z 5 0.0058C m21 F
*

$ 0.1 74 1.1 2.1 66 0
F

*
, 0.1 228 0.84 1.9 72 0

Maryland All 144 1.1 2.1 0.42 69 1
F

*
$ 0.1 24 1.0 2.2 71 1

F
*

, 0.1 120 1.1 2.1 68 0

ae 5 0.05, R 5 2 Kincaid All 302 0.86 2.0 0.37 69 0
]Qi /]z 5 0.0058C m21 Maryland All 144 1.1 2.1 0.42 69 1

ae 5 0.15, R 5 2 Kincaid All 302 0.90 2.0 0.38 71 0
]Qi /]z 5 0.0058C m21 Maryland All 144 1.1 2.1 0.43 67 1

ae 5 0.1, R 5 1 Kincaid All 302 0.92 2.0 0.40 72 0
]Qi /]z 5 0.0058C m21 Maryland All 144 1.2 2.2 0.39 67 1

ae 5 0.1, R 5 2 Kincaid All 302 0.91 2.1 0.34 69 0
]Qi /]z 5 0.018C m21 Maryland All 144 1.1 2.1 0.42 67 1

ae 5 0.1, R 5 2 Kincaid All 302 0.90 2.2 0.30 68 1
]Qi /]z 5 0.028C m21 Maryland All 144 1.1 2.1 0.42 67 1

a N—number of comparisons exclusive of zero predictions.
b GM—geometric mean of Cpred/Cobs.
c GSD—geometric standard deviation of Cpred/Cobs.
d r2—variance between ln(Cobs/Q) and ln(Cpred/Q).
e Predictions within a factor of 2 of the observations.
f Zero predictions not included in GM, GSD, and r2 statistics.

FIG. 8. Comparison between observed and predicted lateral dis-
persion parameter of buoyant plumes at Maryland power plants. Solid
line corresponds to equal values of observations and predictions;
dashed line is a least squares fit of lnsyobs to lnsypred.

GM of Cpred/Cobs is denoted by the squares, and the GM
uncertainty and GSD are represented by the innermost
and outermost horizontal bars, respectively, on the ver-
tical lines through the squares.

Considering both datasets, we see that the residual
dependence on F* is mixed. For Kincaid (Fig. 11a), the
residuals exhibit a trend showing 1) a slight model un-
derprediction for F* , 0.1 (GM 5 0.84), 2) a modest

overprediction for 0.1 # F* , 0.4 (GM 5 1.28), and
3) a clear underprediction for F* . 0.4 (GM 5 0.44).
We suspect that the difference between groups 1 and 2
above is due to deficiencies in (a) the indirect source
model, which depends on F*, and (b) the penetrated
plume model, which makes some GLC contributions in
group 2, but none in group 1. For F* . 0.4, the un-
derprediction is due solely to the penetrated plume mod-
el since the predicted f 5 0 for all 14 cases in this group.
The cases occurred in the morning, with low zi values
(200 m , zi , 300 m), generally light winds (U , 3
m s21), and a small w* (1–1.4 m s21). The indirect source
and penetrated plume models are discussed further in
section 5.

In contrast to the Kincaid results, the Cpred/Cobs ratio
for the Maryland plants exhibits no statistically signif-
icant trend with F* (Fig. 11b). For the Maryland data
and F* $ 0.1, there are probably too few observations
(24) to draw firm conclusions about the performance of
the penetrated plume model.

Figure 12 shows the residuals as functions of U/w*.
The Kincaid results exhibit a weak trend, with the GM
differing statistically from 1 in the interval 1.2 , U/w*
# 5. The slight overprediction for U/w* # 1.2 is caused
by the high F* cases; if the latter are removed, the GM
falls from 1.2 to 1.0 in this interval.

Of the variables studied, the Maryland residuals ex-
hibit their most significant variation with U/w* (Fig.
12b). Most of this is caused by GLC observations ob-
tained on the downwind side of wide (;1–10 km) rivers
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FIG. 9. Observed versus predicted ground-level concentrations for
the PDF model at (a) Kincaid power plant for SF6 concentrations and
(b) Maryland power plants for SO2 concentrations. Solid line cor-
responds to equal values of observations and predictions; dashed line
is a least squares fit of ln(C/Q)obs to ln(C/Q)pred.

bordering the Chalk Point and Morgantown plants (Weil
and Corio 1985). We suspect that reduced heat fluxes
and turbulence levels due to the cooler water (than land)
surface would induce local circulations and temporarily
diminish dispersion on the downwind side of the rivers.
Removal of the 25 near-river cases results in a residual,
or GM behavior, given by the open circles (Fig. 12b),
which show somewhat less of a trend.

Figure 13 shows the residuals as a function of X, and
again, there are mixed results for the two datasets. For
Kincaid, we believe that the underestimated GLCs in
the interval 2 # X , 5 are caused by an overestimated
vertical dispersion, particularly for wind speeds in the
range 2 # U/w* , 5 (see Fig. 12a). A good example

of the difference between the modeled and observed
behavior is shown in Fig. 14a, where the dimensionless
GLC CU /Q is plotted versus X for a 4-h period on 12zi

day. The lower observed maximum GLC and the greater
distance to it than predicted (lines) imply an overesti-
mated vertical dispersion. Figure 14b shows a similar,
but less extreme, example of an underprediction bias in
the 2 # X , 5 interval. A modification of the vertical
dispersion formulation to correct the above bias is dis-
cussed in section 5b.

For the Maryland plants (Fig. 13b), the residuals are
statistically unbiased and independent of X. The greatest
departure of the GM from 1 occurs for X # 1 and is
due to the near-river observations at the Chalk Point
and Morgantown plants. For X # 1, the GM of Cpred/
Cobs is 2.0, 5.0, and 0.82 for Chalk Point, Morgantown,
and Dickerson, respectively.

Overall, the above results show that the GMs of Cpred/
Cobs in the various intervals range from about 0.8 to
1.25, which is considered good. Some exceptions to this
and trends in the GMs were discussed in terms of model
deficiencies and physical processes omitted. These in-
clude 1) limitations in the indirect source and penetrated
plume models, 2) overestimated vertical dispersion for
moderate winds, and 3) reduced heat fluxes and dis-
persion on the downwind side of wide rivers bordering
two power plants.

Table 2 presents the overall statistical results for the
above ‘‘base case’’ model, with ae 5 0.1, R 5 2, and
]Qi/]z 5 0.0058C m21; note that about 70% of the pre-
dictions are within a factor of 2 of the observations.
The results for other parameter values do not vary sig-
nificantly from these base case results, which suggests
that the model is fairly robust for the parameter ranges
investigated.

As a final demonstration of model performance, we
present quantile–quantile plots in Fig. 15 for the Kincaid
and Maryland data. The results are obtained by ranking
the Cpred and Cobs values from the lowest to highest and
plotting the concentrations corresponding to the same
rank in each distribution. This is not a rigorous test of
model performance, but it is a useful comparison for
air quality applications (e.g., Cimorelli et al. 1996). As
can be seen, the results fall close to the 1:1 line, indi-
cating good agreement between the ranked distributions.
The maximum deviation from this line occurs at the
high end of the distribution, where Cpred ; 0.5Cobs. This
deviation may be explained by the neglect of stochastic
variability in the model and requires further investiga-
tion.

5. Discussion

In the following, we discuss several model features
affecting the GLCs: 1) the w PDF parameterization, 2)
the vertical dispersion and the effect of a finite TLz, and
3) the indirect source and penetrated plume models.
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TABLE 3. Evaluation results for current and Weil et al. (1986) models based on comparisons between predicted and observed ground-
level concentrations.

Model version Plant Cases GMa GSDb r2c

Factor
of 2
(%)d

Current Kincaid All 0.89 2.0 0.38 71
F

*
$ 0.1 1.1 2.1 0.32 66

F
*

, 0.1 0.84 1.9 0.34 72
Weil et al. (1986) Kincaid All 1.1 2.1 0.34 68

F
*

$ 0.1 1.3 2.3 0.30 53
F

*
, 0.1 1.0 2.0 0.32 74

Current Maryland All 1.1 2.1 0.50 69
F

*
$ 0.1 1.0 2.2 0.51 71

F
*

, 0.1 1.1 2.1 0.38 68
Weil et al. (1986) Maryland All 1.3 2.2 0.50 68

F
*

$ 0.1 1.0 3.0 0.43 56
F

*
, 0.1 1.4 2.0 0.45 70

a GM—geometric mean of Cpred/Cobs.
b GSD—geometric standard deviation of Cpred/Cobs.
c r2—variance between ln(Cobs) and ln(Cpred).
d Predictions within a factor of 2 of the observations.

FIG. 10. Observed versus predicted ground-level SF6 concentrations
for the CRSTER model at the Kincaid power plant; diagonal line
corresponds to Cobs 5 Cpred.

a. The w PDF parameterization

The existing pw is based on the first three moments
of w—w̄, , and w3—and the assumption that sw1/w1

2sw

5 zsw2/w2z 5 R. This is one parameterization, and al-
ternatives should be considered. For example, Weil
(1988) used the bi-Gaussian form [Eq. (7)] with an as-
sumed l1 5 0.4 and l2 5 0.6, but empirically obtained
the swj and wj from a fit of the modeled surface CWIC
distribution to laboratory data for passive releases. Us-
ing his swj and wj, we find sw1/w1 5 1.2 and sw2/zw2z 5
0.74. The key point is that the swj/zwjz ratios are unequal,
in contrast to our earlier assumption.

In a study of the bi-Gaussian PDF, Du et al. (1994)
added the fourth moment of w to the input variables
and specified l1 5 0.4 and l2 5 0.6 for strong con-
vection. Using their swj and wj expressions, we find sw1/
w1 5 2.89 and sw2/w2 5 2.08 for S 5 0.1, sw1/w1 5
1.07 and sw2/w2 5 1.03 for S 5 0.6, and sw1/w1 5 0.93
and sw2/w2 5 0.73 for S 5 0.8. Their ratios increase as
S → 0, as would be expected for a distribution approx-
imating a Gaussian PDF in that limit, and for S 5 0.8,
they are close to those obtained from Weil’s (1988) em-
pirical fit. Thus, the addition of w4 to the input variables
may improve the pw parameterization, and perhaps the
agreement between predicted and observed GLCs.

The Du et al. (1994) approach for estimating the pw

parameters should be pursued in the future. This ap-
proach could be improved further by parameterizing the
l1 and l2 as functions of S such that l1, l2 → 0.5 as S
→ 0. However, one must consider the uncertainty in
estimates or measurements of w4 and the associated un-
certainty in Cpred before implementing this approach in
a practical model.

b. Vertical dispersion

The results of section 4b for the Kincaid plant suggest
an apparent overestimation of the vertical dispersion
during moderate winds. This may be partially caused
by the infinite, rather than the finite, TLz assumed for
the CBL.

Here, we demonstrate the effect of a finite TLz on
vertical dispersion and the distance xm to the maximum
GLC. We first consider a Gaussian plume model for a
passive release, with the GLC along the plume center-
line given by

2Q hsC(x, 0, 0) 5 exp 2 . (43)
21 2pUs s 2sy z z
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FIG. 11. Geometric mean (points) of predicted-to-observed ground-
level concentration as a function of the dimensionless buoyancy flux
for the PDF model. Innermost and outermost horizontal bars denote
the uncertainty in the GM and the geometric standard deviation, re-
spectively.

FIG. 12. Geometric mean (points) of predicted-to-observed ground-
level concentration as a function of U/w

*
for the PDF model. In-

nermost and outermost horizontal bars denote the uncertainty in the
GM and the geometric standard deviation, respectively. Open circles
in (b) denote GMs without near-river cases at the Chalk Point and
Morgantown plants.

The sz is parameterized by sz 5 swt(1 1 0.5t/TLz)21/2

and similarly for sy, but with sw replaced by sy; we
assume TLy 5 TLz. These parameterizations satisfy the
short- and long-time limits of Taylor’s (1921) theory.

The travel time tm corresponding to the xm is found
by taking ]C/]t in Eq. (43) and setting it equal to zero.
The tm is attained when 2 5 and is2 2s hz s

1/22 2 2h 32s Ts w Lzt 5 1 1 1 1 , (44)m 2 21 2[ ]8s T hw Lz s

with xm 5 Utm. Assuming that 5 0.31 and TLz 52 2s ww *
0.7zi/w*, we find the dimensionless distance Xm corre-
sponding to xm to be

1/2w x 4.9m 2*X 5 5 0.58h* 1 1 11 , (45)m s 21 2[ ]Uz h*i s

where 5 hs/zi. In the limit of an infinite TLz, the tmh*s
and Xm are given by tm` 5 hs( 2sw)21 and Xm` 5Ï
1.26 , assuming sw 5 0.56w*.h*s

We now consider the variation of the ratio Xm/Xm`

with source height. For 5 0.1, 0.25, 0.5, and 1, theh*s
Xm 5 0.13, 0.36, 0.8, and 2.0, and the Xm/Xm` 5 1.02,
1.13,1.26, and 1.56. As expected, the ratio increases
with because of the greater time required for theh*s
plume to reach the surface from a more elevated source.
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FIG. 13. Geometric mean (points) of predicted-to-observed ground-
level concentration as a function of the dimensionless downwind
distance for the PDF model. Innermost and outermost horizontal bars
denote the uncertainty in the GM and the geometric standard devi-
ation, respectively.

With the greater time, the growth rate is reduced since
t is further into the long-time or t1/2 regime of spread.
Qualitatively, we expect the Xm/Xm` ratio to increase
further with the addition of plume buoyancy because of
the greater effective source height.

In the following, a simple approach is outlined for
including the TLz effect for buoyant plumes and a skewed
pw. We reconsider the trajectory expression [Eq. (5)]
and assume that the random vertical velocity decays
from its initial value w over time according to w/fL(t),
where fL(t) is taken here to be (1 1 0.5t/TLz)1/2. With t
5 x/U, the new trajectory equation is

wt
z 5 h 1 Dh 1 , (46)p s f (t)L

and the w(zp; t) found by rearranging the above is

f (t)Lw 5 (z 2 h 2 Dh) . (47)p s t

From Eq. (47), we have zdw/dzpz 5 fL(t)/t.
The above w and dw/dzp can be substituted into Eq.

(4) to obtain the pz. Upon doing this, replacing t by
x/U, and using Eq. (3), we obtain a Cy(x, z) expression
identical to Eq. (9), but with szj and Cj given by

s x/Uwjs 5z j 1/2(1 1 0.5x/UT )Lz

and

w x/UjC 5 h 1 Dh 1 , (48)j s 1/2(1 1 0.5x/UT )Lz

with j 5 1 or 2. For a Gaussian pw and Dh 5 0, this
approach reproduces Eq. (43) for the GLC.

As Eq. (48) shows, the vertical dispersion (szj) at a
given x becomes smaller as TLz is reduced, and thus xm

becomes larger. The TLz is expected to decrease with
decreasing zi/zLz because of the increased turbulence dis-
sipation rate « and the decreased turbulence length scale
l, especially within the surface layer. The behavior of
« is shown by the observations of Guillemet et al. (1983)
and that of l by the large-eddy simulations (LES) of
Mason (1992). In addition, Mason’s dispersion simu-
lations using a Lagrangian model and LES fields show
that a systematic reduction in vertical dispersion occurs
with a decreasing w*/u* or zi/zLz and increasing wind
speed. These findings are consistent with the inferred
overestimation of the vertical dispersion at the Kincaid
plant (Figs. 12a and 13) for moderate winds.

The approach outlined above [Eqs. (46)–(48)] will be
pursued in the future for a skewed pw, with comparisons
made between predicted and observed GLCs.

c. Indirect source and penetrated plume models

The Kincaid residual analysis for F* (Fig. 11a) sug-
gests that the indirect source model needs further de-
velopment. There are two aspects that could be im-

proved. The first is the inclusion of the finite TLz, which
would shift the axial GLC distribution farther downwind
and reduce the GLC magnitude; these changes should
be more pronounced for the high-F* cases (0.1 # F*
, 0.4), where model overestimation is a problem. The
second is a better Dhi model.

While the above improvements are worth pursuing,
we must recognize the limitations of the indirect source
formulation: Dhi is somewhat of a ‘‘fictitious’’ plume
rise, and the rz (} x4/3) far downwind (appendix C) prob-
ably exhibits too rapid a growth rate. Thus, we should
consider alternative treatments for the indirect source,
such as a distributed source with x as originally adopted
by Hanna et al. (1986). This could be expanded to in-
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FIG. 14. Dimensionless ground-level SF6 concentration versus the
dimensionless downwind distance as observed at the Kincaid power
plant and predicted by the PDF model.

FIG. 15. Quantile–quantile plots of predicted versus observed
ground-level concentration for the Kincaid and Maryland datasets.

clude an increasing z̃i with t over the averaging period,
which is important in the morning, when many high-
F* cases occur. Systematic experiments in a convection
tank would be helpful for further development efforts.

The penetrated plume model is an ad hoc approach
that only roughly accounts for the CBL growth and
fumigation. An important feature to add is the distrib-
uted nature of the source, which is included in other
fumigation models (Deardorff and Willis 1982; Luhar
and Sawford 1995; Misra 1980; Venkatram 1988). This
aspect, as well as the time dependence of z̃i, hes, f, etc.,
should be incorporated into a more general formulation.
Although such a formulation would be more complex,
it should be pursued to determine whether it leads to
better predictions.

6. Summary and conclusions

A PDF dispersion model has been presented for buoy-
ant releases in the CBL, where the mean concentration
field C is found from the particle position PDFs, py and
pz. The pz is derived from the vertical velocity (w) PDF,
which is generally skewed, whereas the py is assumed

to be Gaussian. Three primary sources contribute to the
modeled C field: 1) the direct or real source (at the
stack), 2) the indirect source, and 3) the penetrated
source. Image sources are included to satisfy the
zero-flux conditions at z 5 0, zi. The indirect and pen-
etrated source models are simple approaches for treating
the plume interaction with the elevated inversion and
lead to a continuous variation of C with the buoyancy
flux.

Comparisons between modeled crosswind-integrated
concentration fields (Cy) and convection tank data
(Deardorff and Willis 1984, 1988; Willis and Deardorff
1987) showed fair to good agreement in the lower half
of the CBL. Near the source, the predicted Cy contours
exhibited an upward tilt due to the plume rise, with the
tilt increasing with the buoyancy flux. However, the
predicted contour behavior near the CBL top differed
from the measurements due to the assumed quasi re-
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flection at z 5 zi; improvement of this aspect is a prob-
lem for future work. Overall, the predicted Cy profiles
at the surface were in agreement with the data over a
wide range of the buoyancy flux and showed a pro-
gressive reduction in the Cy with increasing F*.

The model was also evaluated with GLCs measured
near several Maryland power plants and the Kincaid power
plant. Correlation plots of C/Q for each dataset exhibited
considerable scatter, but the r2 between predicted and ob-
served ln(C/Q) values was approximately 0.4 for both sets,
thus demonstrating an overall consistency of model per-
formance. In addition, the statistics of Cpred/Cobs were good,
with a GM near 1 and a GSD of about 2. These results
were similar to those obtained with the Weil et al. (1986)
model (Table 3). Thus, in addition to maintaining a con-
tinuous variation of C with F*, a problem with earlier
PDF models, the current model yields performance results
comparable to those models.

The model performance was diagnosed further using
residual plots to detect model trends with the input vari-
ables; the variables included the buoyancy flux, wind
speed, and downwind distance. In general, the GMs of
Cpred/Cobs for grouped data ranged from 0.8 to 1.25, which
is considered good. Some exceptions to this and trends in
the GMs were found, suggesting some model limitations.
The latter included 1) limitations in the indirect source
and penetrated plume models, 2) overestimated vertical
dispersion during moderate winds, and 3) reduced heat
fluxes and dispersion on the downwind side of wide rivers
bordering two power plants.

In summary, the PDF model is an approach that includes
state-of-the-art knowledge of CBL turbulence and disper-
sion in a simple framework. The overall model perfor-
mance is good. Future development efforts should focus
on 1) improving the indirect source and penetrated plume
models, and 2) incorporating a finite Lagrangian timescale
(TLz) into the model to correct the overestimated vertical
dispersion during moderate winds (section 5b).
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APPENDIX A

Parameters Defining the w PDF
The parameters of pw(w) in Eq. (7) are obtained by

equating the zeroth through third moments of that dis-
tribution,

`

n nw 5 w p (w) dw (A1)E w

2`

(n 5 0–3), with those specified: w0 5 l1 1 l2 5 1, w̄
5 0, [Eq. (8a)], and w3 5 S . The equations are2 3s sw w

given in Baerentsen and Berkowicz (1984) and Weil
(1990).

Defining R 5 sw1/w1 5 2sw2/w2, Weil (1990) found
the solutions for w1 and w2 to be

1/2w g S 1 41 1 2 25 1 g S 1 (A2)11 2s 2 2 gw 2

and

1/2w g S 1 42 1 2 25 2 g S 1 , (A3)11 2s 2 2 gw 2

where
21 1 R

g 5 (A4)1 21 1 3R

and
2g 5 1 1 R . (A5)2

In addition, he obtained

w2l 5 (A6)1 w 2 w2 1

and

w1l 5 2 , (A7)2 w 2 w2 1

as found by Baerentsen and Berkowicz.
Thus, with , S, and R specified, the wj, swj, and lj(j2sw

5 1, 2) can be found.

APPENDIX B

Estimation of the Parameter a in the Energy
Criterion

In the following, we apply the energy criterion of Eq.
(19) to estimate the negative heat or buoyancy flux at
the top of the CBL, which is assumed to be capped by
a positive potential temperature jump DQ 5 Q2 2 Q1,
where 2 and 1 denote conditions above and below the
jump. Assuming small temperature and density (Dr 5
r1 2 r2) jumps, the two are related by DQ/Qa 5 Dr/
ra. Using the last relationship, we rewrite Eq. (19) in
the form

2DQ w
g 5 a . (B1)

u 2za i

Within the PDF model framework, we assume that
negative vertical velocities above zi transport warm air
downward into the CBL to be mixed. We estimate a
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negative buoyancy flux by multiplying Eq. (B1) by w
and averaging over the negative velocities as

0 01 DQ 1 a
3wg p dw 5 w p dw, (B2)E w E wf Q f 2zd a d i2` 2`

where

0

f 5 p dw. (B3)d E w

2`

The left-hand side (lhs) of (B2) is the negative buoy-
ancy flux at the inversion, (g/Qa)wui, which is generally
assumed to be related to the surface buoyancy flux by

g g
2 wu 5 0.2 wu (B4)i oQ Qa a

(see Moeng and Wyngaard 1989). Replacing the lhs of
(B2) by the right-hand side of (B4), we have

0g 1 a
30.2 wu 5 w p dw. (B5)o E wQ f 2za d i 2`

For simplicity in evaluating the above integral, we
assume a Gaussian PDF, which leads to

3g 2a sw0.2 wu 5 . (B6)oQ zÏ2pa i

Using the definition of w* 5 (gwuo zi /Qa)1/3, we have

2a
3 30.2w 5 s . (B7)w* Ï2p

Evaluating (B7) with the convective limit of Eq. (8a)
(sw 5 0.56w*), we find a 5 1.4.

APPENDIX C

Growth of Lofting Plumes

We consider a plume of elliptical cross section
trapped at the CBL top and unable to penetrate the el-
evated inversion. The ellipse has half-widths ry and rz

in the lateral and vertical directions (see Fig. 2c) and a
uniform density defect, r 2 ra 5 2Dr, relative to the
density in the CBL. In line with Briggs (1985), we as-
sume that the lateral dispersion is enhanced and the
vertical dispersion is constant or diminished somewhat
initially. The plume is assumed to behave as a stable
density interface at the CBL top with entrainment taking
place on the bottom half of the plume perimeter; this
is akin to entrainment across the density or temperature
jump in the environment at z 5 zi. With the elliptical
cross section, the cross sectional area is pryrz and the
perimeter is approximated by p(ry 1 rz).

Assuming that entrainment takes place only along the
lower half of the plume, we use an entrainment as-
sumption in a conservation expression for plume mass
or volume, which yields

d we(Ur r ) 5 (r 1 r ), (C1)y z y zdx 2

where we is an entrainment velocity (Weil 1991). This
is analogous to the conservation expression for a cir-
cular plume. For the elliptical plume with zero pene-
tration of the inversion, the buoyancy flux F is con-
served so that

Dr
F 5 F 5 Ur r g . (C2)b y z ra

In line with entrainment models for turbulent mixed
layers (e.g., Turner 1979; Deardorff and Willis 1985),
we assume that

w*w 5 a , (C3)e e mRi

where Ri is a Richardson number based on the plume
density defect and rz:

gDr rzRi 5 . (C4)
2r wa *

Using Eq. (C2), the Ri can be written as

FbRi 5 . (C5)
2Uw ry*

Equation (C3) is chosen as a simple form for we that
results in an analytical expression for the product ryrz.
The exponent m in Eq. (C3) is taken as 1/2 based on
the entrainment velocity correlation with Ri from Dear-
dorff and Willis (1985, their Fig. 20), where their Ri is
defined using interfacial length and velocity scales.

Substituting Eqs. (C3) and (C5) into Eq. (C1), we
have

1/22d a w re y*(r r ) 5 (r 1 r ). (C6)y z y z1 2dx 2 F Ub

To complete the model, we assume that 1) the half-width
ry 5 2sy (see Briggs 1975; Csanady 1973), 2) sy isÏ
given by Briggs’s (1985) expression for lofting plumes
sy 5 1.6 x2/3/U, and 3) rz K ry far downstream. As1/3Fb

a result of the last assumption, we have

2d a we 3/2*(r r ) 5 r . (C7)y z y1/2dx 2(F U)b

Substituting the expression for ry into the above, we
can integrate Eq. (C7) to obtain

3/2 2a a we y2 2 2*r r 5 r 1 (x 2 x ), (C8)y z i i24U

where ri is the plume radius when the rising plume
reaches the inversion, xi is the distance where this oc-
curs, and ay 5 1.6 2 5 2.3. In the main text and model,Ï
we ignore the xi in (C8) since our interest is primarily
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for x k xi. The ae is found to be 0.1 based on com-
parisons with laboratory data.

Far downstream, where and can be neglected in2 2r xi i

Eq. (C8), we have
3/2 2 2a a w xe y *r . . (C9)z 24U ry

Substituting the ry expression and the value of ay into
the above, we find

2 4/3w x*r . 0.38a . (C10)z e 1/3F Ub
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