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ABSTRACT

Regional climate model (RCM) simulations, driven by low and high climate-sensitivity coupled general

circulation models (CGCMs) under various future emissions scenarios, were compared to projected changes

in heat wave characteristics. The RCM downscaling reduces the CGCM biases in heat wave threshold tem-

perature by a factor of 2, suggesting a higher credibility in the future projections. All of the RCM simulations

suggest that there is a high probability of heat waves of unprecedented severity by the end of the twenty-first

century if a high emissions path is followed. In particular, the annual 3-day heat wave temperature increases

generally by 38–88C; the number of heat wave days increases by 30–60 day yr21 over much of the western

and southern United States with slightly smaller increases elsewhere; the variance spectra for intermediate,

3–7 days (prolonged, 7–14 days), temperature extremes increase (decrease) in the central (western) United

States. If a lower emissions path is followed, then the outcomes range from quite small changes to substantial

increases. In all cases, the mean temperature climatological shift is the dominant change in heat wave

characteristics, suggesting that adaptation and acclimatization could reduce effects.

1. Introduction

Heat waves can have notable adverse effects on hu-

man health during the summer season in the United

States. For example, heat waves in 1995 and 1999 resulted

in 739 and 110 excess deaths, respectively, in Chicago,

Illinois, alone (Whitman et al. 1997; Palecki et al. 2001).

During such events, residents in urban centers may be

particularly at risk because of such factors as elevated

temperatures from the urban heat island effect, poverty,

a generally older population often living alone, and re-

duced home ventilation because of the fear of crime

(Changnon et al. 1996). In addition to the direct ef-

fects of heat, urban air quality can also be adversely

affected because of the temperature dependence of rel-

evant chemical reactions, causing secondary effects on

health. The projections of warmer conditions arising from

anthropogenic forcing of the climate system lead to an

expectation of more frequent and/or intense heat waves

with associated increased risks of adverse health con-

sequences. The purpose of this study is to quantify the

potential future changes in heat waves as well as the as-

sociated uncertainties, using a well-developed regional

climate model and focusing on urban areas, particularly

two large population centers (Chicago and the Northeast

urban corridor) that are vulnerable to excessive heat.

In a past study, output from the National Center for

Atmospheric Research–U.S. Department of Energy

Parallel Climate Model (PCM) for 2080–99, using two

measures of extreme heat, indicated that heat waves will

increase in intensity, frequency, and duration (Meehl and

Tebaldi 2004). In that model simulation, which assumed

a business-as-usual emissions scenario, the temperature

of the worst 3-day heat wave generally increased by 28–

38C over the United States, with the largest increases

found in the West and South. There is a considerable

range in the climate sensitivity of coupled atmosphere–

ocean general circulation models (CGCMs), and it is
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logical to expect that the projections of the frequencies

and intensities of extremes will also vary by a sizeable

amount. Thus, the results from a single model are very

useful at establishing the potential for changes of societal

and/or environmental significance, but they do not provide

information about the possible range of future conditions.

Such information is needed by those in decision-making

capacities to evaluate options for mitigation and adap-

tation. An analysis of simulations from multiple models

with differing climate sensitivities and emissions sce-

narios provides insights into the uncertainties of future

conditions.

The spatial resolution in the typical modern CGCM

is too coarse to adequately simulate some processes

important to regional climate features, often leading to

biases in the mean climate. Regional climate models

(RCMs) have the potential to reduce biases through

higher spatial resolution, with a typical grid spacing of

a factor of 5–10 smaller than most CGCMs, and more

complete representation of physical processes. A RCM

downscaling of PCM projections was found to produce

a more realistic present-day climate and subsequently a

different future climate projection than the driving PCM

itself (Liang et al. 2006). The differences were particularly

notable in the central United States and appeared to arise

from a more complete physical representation, includ-

ing convection parameterization in the RCM. Recently,

a RCM downscaling analysis (Liang et al. 2008) demon-

strated that major biases in CGCM simulations of the

present-day climate appear to be systematically propa-

gated into future climate projections at regional scales; for

example, in the PCM a nonrealistic summer precipitation

peak in Colorado in the present-day control simulation

also appears as a peak in the future simulation. They

showed that a nested RCM–GCM approach substantially

reduces the biases in representing the present climate and

also likely provides higher skill in downscaling the future

climate projection. For the reasons mentioned earlier, the

present study uses the RCM downscaling approach to

investigate the likely outcome and uncertainty of future

projections of heat waves.

2. Methods

Like CGCMs, RCMs require large computer re-

sources; therefore, it is imperative to carefully select

experiments to adequately sample both the different

CGCM climate sensitivities and future emissions paths.

To this end, the RCM simulations were driven by two

CGCMs: (i) the PCM (Washington et al. 2000), a low

climate-sensitivity model; and (ii) the Hadley Centre

Atmospheric GCM 3P (HadAM3P) derived from the

atmospheric GCM (Pope et al. 2000) of the third

climate configuration of the Met Office Unified Model

(HadCM3; Johns et al. 2003), a higher climate-sensitivity

model (Kunkel and Liang 2005). The HadAM3P was

run with observed SSTs for the present-day climate. For

HadAM3P’s future climate simulation, monthly-mean

changes in SSTs between the present-day (1961–90) and

future (2071–2100) were obtained from simulations of

HadCM3. These changes were added to time series of

observed present-day SSTs to drive HadAM3P (Rowell

2005); this procedure means that the interannual vari-

ability of SSTs is the same in present and future simu-

lations. Such HadAM3P runs, considered as improved

outcomes of the HadCM3 with finer resolution, have

been widely used in climate change impact studies, such

as the Prediction of Regional scenarios and Uncertainties

for Defining European Climate Change Risks and Effects

(PRUDENCE) project (Christensen et al. 2002).

Two PCM simulations were available for the Inter-

governmental Panel on Climate Change Special Re-

port on Emissions Scenarios (Nakicenovic et al. 2000),

the A1Fi (high, effective CO2 concentration of ;970 ppm

by 2100) and B1 (low, ;550 ppm by 2100) emissions

scenarios. The required 6-h resolution data for one

control (1991–2000) and one future (2090–2099) period

were available. Two HadAM3P simulations were also

available for the A2 (moderately high, ;860 ppm by

2100) and B2 (moderately low, ;620 ppm by 2100)

emissions scenarios. Note that the two emissions scenarios

used in the HadAM3P (hereafter ‘‘HAD’’) simulations

are intermediate between the two extreme scenarios used

in the PCM. Six-hour data were obtained for a control

period (1980–89) and for one future period (2090–99).

Although the two CGCM modeling centers did not

have driving CGCM data for identical emissions sce-

narios at the RCM-required 6-h time resolution, thus

precluding a direct model-to-model comparison of re-

sults, the available data nevertheless permit explora-

tion of a large range of potential future projections from

low emissions with a low climate-sensitivity model to

moderately high emissions with a high climate-sensitivity

model.

The RCM used in this study is a climate extension

of the fifth-generation Pennsylvania State University–

National Center for Atmospheric Research Mesoscale

Model (Liang et al. 2004, 2006). The spatial resolution of

the simulations is 30 km. Using the entire period of avail-

ability of CGCM data, the RCM simulations were 11 yr

in length and were performed continuously starting on

1 January, with the initial year considered as a spinup and

the last 10 yr as the analysis period. The PCM (HAD)-

driven simulations are denoted as RCM-P (RCM-H).

Observational data were obtained from 7235 stations

in the U.S. Cooperative Observer Program network.
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This consisted of daily observations of maximum and

minimum temperatures. These data were gridded onto

the 30-km RCM grid. They are concurrent with the

GCM present-climate simulation period, that is, 1991–

2000 for PCM and 1980–89 for HAD. Observations

showed small differences between the two periods (see

later in paper), inconsistency of which does not affect

our results. For longer-term analysis of variability, a

subset of 807 stations was selected; these stations have

less than 10% missing data over the period of 1895–2006.

Two measures of extreme heat were explored. One

analysis examined the worst 3-day heat wave, as mea-

sured by the 3-day mean temperature, in each year of

the entire 10-yr period; we term this the ‘‘annual heat

wave.’’ A second analysis defined a heat wave using

percentile-based thresholds of daily mean temperature

by the same definition as Meehl and Tebaldi (2004) as

follows. A period was considered a heat wave if the

following criteria were met: (i) the daily mean temper-

ature was above the 97.5 percentile threshold for at least

3 days during the period; (ii) the average daily mean

temperature during the entire period exceeded the 97.5

percentile threshold; and (iii) the daily mean tempera-

ture exceeded the 81 percentile threshold for every day

of the period. The percentile thresholds were based on

data for May–September (Huth et al. 2000). The longest

such period satisfying the three criteria was considered

a single heat wave (even if subperiods also met the cri-

teria). Once each heat wave was identified, the number,

average duration, and the total number of heat wave days

was calculated for each year. The percentile threshold

temperatures from the control simulation were used to

identify heat waves in both the control and future period

simulations.

Any changes in heat wave frequency and intensity

may be a reflection of more general changes in the sta-

tistical properties of daily temperature distributions. To

explore more broadly such possible changes, other

metrics were calculated. These included the lag auto-

correlation and a spectral analysis of gridpoint time

series of temperature using the fast Fourier transform.

Spectral results were analyzed for two periods: 3–7 and

7–14 days. These periods were chosen to correspond to

the lengths of some notable historical heat waves. For

example, the Chicago heat wave of 1995 was a 4-day

event, while the worst heat wave of the twentieth

century in the upper Midwest, occurring in July 1936,

lasted about 2 weeks during its most intense phase.

The lag autocorrelation and spectra were computed

separately for each summer of the simulation to focus

on those characteristics during the heat wave sea-

son. Then they were averaged for all summers in each

simulation.

In all cases, results for future projections are pre-

sented as the model’s future value minus the model’s

control simulation value. This assumes that biases in the

control simulation for a particular model are very simi-

lar, in that the model’s future projection and differ-

encing in this way will largely remove such biases.

The statistical significance of the differences between

future and control simulations was evaluated using Stu-

dent’s two-sample t test. It was assumed that each year’s

heat wave characteristics were independent of other

years and then each year represents a single sample. The

heat wave metric values (annual 3-day heat wave mag-

nitude, number of heat wave days, lag correlation co-

efficient) for each simulation year were averaged and

a standard deviation was calculated. The t statistic was

calculated as follows:

t 5 (H
f
�H

c
)/S

fc

S
fc

5

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
(S2

f 1 S2
c)/2

q
,

where H is the average value of heat wave metric, S is

the standard deviation of heat wave metric, n 5 10 is the

number of simulation years, and subscripts f and c in-

dicate future and control simulations, respectively. The

two-tailed t-test probability (p) value was determined

from standard tables, subsequently defining the statis-

tical significance of the results.

The simulation results were examined in detail for two

major urban centers where the mortality rate is sensitive

to excessive heat (Kalkstein and Greene 1997): Chicago

and the northeastern coastal United States, including

Philadelphia, Pennsylvania; New York City, New York;

and Boston, Massachusetts. These centers occasionally

experience intense heat waves; however, the frequency

is sporadic and the population does not typically accli-

matize fully to the intensity, increasing human vulner-

ability. By contrast, the mortality rates of more southern

urban areas exhibit little sensitivity to excessive heat,

perhaps because urban housing is more suitable for hot

weather (Kalkstein 1993) and the people are more ac-

climatized to hot weather. Grid boxes where the pop-

ulation density exceeds 400 km22 were included in this

urban analysis. The future simulation period is often

abbreviated in the following text as 2090s for 2090–99.

3. Results

a. Comparison with observations

The control simulation values (Figs. 1c–f) of the 97.5

percentile threshold temperature were compared with

observations (Figs. 1a,b). The PCM control simulation,

which was compared with the observations for the 1990s
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(Fig. 1a), produces large cold biases in the Great Plains

just to the east of the Rocky Mountains of more than

268C in some locations. The RCM-P generally produces

smaller biases. This is particularly true in the Great

Plains, where the biases are in the range of 218 to 238C

in the RCM-P compared to 268C or more in the PCM.

The domain-average absolute differences are 2.58C for

PCM and 1.28C for RCM-P.

The observed values for the 1980s (Fig. 1b) are gen-

erally within 1.58C of those for the 1990s (Fig. 1a). The

HAD values are generally higher than the 1980s ob-

served, particularly in the central United States, where

warm biases exceed 58C. The RCM-H reduces the

HAD warm biases considerably, most notably in the

central United States, where the HAD biases are largest.

The average (over the U.S. domain) absolute differences

between model control simulations and observations are

2.58C for HAD and 1.28C for RCM-H.

Although the signs of the major biases are opposite

between HAD and PCM, the RCM produces values

FIG. 1. Observed 97.5 percentile temperature threshold (8C) for the (a) 1990s and (b) differences between the 1980s

and 1990s. Difference between model control simulations and observations for the 97.5 percentile summer tem-

perature threshold for (c) PCM, (d) HAD, (e) RCM-P, and (f) RCM-H.
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much closer to observed in both cases, reducing the

overall average biases by a factor of 2. This suggests that

the major biases of the CGCM control simulations are

being produced in large part by processes internal to the

RCM domain, not by large-scale circulation patterns

near the lateral boundaries of the RCM domain. Thus,

the more complete physics and higher resolution of the

RCM are able to correct these biases.

The results for mean temperature, annual 3-day heat

wave magnitude, and the 81 percentile temperature (not

shown) were similar to the results for the 97.5 percentile.

All indicate that the RCM results are much more re-

alistic than the respective driving GCMs in simulating

the present climate and thus are considered also to be

more credible for projecting future climate changes.

b. Annual 3-day heat waves and number
of heat wave days

Maps of the average annual 3-day heat wave tem-

perature changes in the 2090s for the high emissions

scenarios (Figs. 2a,c) illustrate differences arising from

the climate sensitivity of the driving CGCMs. Over most

areas, the future temperature change is at least 38C.

Despite higher effective CO2 concentrations, the tem-

perature increases in the RCM-P are generally less than

in the RCM-H. In the RCM-H, about 35% of the area

has temperature increases in excess of 58C and 6% of the

area has increases above 88C. In the RCM-P, the total

percentage area above 58C is only 8% and there are no

grid points with values as high as 88C. The changes are

statistically significant (white areas indicate areas not

statistically significant) over virtually the entire do-

main for both simulations. The magnitudes of the future

changes are large compared to historical variations. The

set of long-term stations was used to calculate the vari-

ability of average annual 3-day heat wave temperature

for consecutive 10-yr blocks over the period of 1895–

2008. The average standard deviation of this metric was

0.68C, small compared to the future changes over most

of the domain.

The regional patterns of future changes differ from

the single PCM realization results of Meehl and Tebaldi

(2004) for the business-as-usual scenario. They found

maximum increases in the hottest 3-day period over

FIG. 2. Projections of change in the (a),(c) average annual 3-day heat wave temperature (8C) and (b),(d) average

annual number of heat wave days. Simulations include the (a),(b) RCM-P A1Fi and (c),(d) RCM-H A2 emissions

scenarios.
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the southern and western United States. Our RCM-P

(A1Fi) projects maximum increases in the central United

States, while the RCM-H (A2) produces large in-

creases over almost the entire United States, maxi-

mized in the northwest United States Such contrast

may arise from the different emissions scenario, differ-

ent climate sensitivities, and/or the downscaling im-

provements. The suite of RCM simulations provides

a range of future outcomes needed for assessing pro-

jection uncertainties.

The average number of days in heat waves in the 2090s

(Figs. 2b,d) increases by 30–60 day yr21 over much of

the western United States in both the RCM-H and

RCM-P simulations, while relatively smaller increases

occur in the northeast quadrant of the United States.

Considering that the average annual number of days in

the present climate is typically 2–5 (not shown), these

are substantial increases. The RCM-H (but not the

RCM-P) also produces large increases along the Gulf

Coast and in Florida. The results are statistically sig-

nificant (at the p 5 0.05 level; white areas indicate areas

not statistically significant) over most of the domain, the

only notable exceptions being southeast Texas in the

RCM-P simulation.

c. Range, autocorrelation, frequency, and spectra

The changes in the number of heat wave days (Figs.

2b,d) utilize the same temperature threshold for both

the control and the future simulations. However, a warmer

overall climate will lead to a degree of acclimatization to

the heat by the human population located in presently

vulnerable areas (see later discussion related to Fig. 3).

Other relevant measures of change are the variability

and persistence of temperature. Several metrics were

computed to examine this aspect of change. The var-

iability was assessed by analyzing the difference in

temperature between the 97.5 percentile and the mean

temperatures, both calculated for the same simulation

and referred to herein as the ‘‘temperature range.’’

The persistence was measured by calculating the lag

autocorrelation—in this case, using a 5-day lag. Both

variability and persistence were examined in more de-

tailed by calculating the variance spectrum using the fast

Fourier transform.

FIG. 3. Projections of the (a),(c) change in temperature range (8C) and (b),(d) 5-day lag autocorrelation coefficient

(%). Simulations include the (a),(b) RCM-P A1Fi and (c),(d) RCM-H A2 emissions scenarios. Outlined in Fig. 3a are

the three regions illustrated in Fig. 4.
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The differences in the temperature range (difference

between the 97.5 and 50th percentiles) between future

simulations and control simulations (Figs. 3a,c) indicate

that the changes are not statistically significant over

large portions of the domain. There are statistically

significant decreases in the range over portions of the

western United States in the RCM-P simulation. Sta-

tistically significant increases in the range are found in

small portions of the central United States in the RCM-

P simulation and considerably larger area in the RCM-H

simulation extending from south-central Canada south-

ward through the central United States to the Gulf and

southern Atlantic Coasts.

The changes in the 5-day lag autocorrelation (Figs.

3b,d) are not statistically significant over most of the

domain. The only exceptions are increases in the corre-

lation in the central United States and southern California

in the RCM-P and a small area in the northwestern

United States in the RCM-H.

The changes in the frequency of occurrence distribu-

tion (FOD) of daily temperature are illustrated in Fig. 4

for three areas suggested by Fig. 3a (and outlined in

this figure) from the RCM-P A1Fi simulation: (i) the

western United States, where the temperature range

decreases; (ii) the central United States, where the

temperature range increases; (iii) and the northeastern

United States, where the temperature range changes are

not statistically significant. Each FOD is an average of

the individual FODs for all of the grid points within

a particular box. In all cases, the shift in the FOD toward

higher temperatures is large and only slightly smaller

than the half-width of the FOD. For the central region,

the high tail of the future FOD is extended, indicating

that this model simulates more frequent occurrences of

the warmest days with respect to its own climatology.

For the western region, the future FOD is narrower,

indicating a less extreme climate. There is relatively

little difference between the present and future FOD

widths for the Northeast. However, for all regions, the

changes in the FOD shapes are small compared to the

shifts in the temperature distribution toward warmer

temperatures.

Changes in the variance spectra were computed for two

period intervals—3–7 and 7–14 days—shown in Fig. 5.

For the RCM-P A1Fi simulation, there are increases in

variance over much of the central United States and

southern Canada in the 3–7-day interval and decreases

over portions of the western United States in the 7–

14-day interval. The results for the RCM-H A2 simulation

are not very consistent with RCM-P with increases over

portions of the southeastern United States, Mexico, and

southwestern United States in the 3–7-day interval;

in the 7–14-day interval, there are decreases over the

portions of the far western United States and increases

over small portions of Mexico, southern Canada, and the

southern United States. However, for most of the rest of

the domain, the changes are not statistically significant.

FIG. 4. FOD of daily temperature (expressed as deviations from

the mean) for the three regions outlined in Fig. 3a for the RCM-P

A1Fi simulation. The short-dashed line shows the future simulation

FOD using the control simulation mean to calculate deviations,

illustrating the climatology shift. The long-dashed line shows the

future simulation FOD using the future simulation mean to cal-

culate deviations, illustrating changes in the distribution shape.
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With respect to the heat wave results, the spectra in-

tegrate the variance for all days, not just heat wave days,

and thus it is not necessary that the heat wave results in

Figs. 2, 3 be related. However, there is some corre-

spondence, in that some areas with reduced variance are

areas with a reduced temperature range and vice versa.

For example, for the RCM-P A1Fi simulation, much of

the western United States exhibits reduced spectral

variance, while the central United States is character-

ized by increased variance in the 3–7-day band. Since the

temperature range results, shown in Fig. 3a, are for 3-day

heat waves, that band might be expected to show some

correspondence.

d. Heat waves in select urban areas

A summary of the annual 3-day heat wave results for

Chicago and the Northeast urban areas (Figs. 6a,b) in-

dicates that the RCM-P increases projected for both

areas are quite small (;18C) for the B1 scenario in the

2090s and significant only at p 5 0.10. In contrast, for the

RCM-P A1Fi and the RCM-H A2 and B2 simulations,

the increases are sizeable (38–58C) for Chicago and

slightly smaller for the Northeast (28–48C). The latter

results are all significant at p 5 0.01.

Biases of the present-day annual 3-day heat wave

temperature (simulated minus observed) are less than

18C. The internal variability of the present-day simula-

tions was compared with observed variability using as a

measure the difference (denoted as ‘‘spread’’) between

the annual 3-day heat wave temperature and the mean

summer temperature. The model spreads are slightly

smaller than observed in both regions, by about 0.48C for

Chicago and a slightly larger 18C for the Northeast. The

future changes simulated in the various experiments are

much larger than the biases, providing some confidence

that such large simulated changes are robust.

For the number of heat wave days (Figs. 6c,d), the

projected changes under the B1 scenario are statistically

insignificant (around 12 or less) in the RCM-P simula-

tion. The RCM-P A1Fi simulation increases the number

of days by 17 for Chicago and by 25 for the Northeast,

both significant at p 5 0.01. The RCM-H projected in-

crease of 15 days for Chicago for the A2 scenario is also

FIG. 5. Projections of variance spectra changes (%). Simulations include the (a),(b) RCM-P A1Fi and (c),(d)

RCM-H A2 emissions scenarios. The variance is integrated for two bands of periods of days: (a),(c) 3–7 and (b),(d)

7–14. White areas indicate areas where changes are not statistically significant.
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significant at p 5 0.01. The RCM-H A2 increase of 10

days for the Northeast and the increases of 6 and 4

days for Chicago and the Northeast, respectively, for

the B2 scenario are significant at p 5 0.10.

The annual heat waves were analyzed to determine

changes in selected variables in addition to temperature

in the areas of Chicago and the Northeast. For air

quality, these were wind speed at 850 hPa and the depth

of the planetary boundary layer (PBL). The two factors

affect the dilution of harmful chemical species. For ex-

ample, increasing wind speed increases the ventilation

rate, while increasing PBL depth increases the mixing

volume. For heat morbidity, specific humidity and sur-

face wind speed were analyzed as additional factors. The

changes in 850-hPa wind speed (Fig. 7) are mixed in sign

and rather small in magnitude and are not statistically

significant for any of the scenarios. The changes in sur-

face wind speed (not shown) are similar. For Chicago,

the PBL height exhibits a statistically significant change

(at p 5 0.10) only in the RCM-H A2 simulation (an

increase of ;0.5 km). For the Northeast, the PBL height

changes are not statistically significant. Specific humidity

increases in all simulations for Chicago, but the changes

are statistically significant (at p 5 0.01) only for the

RCM-P A1Fi simulation (increase of ;0.03 kg kg21).

For the Northeast, the changes are statistically significant

for RCM-H B2 (p 5 0.10), RCM-H A2 (p 5 0.01), and

RCM-P A1Fi (p 5 0.01).

The earlier-mentioned conditions were also analyzed

for the larger number of heat wave days as defined

by the control simulation thresholds and quantified in

Fig. 2. The changes (not shown) in the wind, PBL height,

and specific humidity conditions were not consistent

among the simulations. For example, the RCM-P future

simulations indicated lower wind speeds and specific

humidity, while the RCM-H future simulations indicated

higher winds speeds and specific humidity.

The representativeness of the results for Chicago and

the Northeast were investigated by examining the tem-

perature changes of the annual heat waves for 11 other

urban areas (Fig. 8). The projected temperature changes

are to first order similar among the entire set of urban

areas. There is some tendency for the projected annual

heat wave temperature increases to be smaller in urban

areas near coasts (Los Angeles, San Francisco, Houston,

Miami, the Northeast) compared to the inland locations.

FIG. 6. Projections of (left) changes in the average annual 3-day heat wave temperature (8C) and (right) the annual

average number of heat wave days for (a),(c) Chicago and (b),(d) the Northeast. The two sets of bars on the far left

side of (a) and (c) compare the present-day annual 3-day heat wave temperature spread (from its own summer mean

temperature as simulated and observed) and model biases (from observations). The simulations are arranged from

left to right in order of increasing greenhouse gas concentrations. Percentages on top of the bars give the level of

statistical significance.
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4. Discussion

The superior simulation of the present-day regional

climate by the RCM relative to the driving CGCMs

provides the motivation for the application of the

RCM to examine the potential for future changes in

heat waves. The RCM simulations provide two key

findings that address the purpose of this study. First,

the projected changes in heat wave intensity and fre-

quency are substantial by the 2090s for the higher (A1Fi,

A2) and even moderately low (B2) emissions scenarios.

However, the changes are quite small in the RCM-P

simulation for the B1 scenario. Second, the RCM simu-

lates substantially more intense and frequent heat wave

conditions when driven by the HAD than by the PCM,

inheriting the climate sensitivity of the driving CGCMs

and indicating the extent to which the large-scale forc-

ing affects local heat wave conditions. As a result, the

changes for the annual heat waves in the 2090s projected

by the RCM-H under the moderately high A2 emissions

scenario are comparable to or greater than those pro-

jected by RCM-P under the very high A1Fi emissions

scenario.

To illustrate the magnitude and potential significance

of the projected changes, locations were identified where

the historically observed (for the period 1991–2000) an-

nual heat wave temperatures are similar to the projected

values for the RCM-P and RCM-H simulations. For the

following comparison, the values of the hottest of the

annual heat waves are shown. For Chicago (hottest 3-day

temperature 5 32.38C), the projected increase for the A2

(B2) scenario by the RCM-H of 7.78C (3.98C) leads to

FIG. 7. Projections of changes in selected climate variables during the annual heat waves for (a) Chicago and (b) the

Northeast. The simulations are arranged from left to right in order of increasing greenhouse gas concentrations.

Variables included (top) wind speed at 850 hPa (m s21), (middle) PBL height (m), and (bottom) specific humidity

(kg kg21).
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a projected value of 40.08C (36.28C), similar to the hottest

3-day temperature in Phoenix, Arizona (El Paso, Texas)

for 1991–2000. The projected increase by the RCM-P of

5.78C for the A1Fi scenario leads to a value of 38.08C,

which is comparable to present-day value of Tucson, Ari-

zona. For New York City (hottest 3-day temperature 5

32.48C), the projected increase for the A2 (B2) scenario

by the RCM-H of 3.98C (1.78C) leads to a projected value

of 36.38C (34.18C), similar to that in El Paso (Columbia,

South Carolina) in the present-day climate. The pro-

jected increase by the RCM-P of 2.58C (5.58C) for the

A1Fi scenario leads to a value of 34.98C, which is com-

parable to present-day values of Wichita Falls, Texas

(Tucson). For both locations, the projected increases by

the RCM-P for the B1 scenario are quite small.

These simulations do not indicate any potential ex-

acerbating effects of adverse air quality, other than the

direct influence of warmer temperature and higher hu-

midity on chemical reactions, and perhaps even a miti-

gating effect. There were no significant changes in wind

speed and PBL height in a majority of the simulations.

An examination of the entire suite of projections sug-

gests that, under a high emissions path, there is a very

high probability of a substantial increase in the frequency

and intensity of heat waves by the end of the twenty-first

century since such changes are produced by the RCM-P,

a low climate-sensitivity model combination. There is the

possibility that such large changes can be avoided under

a low emissions scenario, as projected in the RCM-P B1

simulation. However, large increases still could occur in

the moderately low emissions case, as projected in the

RCM-H B2 simulation. Of course, more simulation

experiments would provide a more complete suite of po-

tential future outcomes. However, our judicious selection

of experiments provides important insights into the pos-

sible ranges.

It is not possible to reliably estimate the potential

effects of these climate outcomes. Over the course of the

twenty-first century, considerable adaptation can occur.

Indeed, recent changes, such as widespread adoption of

air conditioning in northern areas, may already have

reduced vulnerability (Davis et al. 2002), although the

corresponding increase in emissions may result in even

larger climate changes. The future changes in tempera-

ture range and overall variability are mixed, with some

areas indicating increases and others decreases. In all

cases such changes are small compared to the shift in the

temperature distribution to warmer conditions, suggesting

FIG. 8. Projections of changes in the average annual 3-day heat wave temperature (8C) for

selected urban areas.

15 AUGUST 2010 N O T E S A N D C O R R E S P O N D E N C E 4457



the adaptation and acclimatization could reduce effects.

Nevertheless, the elevated mortality during the 1995 and

1999 events illustrate that these areas remain vulnerable.

In comparison to the single CGCM results of Meehl

and Tebaldi (2004), the RCM simulations illustrate that,

although the RCM considerably reduces the biases of

the CGCMs internal to the domain, there are consid-

erable regional variations in future heat wave charac-

teristics arising from the differences in the lateral

boundary conditions from the driving CGCMs.
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