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ABSTRACT: Earth system models struggle to simulate clouds and their radiative effects over the Southern Ocean, partly due to a lack of measurements and targeted cloud microphysics knowledge. We have evaluated biases of downwelling shortwave radiation in the ERA5 climate reanalysis using 25 years (1995–2019) of summertime surface measurements, collected on the Research and Supply Vessel (RSV) Aurora Australis, the Research Vessel (R/V) Investigator, and at Macquarie Island. During October–March daylight hours, the ERA5 simulation of SWdown exhibited large errors (mean bias = 54 W m⁻², mean absolute error = 82 W m⁻², root-mean-square error = 132 W m⁻², and R² = 0.71). To determine whether we could improve these statistics, we bypassed ERA5’s radiative transfer model for SWdown with machine learning–based models using a number of ERA5’s gridscale meteorological variables as predictors. These models were trained and tested with the surface measurements of SWdown using a 10-fold shuffle split. An extreme gradient boosting (XGBoost) and a random forest–based model setup had the best performance relative to ERA5, both with a near complete reduction of the mean bias error, a decrease in the mean absolute error and root-mean-square error by 25% ± 3%, and an increase in the R² value of 5% ± 1% over the 10 splits. Large improvements occurred at higher latitudes and cyclone cold sectors, where ERA5 performed most poorly. We further interpret our methods using Shapley additive explanations. Our results indicate that data-driven techniques could have an important role in simulating surface radiation fluxes and in improving reanalysis products.

SIGNIFICANCE STATEMENT: Simulating the amount of sunlight reaching Earth’s surface is difficult because it relies on a good understanding of how much clouds absorb and scatter sunlight. Relative to summertime surface observations, the ERA5 reanalysis still overestimates the amount of sunlight entering the Southern Ocean. We taught some models how to predict the amount of sunlight entering the Southern Ocean using 25 years of surface observations and a small set of meteorological variables from ERA5. By bypassing the ERA5’s internal simulation of the absorption and scattering of sunlight, we can drastically reduce biases in the predicted surface shortwave radiation. Large improvements in cold sectors of cyclones and closer to Antarctica were observed in regions where many numerical models struggle to simulate the amount of incoming sunlight correctly.
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1. Introduction

Numerical models struggle to simulate cloud properties and their effect on surface radiation over the Southern Ocean (Bodas-Salcedo et al. 2014; Schuddeboom and McDonald 2021; Protat et al. 2017). Deficiencies in simulated cloud cover and water content have resulted in large surface radiation biases in austral summer over this region. This has consequences for other components of the Earth system. For example, climate models that exhibit this surface radiation bias also have a positive bias in sea surface temperature (Hyder et al. 2018), and a poleward shift of the Southern Hemisphere jet (Ceppi et al. 2014). Importantly, a lack of knowledge about how clouds might respond to a changing climate stems from a poor understanding of clouds in extratropical regions such as the Southern Ocean (Zelinka et al. 2020; Tan et al. 2016). A key reason for the bias in simulated shortwave radiation over the Southern Ocean is a relative lack of long-term surface-based measurements and short-term intensive observational campaigns when compared with the Northern Hemisphere.

There has been a recent increase in efforts to collect more observations over the Southern Ocean (e.g., McFarquhar et al. 2021; Schmale et al. 2019; Kremser et al. 2021; Fossum et al. 2018). Observations are used to build and constrain parameterizations of cloud microphysical properties and to evaluate subsequent climate simulations. While issues in simulating Southern Ocean shortwave radiation in numerical weather prediction and climate models have been identified, this problem is also evident in reanalysis products (Trenberth and Fasullo 2010; Naud et al. 2014; Wang et al. 2020).

Reanalyses use resolved atmospheric variables and subgrid scale parameterizations to estimate gridscale cloud and radiation properties. The potential advantage of reanalyses is that...
they assimilate a lot more data than weather forecast models, implying that cloud properties should potentially be better constrained. The accuracy of cloudy-sky radiation estimates strongly depends on how accurately the cloud properties are simulated. Unfortunately, even reanalysis products are prone to radiative biases in the Southern Ocean (Trenberth and Fasullo 2010), likely also due to the sparse data of cloud properties. Recently, shortwave radiation errors of up to 39 W m$^{-2}$ in the Modern-Era Retrospective Analysis for Research and Applications, version 2 (MERRA-2), were found using ship-based observations in the Southern Ocean during austral summer (Kuma et al. 2020). Similarly, daily errors of 60 W m$^{-2}$ in the fifth major global reanalysis produced by the European Centre for Medium-Range Weather Forecasts (ERA5) have also been reported in the Southern Ocean and associated with biases in cloud fraction and transmittance (Wang et al. 2020). Outputs from reanalyses are used to prescribe forcings (including downwelling shortwave radiation) for other Earth system models, such as ocean or ice models, that are not coupled to an atmospheric model. Therefore, while it is important to reduce biases in short- and long-term weather and climate models over the Southern Ocean, efforts to do the same for reanalysis products are also needed. A variety of approaches will be required in this endeavor.

Improving our understanding of the physical processes that underpin cloud-radiative interactions over the Southern Ocean remains a grand challenge (Paton-Walsh et al. 2022). The abundance of supercooled liquid water in the Southern Ocean is a particular challenge in numerical models (Vignon et al. 2021; Lenaerts et al. 2017). Furthermore, cold sectors of extratropical cyclones have also been identified as regions that exhibit the largest biases in simulated cloud and radiation properties, both in climate models and reanalyses (Bodas-Salcedo et al. 2014). The sources, transport and evolution of cloud condensation nuclei and ice nucleating particles, and the formation of ice crystals and precipitation over the Southern Ocean are processes that are still not fully understood (Twomey et al. 2021). Recent studies have also highlighted large differences in aerosol and cloud properties across the Antarctic Polar Front (Humphries et al. 2021; Mace et al. 2021a,b; McFarquhar et al. 2021; Krüger and Graßl 2011; Lang et al. 2018), likely due to complex spatial and seasonal variability in the sources of aerosol and interactions between aerosols, clouds, precipitation, and radiation. Until new measurements are collected and knowledge from these is integrated into improved cloud microphysics parameterizations in Earth system models, we should look to alternative approaches for modeling surface radiation. This study explores whether machine learning might be useful in this pursuit, using output from a reanalysis as a starting point.

There is a growing number of studies that are implementing machine learning methods in atmospheric and environmental sciences, including cloud microphysics parameterizations (Morrison et al. 2020). This trend can be attributed to the recent availability of very large datasets for training and advances in computational power and storage. This advancement has allowed us to collect, store and process extremely large amounts of data to advance scientific discovery in a range of fields including climate science (Karpatne et al. 2017). The development of open source tools for machine learning (Géron 2019; Lantz 2019; Boehmke and Greenwell 2019) has also expanded the capability of users outside of computer science to apply machine learning to a wide variety of applications, including those in environmental, atmospheric and climate related fields (Fleming et al. 2021). Machine learning algorithms based on decision trees and neural networks are popular across a variety of applications. Given enough data, these algorithms can learn complex, sometimes nonlinear, relationships between a set of inputs and a desired output. For example, gradient boosted regression, a decision-tree-based method, has been used to successfully model cloud fraction and cloud droplet radii over the southeast Atlantic (Fuchs et al. 2018). A number of studies have also used decision-tree algorithms to isolate meteorological influences on atmospheric composition (e.g., Grange et al. 2018; Grange and Carslaw 2019; Ryan et al. 2021; Mallet 2021). Machine learning techniques have also proven useful for predicting solar radiation for the purpose of solar energy production (Voyant et al. 2017).

The use of machine learning in weather and climate modeling is also showing promise. Krasnopolsky et al. (2013) used neural networks to learn a stochastic convection parameterization and successfully implemented this in the National Center for Atmospheric Research Community Atmosphere Model. Since then, machine learning has been used to parameterize moist convection (O’Gorman and Dwyer 2018) and emulate radiative transfer processes (Lagerquist et al. 2021; Beucler et al. 2021, and references within). Machine learning has also been recently used to develop data-driven weather and climate models, although this research is still in early stages (Dueben and Bauer 2018; Scher and Messori 2019; Weyn et al. 2019). To aid with this research, Rasp et al. (2020) developed a benchmark dataset to be able to consistently evaluate and compare data-driven methods with each other and with physically based models. Despite this, training data with high spatial and temporal coverage are crucial in these efforts, and so reanalyses are often used, which, as discussed previously, can themselves be biased in regions like the Southern Ocean.

While machine learning-based models can be used to make accurate or efficient predictions, it is also important that these models are trustworthy and interpretable (Miller 2019; Murdoch et al. 2019). If a model is interpretable, it should be clear for humans to understand how and why certain predictions are made. Explainable artificial intelligence is an emerging area of research, and a number of methods exist to interpret models built using machine learning (Molnar 2020). While permutation feature importance is a common tool for this purpose, this method can be misleading when multiple features are correlated with each other (Hooker and Mentch 2019). A good alternative is Shapley additive explanations (SHAP), a recently developed method that can quantify the individual feature contributions (Lundberg and Lee 2017). Aside from accounting for interactive effects between features, SHAP offers several other advantages: (i) SHAP values for each feature are calculated for every observation, which allows for a deeper investigation into understanding the drivers of good or bad predictions, or under any predefined condition. (ii) SHAP values for regression are expressed in the units of the predictor variable and are therefore easy to interpret and compare. (iii) SHAP values are additive, so if a number of predictor...
variables are strongly related to each other, the SHAP values for each of them can be added together. (iv) Exploring the relationships between each feature and its associated SHAP value can be used to understand the partial dependence between each feature and the predicted variable. Examples of SHAP used to better understand machine learning–based models in the context of atmospheric science include Stirnberg et al. (2021) and Guyot et al. (2022).

In this work, we focus on modeling the surface downwelling shortwave radiation flux (SW\textsubscript{down}) in the Southern Ocean using machine learning techniques. To do this, we use gridscale meteorological variables provided by ERA5 as predictive features and 25 years of ship-based and ground-based downwelling shortwave radiation measurements as the ground truth. We interpret and scrutinize the relationships between our predictor variables and our predictions of SW\textsubscript{down} using SHAP. This paper provides a method to bypass the issue of directly simulating cloud properties and implementing the radiative transfer modeling that ERA5 uses. Instead, we will show how the training of models using machine learning techniques with a set of imperfect gridscale meteorological predictor variables can improve predictions of SW\textsubscript{down} when compared with measurements collected over the Southern Ocean between 1995 and 2019. We did not include predictors from external datasets (e.g., satellite data or other surface-based measurements). We chose to limit out predictive features to those available within ERA5 only. This limitation was imposed to demonstrate that a technique could be developed that would allow a trained model to be implemented in near-real time.

2. Methods

a. Surface measurements and reanalysis data

To evaluate the SW\textsubscript{down} simulated by ERA5, we use measurements collected on Research and Supply Vessel (RSV) Aurora Australis between 1995 and 2020 (Reeve and Symons 1999), which made multiple transits of the Southern Ocean each austral summer, between Hobart (Australia) and the three Australian Antarctic stations; the Research Vessel (R/V) Investigator, which has undertaken a number of voyages in the Southern Ocean since 2015; and at Macquarie Island (54.5°S, 159°E) between 2016 and 2018 during an Atmospheric Radiation Measurement (ARM) deployment (McFarquhar et al. 2021). The uncertainty in the downwelling shortwave radiation measurements, collected with pyranometers, is on the order of ±4% (Hinkelman and Marchand 2020). The coverage of the ship tracks is displayed in Fig. 1. For the ship-based measurements of SW\textsubscript{down}, the maximums of the port and starboard measurements were taken to mitigate the influence of shadows from ship structure (Protat et al. 2017). The data were then averaged for each hour so they could be used to coincide with ERA5 data. The number of observations collected each month from the RSV Aurora Australis, the R/V Investigator, and at Macquarie Island is shown in supplementary Fig. 1 in the online supplemental material.

Hourly ERA5 (Hersbach et al. 2020) data were retrieved from 1995 until 2019 across the domain covering all of the ship locations from 44° to 69.5°S and from 49.9° to 159.5°E. The single closest grid cell (0.25° by 0.25° resolution) to the mean hourly ship position were then extracted. A mixture of single-level and pressure-level fields was retrieved. The single-level variables included the surface downwelling shortwave radiation (SW\textsubscript{down}), the clear-sky SW\textsubscript{down} (sw\textsubscript{clear}), the clear-sky longwave\textsubscript{down} (lw\textsubscript{clear}), skin temperature (skt), 2 m temperature (t2m), sea surface temperature (sst), mean sea level pressure (mslp), boundary layer height (blh), total cloud cover (tcc), and low cloud cover (lcc). The pressure-level variables consisted of the temperature at 700, 850 and 1000 hPa (t700, t850, and t1000, respectively), the relative humidity at 950 and 850 hPa (r950 and r850, respectively), and the zonal and meridional wind components at 600 hPa (u600 and v600, respectively). The lower-tropospheric stability (lts),
estimated inversion strength (eis), and marine cold-air outbreak M parameter were also included and calculated (Naud et al. 2020) using a combination of these single-level and pressure-level variables. Many of these variables were selected because they had been used in a previous study using machine learning techniques to predict cloud properties over the southeast Atlantic (Fuchs et al. 2018), or because they were deemed important for distinguishing cloud and radiation properties in different seasons and latitudes of the Southern Ocean. A full list of these abbreviations and other acronyms used throughout this paper can be found in the appendix.

The measurements of SW$_{down}$ were first used to evaluate the ERA5 simulation of SW$_{down}$. Following from this, all of the retrieved single-level, pressure-level and derived variables from ERA5 except the SW$_{down}$ were used as predictor variables to tune, train and test models using various machine learning algorithms. The evaluation of the ERA5 SW$_{down}$ against the measured SW$_{down}$ was used as a benchmark against the performance of the models built using machine learning.

The most significant bias in ERA5’s simulation of SW$_{down}$ occurs in the late austral spring to early austral autumn, which also coincides with when most of the ship-based measurements were collected. We have therefore limited our study to try to accurately predict SW$_{down}$ in the Southern Ocean using machine learning between October and March. Daylight hours only were used for training and testing by selecting periods when the clear-sky SW$_{down}$ were nonzero, since this is a physical constraint on SW$_{down}$. This resulted in 45,262 hourly observations (83% from the RSV Aurora Australis, 12% from Macquarie Island, and 5% from the R/V Investigator) selected for model training, testing and evaluation.

b. Predicting surface radiation with machine learning

Three different algorithms were used to build models to predict SW$_{down}$. These included generalized linear regression modeling (GLM), random forest, and extreme gradient boosting (XGBoost). Although these algorithms are widely used in the application of machine learning, we will describe them briefly here. The random forest algorithm (Breiman 2001) fits many hundreds or thousands of decision trees to training data that can be used to make regression or classification predictions on new data. The decision trees are built independently from each other and the final decision for regression is the mean of each prediction from all of the decision trees. Diversity in decision trees is introduced by choosing different variables to split the tree further, as well as different thresholds for how the data is split down the tree. The XGBoost algorithm (Chen and Guestrin 2016) is similar, except the decision trees are grown sequentially, with each new decision tree attempting to predict the errors of the previous tree. Both the random forest and XGBoost algorithms are popular choices in regression and classification problems with many predictor variables due to their high performance and ability to easily handle non-linearity between the predictor and predicted variables, as well as collinearity between predictor variables. Despite this, they can be time consuming to tune and train. Given this, generalized linear regression, based on ordinary linear regression, was also implemented in this study. Although GLM assumes a linear response between each predictor variable and the predicted variable, GLM is much faster to tune and train than decision-tree based algorithms.

c. Model tuning, training, and evaluation strategy

Tuning, training, and evaluating machine learning models in this study was done using the tidy models collection of packages in R (Kuhn and Wickham 2020). Each algorithm has a small number of hyperparameters that can be tuned to optimize the performance of the trained models. For GLM, these hyperparameters are the amount of regularization applied as well as the degree of mixture between Lasso and Ridge regression (Tibshirani 1996). For random forest, the two tunable hyperparameters are the number of predictor variables available for splitting at each node of the decision tree, as well as the minimum number of samples required to split a node further. The number of decision trees can be considered a tunable parameter; however, once a sufficient number is selected, the performance of the trained model is generally stable. For XGBoost, the tunable hyperparameters include those from random forest, with several additional hyperparameters. These include the number of trees (too many can result in overfitting), the learning rate, which determines how influential each new sequentially built decision tree is, as well as the maximum depth of each tree. Further information about the hyperparameters associated with each algorithm can be found in a description of the R software package parsnip (Kuhn and Vaughan 2022).

To select the optimal hyperparameters and to fairly assess the performance of each model, we performed a 10-fold shuffle split of the data with a nested 10-fold cross validation for hyperparameter tuning via grid search (Kuhn and Silge 2022). Prior to each of the 10 shuffle splits, the data were grouped by month so that the smallest chunk of consecutive data in either set was one month. This step is important to avoid unwittingly overestimating the model performance by neglecting to account for temporal autocorrelation (the fact that each hourly observation is not independent of observations directly before or after each hour). Each of the 10 shuffle splits were produced by randomly selecting data from 75% of the full months spanning the 25 years of data. The 10-fold cross validation was performed on the training sets from each of the 10 shuffle splits for the purpose of hyperparameter tuning. In this step, data was separated into 10 splits grouped by month, and models were trained for hundreds of hyperparameter combinations using a grid search on 90% of the data and validated with the remaining 10% and then repeated for each of the folds. For each algorithm, the best combination of hyperparameters from the 10-fold cross-validation steps for each shuffle split was then selected based on the root-mean-square error (RMSE) performance metric. This final specification was then used to train models for each algorithm and for each of the 10 shuffle splits. The trained models were then fitted to the 25% of data in each of the 10 shuffle splits. The shuffle-split approach for the training and testing steps was chosen over k-fold cross validation because we were
bringing in \( SW_{\text{down}} \) datasets from different measuring platforms (i.e., Macquarie Island station, the R/V Investigator, and the RSV Aurora Australis) that had short periods when measurements were made near each other (e.g., near Hobart or when the RSV Aurora Australis was near Macquarie Island). This ensured that the data from these periods were not separated across the training and testing sets and any particular split.

The performance of each trained model on each of the test sets was then aggregated to extract the mean and standard deviation of the following metrics: mean bias error (MBE), mean absolute error (MAE), RMSE, and the coefficient of determination \( R^2 \). The same performance metrics were also calculated for ERA5’s prediction of \( SW_{\text{down}} \), which we use as a benchmark. All random selections in the training, tuning, validation and testing process were done with an assigned seed so that all data were split in the exact same way. This method ensures that comparing the aggregated performance metrics of the three machine learning methods as well as ERA5 is done in the fairest way, taking into account variability in performance due to differences in the selection of training and testing sets.

Last, we explored the performance of each model for different spatial regions. These spatial regions included data points north and south of the Antarctic Polar Front, as well as different positions relative to Southern Ocean extratropical cyclone centers. For the Antarctic Polar Front, the observations and model prediction data points were separated based on their position relative to the climatological mean position of the Antarctic Polar Front (Orsi et al. 1995). The mean latitudinal position of the Antarctic Polar Front does not vary substantially over time (Freeman et al. 2016), and therefore the mean climatological position was deemed appropriate. While the Antarctic Polar Front is defined as the maximal gradient in sea surface temperature latitudinally across the Southern Ocean, previous studies have shown that there are also distinct differences in cloud properties across this boundary (Mace et al. 2021a; McFarquhar et al. 2021). Cloud properties are also different in cold and warm sectors of cyclones, with cold sectors exhibiting most biases in associated cloud radiative properties in models, including reanalyses, over the Southern Ocean (Bodas-Salcedo et al. 2014). Here, we binned the observations and model predictions of \( SW_{\text{down}} \) according to their horizontal and vertical positions relative to cyclone centers for the period of 2016–18. The University of Melbourne cyclone tracking algorithm (Lim and Simmonds 2007) was used to identify cyclone centers using ERA5 data every 3 h following Lim and Simmonds (2007). These positions were interpolated to each hour and the latitudinal and longitudinal distances relative to the observations were then calculated. These distances were binned every 200 km within 1000 km of the cyclone centers in order to be able to calculate \( SW_{\text{down}} \) biases for each model in different sectors relative to cyclone centers.

d. Interpreting and explaining predictions

Interpretability is important for providing trust in the machine learning models as well as for gaining insight into how each predictor influences each individual prediction. The primary objective of this study is to predict the Southern Ocean \( SW_{\text{down}} \) using selected grid-scale meteorological predictors from ERA5 (see section 2a). In this study, our focus is to demonstrate the predictive capability of machine learning models trained with surface observations and so we use SHAP (Lundberg and Lee 2017) in this context to ensure that our models are trustworthy and to explore the relationship between our predictors and \( SW_{\text{down}} \). The SHAP analysis was done using the best-performing configuration of random forest hyperparameters on a model trained on the full dataset. SHAP was implemented with the fastshap R package (Greenwell 2020). This method approximates the contribution that each feature has on each prediction by taking only a subset of predictor permutations. We carried out 100 Monte Carlo repetitions so that the approximate SHAP values were representative. This SHAP analysis results in an estimate of how much each predictive feature changed each individual prediction. To gain a broad understanding of their impact, we aggregated these SHAP values across all predictions to provide the mean absolute impact of each predictive feature. Furthermore, we separated out predictions based on their position relative to the Antarctic Polar Front, to gain a better understanding of how the predictor variables impact changes at higher and lower latitudes. We then calculated the daily averages of each predictor variable and their corresponding SHAP values. This was done to investigate the relationship between the different values of each predictor and the influence that these have on the prediction of \( SW_{\text{down}} \). Last, these SHAP values were also aggregated according to their position relative to cyclone centers.

3. Results and discussion

a. The Southern Ocean shortwave radiation errors in ERA5

The mean monthly bias in \( SW_{\text{down}} \) simulated by ERA5 in the Southern Ocean spanning all years that measurements were collected on the RSV Aurora Australis, R/V Investigator, and at Macquarie Island is shown in Fig. 2a. This demonstrates substantial errors in ERA5’s simulation of \( SW_{\text{down}} \) which is most prominent in the austral summer, with a mean monthly bias of up to 69 ± 43 W m\(^{-2}\) in December, and 73 ± 44 W m\(^{-2}\) considering daylight-only hours.

To explore the latitudinal variability of these errors further, the mean bias in the ERA5 \( SW_{\text{down}} \) was calculated in 2° latitude bands between 44° and 70°S (Fig. 2b) during late austral spring to early austral autumn (October–March). There is a distinct increase in ERA5 \( SW_{\text{down}} \) bias south of 56°S. To the north of this boundary, the mean daylight ERA5 \( SW_{\text{down}} \) bias is 29 ± 103 W m\(^{-2}\), while south of 56°S, it is 58 ± 115 W m\(^{-2}\). As discussed in the introduction, addressing this radiation bias is an important and active area of research, which involves integrating new detailed observations of aerosol and cloud properties into improved model parameterizations of cloud droplet and ice formation and precipitation (McFarquhar et al. 2021). The machine learning approach used in this study takes a different approach and only requires observations of \( SW_{\text{down}} \)
In the following section, we will investigate whether machine learning–based predictions can outperform ERA5.

**b. Model performance**

The models built with both the random forest and XGBoost algorithms show large improvements relative to ERA5’s simulation of SW$_{\text{down}}$ (see Fig. 3). Consistent with the previous discussion and Fig. 2, the mean bias error in ERA5 across all daylight hours for October–March months for the 10 data splits is $54 \pm 4$ W m$^{-2}$. North of the Antarctic Polar Front, ERA5’s MBE is $34 \pm 4$ W m$^{-2}$, while south of the Antarctic Polar Front it is $64 \pm 4$ W m$^{-2}$. This positive mean bias error is not present within the predictions from the generalized linear, random forest, and XGBoost based models. The MBE for the three machine learning–based models is within ±8 of 0 W m$^{-2}$. This demonstrates that the machine learning–based models do not exhibit the persistent positive bias present within ERA5. However, because positive and negatives biases can cancel out in the MBE, it is necessary for robust evaluation to also consider other performance metrics such as RMSE, MAE and the coefficient of determination, $R^2$.

Across the 10 splits, the ERA5 SW$_{\text{down}}$ MAE and RMSE are $81 \pm 3$ W m$^{-2}$ and $130 \pm 8$ W m$^{-2}$, respectively, with an $R^2$ of 0.72 ± 0.03. The random forest–based models’ performance of SW$_{\text{down}}$ MAE and RMSE are $61 \pm 3$ W m$^{-2}$ and $97 \pm 6$ W m$^{-2}$. Relative to ERA5, this is a 25% ± 3% reduction in both the MAE and RMSE metrics. The random forest–based models also have a higher $R^2$ value of 0.75, a 5% ± 1% increase relative to ERA5.

The XGBoost-based models have a very similar performance to the random forest–based models and outperform ERA5 over all three metrics, also with a 25% ± 2% reduction in MAE, 25% ± 2% reduction in RMSE and a 5% ± 1% increase in $R^2$. The similarity in performance is not surprising considering both XGBoost and random forest algorithms rely on decision trees. Because XGBoost is a more complicated model (i.e., has a greater number of tunable hyperparameters), we might expect a superior performance if more observations and/or predictors were included. However, in this study, it is apparent that the predictions from the random forest–based models and XGBoost-based models converged, with both being able to capture the underlying relationships between the selected predictors and the surface downwelling shortwave radiation.

The generalized linear models result in more of a mixed performance, with reductions in the MAE and RMSE of 2% ± 3% and 14% ± 4%, but a decrease in the $R^2$ of 6% ± 2% relative to ERA5. This performance relative to the tree-based methods can likely be attributed to the inability of linear models to capture nonlinear relationships between the gridscale meteorological predictors and surface downwelling SW$_{\text{down}}$.
Comparing the performance of these models for predictions both north and south of the climatological mean position of the Antarctic Polar Front is revealing. While the position of the Antarctic Polar Front varies with longitude, the mean and median latitude of the climatological Antarctic Polar Front is near 54°S. As shown in both Figs. 2 and 3, it is latitudes south of this that show the largest biases in the ERA5 SW<sub>down</sub>, likely due to deficiencies in simulated cloud properties unique to high latitudes of the Southern Ocean (McFarquhar et al. 2021). South of the Antarctic Polar Front is also where the random forest and XGBoost-based models show the largest improvements in performance. South of the Antarctic Polar Front, the random forest–based models results in a 33% reduction in MAE, a 31% reduction in RMSE, and a 6% increase in R<sup>2</sup> relative to ERA5. Although the random forest–based models also perform better than ERA5 north of the Antarctic Polar Front, these improvements are less pronounced, with a 9% reduction in MAE, an 11% reduction in RMSE, and a 1% increase in R<sup>2</sup>. The changes in performance with respect to ERA5 for the XGBoost-based models across the Antarctic Polar Front are nearly the same as the random forest–based models.

Splitting the performance of the models across the Antarctic Polar Front highlights further limitations with the generalized linear models. While south of the Antarctic Polar Front, the generalized linear models outperform ERA5, with an 11% reduction in MAE, a 22% reduction in RMSE, and a 1% increase in R<sup>2</sup>. The changes in performance with respect to ERA5 for the XGBoost-based models across the Antarctic Polar Front are nearly the same as the random forest–based models.

While it is informative to evaluate ERA5 and the machine learning–based models north and south of Antarctic Polar Front, it is also useful to investigate their performance in different positions relative to cyclone centers. The mean SW<sub>down</sub>...
bias for each model in different positions within 1000 km of cyclone centers between 2016 and 2018 is shown in Fig. 4. We can see that ERA5 exhibits positive biases in all four quadrants of the cyclone composite. The largest biases occurring in the cold sectors, with average biases in the northwest quadrant of 44 ± 116 W m⁻², 59 ± 131 W m⁻² in the southwest quadrant, and 48 ± 112 W m⁻² in the southeast quadrant. ERA5 exhibits a smaller but still positive bias of 29 ± 92 W m⁻² in the northeast quadrant. In contrast, both the random forest and XGBoost based models do not show any consistent pattern across the quadrants, with averages biases less than 9 W m⁻².

While the persistent positive bias has been eliminated in the generalized linear model predictions, the southwest and northwest quadrants show negative biases of −21 ± 123 W m⁻² and −22 ± 122 W m⁻², respectively. Previous studies have shown that large shortwave errors in climate models in the cyclone cold sectors over the Southern Ocean correspond to periods of high occurrences of supercooled liquid clouds and underestimated cloud liquid water paths (Bodas-Salcedo et al. 2016), although the underlying reasons for these deficiencies can differ across climate models, depending on how they represent clouds. Some models that exhibit positive shortwave biases in cyclone cold sectors partially compensate for this with negative shortwave biases in the warm sector (Bodas-Salcedo et al. 2014). The random forest and XGBoost-based models in this study did not exhibit any compensating biases in the cold and warm cyclone sectors, giving us further confidence in their improved performance relative to ERA5.

To further explore the performance of the three machine learning algorithms against the benchmark ERA5, it is important to explore the relationship between the predictions and their associated residuals to identify any systematic errors. These relationships are shown in Fig. 5. A good performing model would contain residuals centered on zero with a narrow spread across the range of predicted values. As discussed in section 3a and highlighted in Figs. 2–4, ERA5 overpredicts SW_{down}, particularly at high latitudes, cyclone cold sectors,
and in austral summer. Figure 5 breaks this down further, showing the tendency for ERA5 to produce positive residual values, shifting to even more positive residuals at higher values of predicted SW_{down}. The residuals for the generalized linear model leave much to be desired. In contrast to the other models, the generalized linear model does not make many predictions of SW_{down} larger than 500 W m\(^2\). The residuals at smaller values of predicted SW_{down} also exhibit a larger spread than the other models and are shifted toward negative values. The distribution of residuals for the random forest and XGBoost models again show better performance than ERA5 and the generalized linear model. Their residuals are centered around zero across the entire range of predicted values. Combined with the overall improvement in the MBE, MAE, RMSE, and \(R^2\) metrics discussed previously and summarized in Fig. 3, these prediction residuals give us further confidence in the reliability of the random forest and XGBoost methods used in this study.

For this study, the most successful model is based on the random forest algorithm, with very similar performance from XGBoost. It is also important to consider the computational cost of tuning and training these models. Due to the higher number of hyperparameters to tune with XGBoost, it generally takes at least as long as random forest to tune (on the order of tens of hours in this study) and train (on the order of minutes in this study). In contrast, the generalized linear models were nearly 100 times faster to tune and train than the random forest–based models in this study. Because the generalized linear models did not offer a significant improvement in performance relative to ERA5, however, the trade-off in computation time for a significantly improved performance from random forest was justified for this dataset. Once these models are trained, the computational time to make predictions is trivial. The time spent training them would therefore be nondetrimental for using them in an operational capacity. The machine learning–based models would only need to be retrained when new versions of the underlying forecast model become available, or if new observational data were to be incorporated for training.

**Fig. 5.** Heat maps of the prediction residuals of SW_{down} from ERA5, GLM, random forest, and XGBoost for October–March and daylight hours, as a function of the predicted SW_{down}. Blue lines represent the smoothed fit for each model type.
c. Predictor contributions

While the previous section discusses the performance of our machine learning–based models, we now turn our attention to interpreting our predictions using SHAP. The mean SHAP values (i.e., the mean impact that each feature has on the predicted $SW_{down}$) for each feature over all observations for the best-performing random forest model fitted over the entire dataset is shown in Fig. 6. As expected, information about the clear-sky $SW_{down}$ variable has the largest impact on the $SW_{down}$ prediction, with a mean impact of 130 W m$^{-2}$ (with a standard deviation of the clear-sky $SW_{down}$ SHAP values of $\pm 151$ W m$^{-2}$). This corresponds to an average of 56% ± 59% of the total contribution to the predictions (see supplementary Fig. 2 in the online supplemental material). This clear-sky $SW_{down}$ feature contains combined information about the time of day, latitude, and season. The next most impactful feature was the total cloud cover, changing the model prediction by an average 20 ± 14 W m$^{-2}$ (or 9% ± 7% of the relative change). While the relative humidity at 850 hPa, sea surface temperature, low cloud cover and skin temperature also had marginal impacts on the order of 7–13 W m$^{-2}$, many of the other features only changed the model prediction by less than 5 W m$^{-2}$.

The SHAP values calculated for observations either north or south of the Antarctic Polar Front are similar, but with some notable differences. North of the Antarctic Polar Front, the SHAP value of the clear-sky $SW_{down}$ was higher (145 ± 141 W m$^{-2}$), which can be expected due to the higher solar zenith angles at lower latitudes. The SHAP values for total cloud cover were lower and for sea surface temperature were higher south of the Antarctic Polar Front (16 ± 12 W m$^{-2}$ and 8 ± 5 W m$^{-2}$, respectively). A sharp gradient in sea surface temperature exists over the Antarctic Polar Front, and these differences in the SHAP values indicate that the random forest algorithm was using this information to constrain the $SW_{down}$ predictions. To explore this further we can investigate local, rather than global, SHAP values for each predictor.

The SHAP analysis also allows to investigate the impact that each predictor has on every individual prediction. The so-called SHAP dependence plots are shown in Fig. 7 (daily averages are shown for clarity), with data north and south of the climatological mean position of the Antarctic Polar Front colored yellow and blue, respectively. It is useful to recall that the SHAP values tell us how much knowledge of each predictive feature changes our prediction away from the “base” (i.e., average) prediction. These SHAP dependence plots are consistent with physically based assumptions about the nature of the relationship between each predictor and the surface $SW_{down}$. As expected, higher values of clear-sky $SW_{down}$ drive the predictions of $SW_{down}$ to higher values (Fig. 7a). Conversely, higher values of total cloud cover drive the prediction of $SW_{down}$ to lower values, dropping sharply as the total cloud cover approaches 1 (Fig. 7b). Similar relationships can be observed for relative humidity at 850 hPa (Figs. 7c,f) and low cloud cover (Fig. 7d). Interestingly, while sea surface temperature values spanning from 275 to 295 K have very little influence on the $SW_{down}$ prediction, cool sea surface temperatures (<275 K) contribute to higher predictions of $SW_{down}$. These cool sea surface temperatures occur south of the Antarctic Polar Front and contribute toward the good performance of the random forest model at these higher latitudes. Similarly, high values of sea ice concentration were associated with higher predictions of $SW_{down}$ (Fig. 7m), suggesting a reduced surface shortwave cloud radiative effect (CRE) over sea ice.

Other predictors that can be linked to cloud cover over the Southern Ocean, such as the marine cold-air outbreak $M$ parameter (Fig. 7o) and the lower-tropospheric stability (Fig. 7s) (Naud et al. 2020), influence the prediction of $SW_{down}$ in a physically realistic way. Higher values of lower-tropospheric stability are generally associated with more cloud cover and hence lower surface $SW_{down}$, while the opposite is true for the...
of the impact on predicting $SW_{\text{down}}$ in this study. Physically, there are complex explanations on how radiation and cloud property vary across the Antarctic Polar Front, including the presence of supercooled liquid water (McFarquhar et al. 2021; Mace et al. 2021a). Despite that complexity, it is evident that differences in key predictor variables used in this study, such as the clear-sky $SW_{\text{down}}$, total cloud cover, and sea surface temperature, contain the most information about how $SW_{\text{down}}$ varies across the Antarctic Polar Front.

$M$ parameter. The estimated inversion strength (Fig. 7t) was the least influential predictor. While it is also related to cloud cover (Wood and Bretherton 2006; Naud et al. 2020), it is apparent in this study that any extra information knowledge of the estimated inversion strength provides is negligible, and likely already accounted for by other predictors (e.g., total and low cloud cover, $M$ parameter, lower-tropospheric stability, as well as the features used in its calculation). Overall, only a small number of predictor variables are responsible for most
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We emphasize that the global and local SHAP values for
each predictor are an indication of how much each feature im-
acts the prediction of the underlying model, given the coalition
of predictors. How meaningful these SHAP values are depends
on the performance of the underlying model. Excluding (or in-
cluding new) predictors will also change the SHAP values of
other predictors. The degree to which these SHAP values can
change will depend on the correlation and relationship between
dicators. The relationships between each predictor and its
SHAP values should therefore not be confused
for the true relationship between each predictor and SW\textsubscript{down}. However, investigating the relationships between the predictor
values and their corresponding SHAP values and ensuring that
these relationships are qualitatively consistent with an expected
physical relationship is still useful. To furthermore demonstrate
this, we have aggregated the mean SHAP values for each pre-
dictor variable according to their relative distance to cyclone centers.
These are shown in Fig. 8, and for additional context the cyclone
composites of the predictor variable values themselves are shown
in supplementary Fig. 3 in the online supplemental material.
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**Fig. 8.** Cyclone composites of the mean predictor contributions (i.e., SHAP values) for each ERA5 predictor between 2016 and 2018. All units are in watts per meter squared. The number of data points for each square is the same as those shown in Fig. 4. The plots are arranged from the most influential predictor in the top left to the least influential predictor in the bottom right.
As highlighted in Fig. 4, ERA5 displays positive SW\textsubscript{down} biases in all four quadrants around cyclone centers, with the largest biases occurring in the northwest, southwest, and southeast, which loosely correspond to cyclone cold sectors, consistent with other Earth system models over the Southern Ocean (Bodas-Salcedo et al. 2014). It is in these three quadrants that we see the largest improvements from our random forest–based model. Exploring the SHAP values for each predictor variable in these quadrants provides additional trust in our predictions. For example, we can see that variables that are most strongly linked with cloud properties (i.e., total cloud cover, low cloud cover, relative humidity at both 850 and 950 hPa) show consistent patterns in their SHAP contributions, with more positive values in the cyclone cold (dry) sectors. This highlights that drier air with lower values of cloud cover in this cold dry sector drives the prediction of SW\textsubscript{down} toward higher values and is consistent with the SHAP dependence plots shown in Fig. 7. Similarly, temperature-related predictor variables at lower pressures (i.e., higher altitudes) show a similar pattern. Other predictor variables related to temperature near the surface (temperature at 2 m, temperature at 1000 hPa, and skin temperature), all show expected patterns with the northern (equatorward) quadrants displaying more positive SHAP values. Other predictors, such as the meridional wind speed at 600 hPa, sea ice concentration, and mean sea level pressure, all display patterns that are consistent with our expectations. For example, sea ice concentrations above zero only occur at high latitudes near Antarctica and are associated with more positive SHAP values (i.e., higher values of predicted SW\textsubscript{down}), and this is reflected in the southern quadrants. As shown in Fig. 7, low values of mean sea level pressure are associated with lower SHAP values, and this is evident at distances closest to the cyclone centers. Our most influential predictor, the clear-sky SW\textsubscript{down} did not show any obvious spatial pattern across the cold and warm sectors of cyclones, although the two northern quadrants do generally display higher SHAP values, which is expected at lower latitudes. Overall, the SHAP analysis, visualized by the importance and dependence plots and the cyclone composites shown here demonstrate that our best machine learning model (based on random forest) is trustworthy.

d. Demonstrated application

The improved prediction of SW\textsubscript{down} relative to ERA5 justifies the potential application of machine learning–based methods. The robust performance of the best-performing RF model makes it a good candidate to predict SW\textsubscript{down} across the Southern Ocean. To demonstrate this, we applied our best-performing random forest model (1000 trees, 8 variables randomly sampled as candidates for each node split, and a minimum of 10 observations required to split a node further) over a large domain and calculated the effective shortwave cloud radiative effect (SW\textsubscript{CRE}). The model was trained on all of the available daylight data between October and March. ERA5 features were taken during all October–March months every 6 h from 0300 UTC each day (to reduce computation time) from 44° to 69.43°S and from 49.86° to 159.46°E between 2016 and 2018. The trained model was then used to predict shortwave downwelling radiation over this domain and period. Predictions during nondaylight hours when the ERA5 clear-sky SW\textsubscript{down} were zero were then physically constrained to zero. The net shortwave cloud radiative effect was then calculated for both ERA5 and every random forest–based prediction. This was done by calculating the difference between the shortwave downwelling radiation and the clear-sky shortwave downwelling radiation and multiplying this by $(1 - a)$, where $a$ is the estimated albedo. For open ocean, an albedo value of 0.055 was used (Fairall et al. 2008). Albedo values for nonzero sea ice concentrations were scaled linearly from 0.055 up to 0.8 for 100% sea ice concentration (Brandt et al. 2005). The simulated clear-sky shortwave downwelling radiation from ERA5 was taken for this calculation for both the ERA5 and machine learning–based predictions.

Figure 9 shows the calculated mean net shortwave cloud radiative effect over the East Antarctic sector of the Southern Ocean for austral summer months from 2016 to 2018 inclusive for ERA5 (Fig. 9a) and the best-performing RF model (Fig. 9b). Figure 9c shows the difference between ERA5 and the RF model. The calculated SW\textsubscript{CRE} from ERA5 and the RF model show stark differences south of the Antarctic Polar Front. On average, the random forest–based model net SW\textsubscript{CRE} was 56 ± 15 W m$^{-2}$ less than ERA5 south of the Antarctic Polar Front, while north of the Antarctic Polar Front, the random forest–based model was 30 ± 8 W m$^{-2}$ lower than ERA5. The low values of SW\textsubscript{CRE} near the Antarctic coast are a result of the presence of sea ice, which has a high albedo, therefore reducing the net SW\textsubscript{CRE}. The SHAP analysis shown in Fig. 6 indicates that these differences in the RF model are mostly due to differences in the clear-sky SW\textsubscript{down} (more impactful north of the Antarctic Polar Front), total cloud cover (more impactful north of the Antarctic Polar Front) and sea surface temperature (more impactful south of the Antarctic Polar Front). From the evaluation of ERA5’s SW\textsubscript{down} using surface observations, we know this high latitude region exhibits the largest biases (Fig. 2b).

Resolving these biases in ERA5 and other Earth system models and reanalyses will require a deeper understanding and implementation of cloud droplet and ice crystal formation across different latitudes of the Southern Ocean where cloud condensation nuclei (Humphries et al. 2021) and ice nucleating particle (McCluskey et al. 2018) sources and processes likely differ. Variability in sea surface temperatures in the Southern Ocean have also been associated with variability in cloud microphysical and precipitation properties (Huang et al. 2016), and causal links between these dynamics needs to be further explored. Until this is achieved by integrating new observations with model development, it is necessary to search for alternative approaches. While significant efforts should still be made to improve our physical understanding of cloud radiative effects over the Southern Ocean and the implementation of this into climate models, it will be important to recognize, and integrate, machine learning methods in this pursuit. Our study demonstrates that a machine learning–based approach that uses potentially biased features from ERA5, but trained with observations of SW\textsubscript{down} could provide an additional tool to address the Southern Ocean surface shortwave radiation problem, particularly in reanalyses products.
4. Conclusions and outlook

a. Summary of findings

We built models with machine learning algorithms to predict surface downwelling shortwave radiation, $SW_{\text{down}}$, in summer over the Southern Ocean using a set of gridscale meteorological predictor variables from ERA5. These models were trained with surface-based observations of $SW_{\text{down}}$ spanning 25 years between the late austral spring to early austral autumn months from October to March using a 10-fold shuffle split for training, tuning, and testing. We were able to predict $SW_{\text{down}}$ with an average MAE and RMSE that is 25% lower than ERA5’s own simulation of $SW_{\text{down}}$, in comparison with observations. This improvement was achieved with a model...
built using the random forest algorithm. The XGBoost-based model had a similar performance to the RF model, offering a mean 25% reduction in RMSE and MAE relative to ERA5. Both the random forest and XGBoost-based models were also able to explain up to 5% more of the variance in SW$_{down}$ than ERA5. Generalized linear regression models offered slight improvements in the errors relative to ERA5 with an average reduction in the MAE and RMSE of 2% and 14%, respectively, however, were not able to explain as much of the variance as ERA5 or the RF and XGBoost based models. Furthermore, while ERA5 contains a positive mean bias error of 54 W m$^{-2}$, this has been nearly eliminated for the three machine learning based models, with the MBE for the test sets from the 10 data splits being within $\pm 8$ W m$^{-2}$. The shuffle-split and nested-cross-validation process that we used was important in yielding the most unbiased assessment of the performance of each model and to account for the variability in performance across different splits in the training and testing sets. Overestimating performance without due diligence in the training and testing stages of a machine learning workflow could have severe consequences if machine learning–based models are applied in practice. The success of our machine learning–based models in this study hinged on their performance relative to ERA5, therefore these steps were crucial.

The machine learning based models offered the largest improvements south of the Antarctic Polar Front and in the cold sectors of cyclones, where ERA5 contained the largest biases in SW$_{down}$. This is likely due to inadequate parameterizations of cloud formation and precipitation properties leading to biases in cloud radiative properties. Nonetheless, this demonstrates that machine learning algorithms can be trained on potentially biased predictors using real observations to make more accurate predictions.

Ultimately the power of machine learning comes from having sufficient data to train and test models. The success in more accurately simulating SW$_{down}$ in this study can be attributed to the long-term measurements collected on the RSV Aurora Australis, R/V Investigator, and at Macquarie Island. Utilizing or establishing other existing long-term datasets of cloud properties in conjunction with techniques from the rapidly evolving field of machine learning could significantly improve our ability to understand and simulate these complex atmospheric processes and systems in regions like the Southern Ocean. Using machine learning tools to improve reanalysis products is a useful starting point in this pursuit.

b. Recommendations for future work

We have demonstrated that machine learning techniques can be a useful tool for improving the simulation of SW$_{down}$ over the Southern Ocean in a reanalysis. The final trained model using the random forest algorithm could be implemented over the Southern Ocean to offer a prediction of SW$_{down}$ as a new product. Although ERA5 variables were used as the predictors in the trained model, these could easily be replaced with meteorological data from other models (e.g., other reanalyses, numerical weather prediction models, or general circulation models). Furthermore, there is significant scope to expand the method outlined in this paper to include other regions and seasons. By improving the simulation of SW$_{down}$ using mostly thermodynamic properties from ERA5, the trained model has implicitly learned the shortwave cloud radiative effect (as demonstrated in Fig. 9). It is therefore also likely that this method could also be extended to predict the longwave cloud radiative effect and cloud properties such as cloud optical depth, liquid water path, and/or cloud-base height. An alternative approach to using machine learning to predict these quantities themselves could be instead to predict biases in these quantities in reanalysis, numerical weather prediction models or general circulation models. In regions and periods when there are sufficient measurements to use as training data, this could be a useful tool in correcting, understanding, and identifying model biases. This will be explored in future work using a range of reanalysis models, as well as numerical weather prediction and general circulation versions of the Australian Community Climate and Earth system simulator.

In this work we used generalized linear models, random forest and XGBoost due to their relative ease of implementation, previously demonstrated success and ability to explore the relationships between the predictor and predicted variables. This method could be extended on larger temporal or spatial scales and applied to produce a new product. There are several possibilities that could potentially further improve performance, although this would come at the cost of interpretability. In this study we only used a small number of selected predictor variables that were likely to influence the shortwave downwelling radiation. It would be possible to use all of the thermodynamic and cloud-related variables across all pressure levels as predictors, with the possibility of using dimensionality reduction (e.g., principal component analysis). Furthermore, neural network techniques, while more difficult to interpret, have been demonstrated to achieve high predictive capabilities and potentially remove the need to do to feature selection, as was done in this study.

While this study used surface-based observations of SW$_{down}$, future work could use satellite-based products as the “truth.” While some of these satellite-based products also exhibit small biases themselves over the Southern Ocean (Hinkelman and Marchand 2020), the advantage would be a significant expansion of the spatial coverage and sample size. The primary motivation for our study was to demonstrate the utility and performance of a data-driven approach to parameterizing surface downwelling shortwave radiation in the ERA5 reanalysis. To this end, we limited our set of predictor variables to those already included as output from ERA5 even though some of these are prone to biases themselves (e.g., cloud cover, which is not assimilated from observations). The method we have used here could be extended to include satellite observations of a variety of cloud properties, rather than their simulated counterpart. Furthermore, in addition to using machine learning to predict surface shortwave radiation, as done here, it could be used to predict these cloud properties as well, using a set of thermodynamic predictor variables. This would open the door to using a machine learning approach to explore how cloud properties might be perturbed with changes in thermodynamics that are to be expected with climate change.
Our study is limited to demonstrating that a more accurate prediction of surface shortwave downwelling radiation is possible in a reanalysis using machine learning. Applying this technique to produce a data-driven parameterization would be valuable in applications that rely on accurate reanalysis products to drive other Earth system models that do not simulate the atmosphere (e.g., an ocean or biogeochemical model). Furthermore, because we have robustly evaluated the performance of our machine learning–based models and show large improvements relative to ERA5, predicted surface shortwave radiation from a data-driven approach as shown here could be a valuable product in evaluating other Earth system models (e.g., historic runs of climate models) or satellite-based products that measure top-of-atmosphere radiative fluxes. Finally, a data-driven parameterization as shown in this study could be implemented in a weather forecast model to refresh the radiation efficiently and regularly. These possibilities will be explored in future work.
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APPENDIX

Acronym List

<table>
<thead>
<tr>
<th>Acronym</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>ARM</td>
<td>Atmospheric Radiation Measurement</td>
</tr>
<tr>
<td>blh</td>
<td>Boundary layer height</td>
</tr>
<tr>
<td>CRE</td>
<td>Cloud radiative effect</td>
</tr>
<tr>
<td>cis</td>
<td>Estimated inversion strength</td>
</tr>
<tr>
<td>ECMWF</td>
<td>European Centre for Medium-Range Weather Forecasts</td>
</tr>
<tr>
<td>ERA5</td>
<td>Fifth major global reanalysis produced by ECMWF</td>
</tr>
</tbody>
</table>

GLM               Generalized linear model  
ltc                Low cloud cover  
ltw_clear          Lower-tropospheric stability  
M                  Longwave clear sky  
MAE                Marine cold-air outbreak parameter  
MBE                Mean bias error  
MERRA-2            Modern-Era Retrospective Analysis for Research and Applications, version 2  
mslp               Mean sea level pressure  
r850               Relative humidity at 850 hPa  
r950               Relative humidity at 950 hPa  
RMSE               Root-mean-square error  
RSV                Research and Supply Vessel  
R/V                Research Vessel  
SHAP               Shapley additive explanations  
sicone             Sea ice concentration  
skt                Skin temperature  
sw_clear           Sea surface temperature  
SW CRE             Shortwave clear sky  
SWdown             Surface shortwave cloud radiative effect  
t1000              Temperature at 1000 hPa  
t2m                Temperature at 2 m  
t700               Temperature at 700 hPa  
t850               Temperature at 850 hPa  
tcc                Total cloud cover  
v600               Zonal wind speed at 600 hPa  
v600               Meridional wind speed at 600 hPa
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