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ABSTRACT

Wind speed in the lower layers of the atmosphere is a relevant factor in pollutant dispersion and therefore
its forecast is an essential datum for any reliable real-time predictor of ambient concentrations. Here a
stochastic model for one-day forecasts of the surface daily wind speed at a site is described. According to the
model, this speed is a linear combination of the surface wind speed of the previous day, the daily variation
of the 500 mb wind speed over the site, the daily variation of the 500 mb geopotential over the site, and
noise. Moreover, the coefficients of the linear combination are assumed to depend both on a “synoptic
category” (defined in light of the prevailing synoptic circulation) and on the 500 mb wind direction over the
site. The forecast performance is satisfactory for the two sites in the Po Valley (northern Italy) where the
model has been tested. Furthermore, it is much better than the performance of a simple autoregressive
model. Since such a model uses recent values of the forecast variable (surface daily wind speed) as its only
information, the difference in performance shows the importance of using additional meteorological
information (500 mb wind and geopotential, and “synoptic category™) for obtaining a reliable forecast.

1. Introduction

As an alternative to deterministic models (K-type,
Lagrangian, Gaussian), time series analysis techniques,
namely the so-called ARMAX (autoregressive moving
average with exogenous inputs) stochastic models (see
Box and Jenkins, 1970) have been widely used to
describe the dispersion of air pollutants on a local
scale (many examples are shown in Benarie, 1980).

From the point of view of air quality management,
the most relevant application of these models is the
short-term (<24 h) real-time prediction of future
ambient concentrations. In fact, whenever the pre-
dicted concentrations exceed the pre-assigned stan-
dards, proper actions can be taken (e.g., load shifting,
load reduction or fuel switching in industrial plants),
or at Jeast an alarm can be given (see, for example,
Soeda and Omatu, 1982, Bolzern and Fronza, 1982).

Naturally, in view of such use for control or alarm
purposes, an ARMAX concentration predictor is
required to be particularly accurate in situations of
forthcoming pollution “episodes.” In turn, its perfor-
mance in episode conditions depends almost entirely
on the quality of the local meteorological forecasts
and precisely on the availability of reliable forecasts
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of the meteorological variables which are inputs for
the ARMAX models (see, for example, Bacci ef al.,
1981, Finzi and Tebaldi, 1982).

In particular, site wind speed is a major explanatory
factor in most cases. This is true not only for episodes
due to low sources in calm and inversion situations,
but also for episodes due to tall stacks, e.g., in calm
situations with a sufficiently high fog layer, in the
presence of a strong wind with plume breakdown,
and even for summer fumigation due to an unstable
convective layer.

In all these cases, the time evolution of site wind
speed explains most, or at least part of the pollution
event. Therefore, wind speed is the first variable
which should be forecast in order to supply ambient
concentration predictors with reliable meteorological
information.

The following considerations must be taken into
account when choosing a mathematical model for
real-time forecasting of site wind speed:

e The complexity of the wind speed model must
be comparable with the complexity of the concentra-
tion predictor to which the wind speed model supplies

. its forecasts. For instance, it would not be reasonable
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to supply an ARMAX concentration predictor, which
gives only an aggregate description of the future
pollution field, with an extremely detailed forecast of
the vertical wind profile in the lower layers.

® Deterministic wind models do not offer satisfac-
tory real-time forecasts of wind speed in the lower
layers of the atmosphere (see, for example, Bengtsson,
1976), while their performance is good so far as the
circulation aloft is concerned. In fact, because of their
grid size, such models cannot take into account a
very detailed profile of the terrain. In the case of the
Po Valley, in particular, the complexity of the sur-
rounding orography often makes the characteristics
of the lower layers in two relatively close sites signif-
icantly different.

In view of these considerations, in order to obtain
real-time forecasts of surface (30 m, say) wind speed
for the Po Valley sites for ARMAX pollution predic-
tion purposes, a stochastic model is used (see, for
example, Bonivento er al., 1980; Bacci and Finzi,
1980; Godfrey, 1982; Kau et al., 1982; Roldan-Canas
et al., 1982; McWilliams and Sprevack, 1982).

The structure of the model and the procedure for
estimating its coefficients by recorded time series are
described in detail in Section 3. It is sufficient to say
here that the nature of model inputs allows the real-
time forecast to be obtained with relative ease. In
fact, such inputs are of two distinct types:

1) The last value of the variable to be predicted
(surface wind speed at the site).

2) Some geostrophic variables, which can be di-
rectly obtained through routine information supplied
by the meteorological service.

Thus, the resulting forecast turns out to combine
information on both the surface situation at the site
and the upper circulation over the site.

The forecast performance has been tested against
real data from two sites in the Po Valley and has
been found to be satisfactory in both cases (see
Section 4). In particular, it has been compared with
the performance of the following two simpler predic-
tors:

1) The persistence predictor (future wind speed
will be equal to the present), which does not require
any collection of information.

2) The autoregressive (AR) predictor, which makes
use only of information about the recent values of
the forecast variable, but does not require collection
of any data on the upper circulation.

Therefore, these comparisons: point out the actual
value of both the surface and the geostrophic mete-
orological information for the forecast.

Finally, it must be pointed out that the performance
test has been carried out using domestic heating
season data (November-March) because this is the

P. BONELLI AND G. BACCI

1355

season characterized by the most significant air pol-
lution events.

2. The choice of model inputs

When analyzing the characteristics of the wind
field in the lower layers of the Po Valley (Fig. 1), it
is first necessary to distinguish between stationary
and evolutionary situations.

During stationary situations (i.e., low barochmc1ty),
the surface wind at a given site is mainly driven by
two phenomena:

1) The differential heating between plains and
mountains and/or between land and sea produces
breezes with a daily cycle (see, for example, Holton,
1979 and, for the region under consideration, Gan-
dino, 1976).

2) The interaction between the upper flow and the
surrounding orography produces a surface pressure
gradient, dependent on the intensity and especially
on the direction of such flow (see again Holton,
1979).

Evolutionary situations usually correspond to the
rapid passage of a frontal system. In this case, strong
surface winds (5-10 m s™') may occur. Again, for a
given site, the orographic effect on the flow is strongly
related to the flow direction. In fact, northerly and
westerly flows meet the Alps (average height ~ 2500
m), southerly flows meet the Appennines (average
height ~ 1500 m), and easterly flows enter directly
across the Adriatic coast encountering no significant
obstacles. Therefore, at a given site and for a given
upper wind speed, the surface speed can be very
different, according to the direction of the upper wind
and, conversely, even a uniform upper circulation
yields rather different surface winds at the various
sites in the Po Valley.

These considerations suggest that information about
the circulation aloft must be supplied in order to set
up a reliable predictor of the surface wind speed at a
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F1G. 1. Northern Italy and the Po Valley.

Unauthenticated | Downloaded 03/21/23

03:04 PM UTC



-

1356

Nt o)

0
=
L
500 mbar 0Q GMT 10.03.76
c
NS <

500 mbar 00 GMT 17.01.76

JOURNAL OF CLIMATE AND APPLIED METEOROLOGY

VOLUME 23

500 mbar 00 GMT 15.01.76
d
Z -y O
H
7
<< =4 4

L

500 mbar 00 GMT -'09.01.76

FIG. 2. Examples of synoptic circulation categories over Northern Italy for the times and dates (day, month, year)
shown. (a) cyclonic circulation, (b) weak cyclonic circulation, (c) weak anticyclonic circulation, (d) anticyclonic

circulation.

given site. As a matter of fact, the following “‘upper

circulation” variables have been chosen as exogenous
inputs for the daily site wind speed model (of the
stochastic type) which is described in detail in the
next section:

e An index (synoptic category) which gives an
approximate picture of the 500 mb height field over
Northern Italy. Four classes of this field have been
empirically defined: I, cyclonic with strong curvature;
II, cyclonic with weak curvature; III, anticyclonic
with weak curvature; IV, anticyclonic with strong
curvature. An example for each class is shown in
Fig. 2.

e An index representing the class of the 500 mb
wind direction over the site. Taking into account the
different orographic effects on the flow mentioned
above, four sectors of upper flow direction have been
defined for every class of 500 mb circulation (Fig. 3).

e The 24 h change in 500 mb wind speed (between
the day under consideration and the preceding day)
over the site. _

e The 24 h change in 500 mb geopotential over
the site.

In particular, both the 500 mb speed and 500 mb
geopotential variations between the day under con-
sideration and the previous day have turned out, a
posteriori, to be better inputs than simply the 500
mb speed and 500 mb geopotential of the day. In
fact, the variations also contain useful information
on whether the situation is stationary or evolutionary.

PO VALLEY (NORTHERN ITALY)

FIG. 3. The four sectors of geostrophic wind direction.
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The actual role of all these inputs with respect to
the overall reliability of the daily site speed model is
discussed in Section 4. It is sufficient to say here that
a priori there was no reason to discard, as a carrier
of no additional information, any of the four variables
listed above. In fact, the correlations between each
pair of the four variables are rather weak (see Table
1 where an example of the cross-correlation matrix
between the four variables is shown). Hence, a priori,
the information given by the value of one of the
variables is not “entirely contained” in the value of
another variable. This is in accordance with physical
intuition, which assigns to each of the abovementioned
variables a different piece of information about the
upper circulation over the site.

3. The stochastic model of daily site wind speed

Basically, stochastic models differ from determin-
istic models for three reasons:

1) Their structure is arbitrarily predetermined
(though in a “reasonable way”) instead of being
derived from physical laws. Thus a stochastic model
can be viewed as a sort of extreme simplification of
physical mechanisms.

2) The model coefficients are estimated by statis-
tical techniques from recorded data instead of being
assigned on the basis of physical considerations.

3) All the “errors” affecting the model are explicitly
pointed out in the form of a noise term. The statistical
properties of the noise, estimated from the so-called
model residual (see, for example, Box and Jenkins,
1970), is taken into account when using the model
for predictive purposes.

In view of the general considerations of the previous
section, daily site surface wind speed has been given
the following stochastic representation:

vy(i) = ale(@), d)]vs(i — 1)
+ Ble(), di){va@) — vali — 1}
+ vle@), di)){g(i) — g — 1}

+ale(), di)) + (i), (1)

TABLE 1. Cross-correlation matrix between the meteorological
variables (Milan, synoptic category I, 500 mb wind direction from
sector 3).

Meteorological
variables 1 2 3 4

1 (local wind speed

of the day) 1.0 0.483 0.404 0.226
2 (local wind speed

of the preceding day) 0.483 1.0 0.146 0.003
3 (500 mb wind speed

daily variation) 0.404 0.146 1.0 0.051
4 (500 mb geopotential :

daily variation) 0.226 0.003 0.051 1.0
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where v(7) is the average surface site wind speed (m
s™Y) on the ith day (the interval 1200 GMT of the
(i — D)th day to 1200 of the ith day); v,(i) the 500
mb wind speed (m s™!) at 0000 GMT of the ith day;
g(i) the 500 mb height (m) over the site at 0000
GMT of the ith day; ¢(i) the purely random zero
mean stochastic process (white noise); d(i) the 500
mb wind direction category (1, 2, 3 or 4; see Fig. 3);
¢(i) the synoptic circulation category (I, II, III or IV;
see previous section and Fig. 2); and «, 8, v, n are
model coeficients. Though arbitrary, form (1) can be
given a sort of gross physical justification. Specifically,
from Eq. (1) the surface daily wind speed at a site in
the Po Valley turns out to be the sum of three
contributions [respectively ascribed to the speed of
the previous day, v,(i — 1), the daily variation of the
500 mb wind speed, v,(i) — v,(i — 1), and the daily
variation of the local geopotential over the site, g(i)
— g(i — 1)}, plus a residual term n[c(i), d(i)] + ().

Neglecting for a while the residual term which
represents the unexplained part of the dependent
variable, the three addenda in the right-hand side of
(1) can be “interpreted” as follows. The term av,(i
— 1) is the “stationary component™ of v,, i.e., that
part of v, which is explained by the previously existing
situation at the site. The other two addenda are the
“evolutionary components” of vy, i.e., those parts of
v, which can be ascribed to the change in the upper
situation over the sites. All the contributions are
weighted by coefficients which are assumed to depend
on the upper circulation field, represented by the pair
¢(i)d(i), namely the synoptic category and the 500
mb wind direction category. Therefore, each param-
eter can take sixteen possible values {one for each
pair c(i), d(i)] estimated by means of least-squares
applied to the recorded meteorological series. More-
over, the average 7 of the residual term is made to
depend on c(i), d(i).

Naturally, it can still be charged after this type of
justification that model (1) is largely arbitrary. How-
ever, the structure (1) has, a posteriori, turned out to
be the best among similar aggregate models of the
physical phenomena. In other words, it is quite
acceptable to assume that v,(i) is driven by variables
like v,(i — 1), c(i), d(i), v,(i), va(i — 1), g(i) and
g(i — 1) (see also the previous section), i.e., these
variables contain most of the information required
for determining v,(i). However, the specific role to
be assigned to each variable, namely the most suitable
form of the stochastic model, remains largely arbitrary
and can be established in practice only through a
trial and error procedure.

As for the term €(Z), the whiteness of the noise has
been validated, a posteriori, through analysis of the
cumulative periodogram of the residual (Box and
Jenkins, 1970).

In view of noise whiteness, a real-time predictor of
surface daily wind speed can be derived from model
(1) simply by (see again Box and Jenkins, 1970):
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1) Setting €(i) to its mean value (zero).

2) Introducing for v,(i) and g(i) their forecasts D,
and £ obtained from the 500 mb 24 h predicted map
at 0000 GMT of the ith day. :

3) Using the set of parameters «, 8, v and 7
corresponding to the pair c(i), d(i) obtained from the
same 500 mb 24 h predicted map.

In conclusion, the surface wind predictor takes the
form ‘
O =av,+ B0~ +tyvE—Q+n (2

4. Application of the model to Milan and Turbigo

Predictor (2) has been tested on two relatively close
(~30 km) sites in the Po Valley: the city center of
Milan and the Turbigo power plant (Fig. 1). The
orographic effect is therefore quite similar for the two
sites, both of which are located in the vicinity of the
central Alps and far enough from the western Alps
to make the western barrier effect scarcely relevant.

The meteorological time series considered for the
two model applications cover the following winter
periods: :

e For Milan: January-March 1976, November
1976-March 1977, November 1979-March 1980,
and November 1980-March 1981.

e For Turbigo: November 1977-March 1978, No-
vember 1978-March 1979, November 1979-March
1980, and November-December 1980.

In particular, the daily surface wind speed has been
derived from 30-minute averages recorded at 40 m
(Milan) and 20 m (Turbigo) above the ground. The
values are rather low; in none of the sixteen meteo-
rological classes [c(i), d(i)] (see the previous sections)
is the average speed greater than 2 m s™'. This weak
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circulation is typical of the Po Valley during the
winter season. Moreover, the average daily wind
speed at Milan (1.7 m s7') is slightly higher than at
Turbigo (1.2 m s7') due to both the different height
of the anemometer, and to the city heat-island effect
which induces a circulation cell during periods of
relative calm (see Munn, 1966). On the contrary, the
Milan standard deviation (0.72 m s™!) is lower than
Turbigo (1.31 m s™!) due to the damping effect of
city buildings on moderate and strong winds.

As recalled above, the parameters a, 8, v and 5 of
model (1) have been estimated by means of standard
least-squares applied to the abovementioned meteo-
rological series. Their values are shown in Table 2
for both sites. The coeflicients having low reliability
(after a Student’s test at the 5% significance level)
have been marked by asterisks. An analysis of the
table leads to the following conclusions:

o The signs of the coefficients turn out as expected
by physical intuition in the large majority of the 16
cases. In particular, the coefficient of the 500 mb
wind speed variation is nearly always positive, while
the coefficient of the 500 mb geopotential variation
is negative in most cases.

o The (absolute) values of the coefficients of the
stationary component are generally larger in percent-
age for synoptic categories III and IV (anticyclonic),
while the coefficients of the evolutionary component
are generally larger for synoptic categories I and II
(cyclonic). This result is also in agreement with
physical intuition. In fact, in anticyclonic situations
there is nearly always a subsidence inversion on the
Po Valley, which “decouples” the 500 mb and surface
circulations. On the contrary, in cyclonic situations
upper-level and surface meteorological events are
much more closely correlated, and hence the 500 mb

TABLE 2. Numerical coefficients of model (1).

Milan Turbigo
v 7 v n
c-d a 8 s (ms™) « 8 ™) (ms™)
I-1 0.450 0.146 —0.003 1.306 0.801 —-0.104 —0.005 0.092
12 0.504 —0.018 0.0 0.830 0.322 0.104 -0.003 1.576
I-3 0.408 —0.048 -0.002 1.013 0.506 -0.012 0.0 0.694
1-4 1.146* 0.192* —0.009* —0.541* 0.811* 0.050* -0.003* 0.384*
11-1 0.616 - 0.014 —-0.002 0.869 1.185 0.016 -0.004 0.099
11-2 0.427 0.110 -0.017 1.892 0.617 0.150 0.0 0.524
11-3 0.420 0.0 0.001 0.876 1.145 0.016 0.0 -0.039
11-4 0.680 -0.044 —0.005 0.637 0.501 ~0.044 —0.002 0.238
11I-1 ‘0.516 0.006 —0.003 0.888 0.545 —-0.080 -0.006 0.763
115-2 0.850* 0.084* —0.003* 0.223* 0.516* 0.054* —-0.004* 0.232*
1I-3 0.592 0.028 —-0.001 0.564 0.564 0.024 0.0 0.253
1-4 0.550 0.014 —0.001 0.580 0.479 0.012 0.003 0.305
IV-1 0.774 0.022 -0.001 0.324 0.231 0.026 0.0 0.548
Iv-2 0.472* 0.078* 0.005* 0.635* 0.278 0.046 0.0 0.458
1v-3 0.884* 0.034* -0.002* 0.061* 0.0* 0.0* 0.005* 0.107*
Iv-4 0.559 —-0.030 0.0 0.332 0.229 0.004 0.0 0.301

* Values with low reliability.
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TABLE 3. Forecast performance indices for Milan and Turbigo.
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AR(D): D5(1) = ¢1vs(i = 1) + ¢20,(i — 2)

p al/o? Foeee + ¢pvs(i ~p)+w.

Milan: For both sites, the resulting p and o 2/¢> are signifi-

) cantly worse than those supplied by predictor (2).

Persistent 0.54 0.92 Therefore, the comparison demonstrates the value of
AR (3) 0.57 0.50 . . s

Predictor (2) 0.72 0.46 the exogenous meteorologlcz}l inputs (500 mb wind

speed and direction, synoptic circulation class, 500

Turbigo: mb geopotential), for a reliable forecast of surface

i site wind speed.
) i‘;{s‘gfn‘ g“;g (l)‘gg Table 4 shows the results for each of the 16 classes
Predictor (2) 0.70 0.52 in more detail, giving the number of cases N, the

variables are given a more relevant role in the expla-
nation of the surface wind -speed by the stochastic
model.

The “reasonable” parameter estimates of Table 2 are
confirmed by the real-time forecast performance of
the model. Such performance has been evaluated by
two indices (Table 3):

1) The correlation p between forecast and observed
surface wind speed.

2) The percentage of unpredicted variance ¢2/c?,
the ratio between the variance of the forecast error
(equal to ¢(i) in this case) and the variance of the
forecast variable.

For completeness, Table 3 (first and second rows)
shows the performance indices for the persistent
predictor [0,(/) = v,(i — 1)] and for the best purely

principal statistics (mean value p and standard devia-
tion o), and the two performance indices defined
above, both for the predictor (2) and for the following
simpler predictor with the stationary component only:

D, = dv, + 0, 3

where the parameters 6 and 6 assume one of the 16
possible pairs of values, according to the forecast of
the synoptic and 500 mb wind direction categories.
Looking at Table 4, the following remarks can be
made, neglecting the results (marked by an asterisk)
of the classes whose data set size was too small (less
than 15). As for predictor (2), Table 4 shows that the
best performance (p > 0.65 and 62/6? < 0.65 for
both Milan and Turbigo) has been obtained with
pairs I-1, IV-1 and III-4. In particular, IV-1 and I-1
correspond to calm conditions and northerly dry
wind (foehn), respectively, and represent the most
typical anticyclonic and cyclonic situations. These
equally satisfactory results in two contrasting situations

autoregressive (of order p) predictor are explained by the distinction in model structure

TABLE 4. Statistical and performance indices of the predictors for every meteorological data class.

Milan Turbigo
Predictor (2) Predictor (3) Predictor (2) Predictor (3)
c-d N M '3 P allo® p P N “ ¢ P ol2ld? p a2ld?
I-1 27 2.29 1.40 0.67 0.62 0.52 0.72 25 1.30 1.10 0.70 0.59 0.44 0.81
12 21 1.70 0.80 0.59 0.56 0.59 0.65 18 2.18 1.54 0.41 1.00 0.36 0.87
I-3 36 1.80 0.73 0.62 0.66 0.49 0.76 36 134 . L1l 0.61 0.69 0.61 0.63
14 6 1.73 0.89 0.83* 0.77* 0.66* 0.56* 8 1.78 0.99 0.84* 0.50* 0.81* 0.34*
11 59 1.86 0.84 0.51 0.77 0.45 0.80 51 1.63 1.68 0.71 0.52 0.69 0.52
11-2 10 2.51 1.94 0.76* 0.59* 0.26* 0.93* 18 1.05 1.31 0.51 0.83 0.36 0.87
11-3 45 1.53 0.61 0.63 0.62 0.60 0.64 48 1.07 1.16 0.91 0.18 091 0.17
11-4 11 1.91 0.93 0.92* 0.21* 0.67* 0.55* 12 0.78 0.42 0.89* 0.30* 0.77* 0.41*
111 108 1.84 0.84 0.63 0.58 0.57 0.68 85 1.33 1.77 0.58 067 043 0.82
11-2 11 1.28 0.71 0.75* 0.46* 0.77* 0.41* 9 0.73 0.43 0.82* 0.52* 0.50* 0.75*
-3 32 1.49 0.51 0.51 0.81 0.45 0.80 19 0.78 0.68 0.83 0.35 0.81 0.34
114 29 1.46 0.58 0.67 0.59 0.64 0.59 15 0.71 0.47 0.68 0.62 0.56 0.69
1v-1 84 1.52 0.73 0.76 0.42 0.74 0.45 49 0.85 0.73 0.67 0.59 0.64 0.59
Iv-2 9 1.43 0.59 0.85* 0.44* 0.67* 0.55* 10 0.50 0.32 0.75* 0.66* 0.55* 0.70*
1v-3 6 1.18 0.75 0.99* 0.00* 0.98* 0.04* 5 0.44 0.32 0.56* 0.90* 0.46* 0.79*
1v-4 12 0.98 0.39 0.70* 0.62* 0.65* 0.58* 10 0.48 0.20 0.74* 0.64* 0.71* 0.50*

* Results of classes whose data set size was too small (<15).
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(1) between the contributions of the stationary and
the evolutionary components, which in the two situ-
ations (I-1 and IV-1) play different roles (see also the
comment above on the values of the coefficient
estimates).

Moreover, the comparison with predictor (3) per-
formance demonstrates the actual role of the evolu-
tionary component (generally the smaller one) in the
right-hand side of the predictor (2). As was to be
expected, the performance difference is higher in the
classes corresponding to evolutionary situations.
Hence, the good predictability of wind speed obtained
for Turbigo with the pairs II-1, II-3 and III-3 can be
ascribed to the fact that the stationary component
has a higher percentage; in fact, the two predictors
give quite similar results.

Nevertheless, one may wonder if the 16 stratifica-
tions of the data were really necessary. Hence, pre-
dictor (2) also has been applied in the following three
different ways:

1) Stratifying the time series of data on the basis
of the synoptic category (I, II, III, IV) only, getting
four sets of parameters, o, 8, 7, n, for every case
study.

2) Stratifying the time series by the wind direction
category (1, 2, 3, 4) only, again obtaining four sets of
parameters.

3) Without any stratification, i.e., estimating one
set of parameters on the basis of the whole set of
data. : '

Table 5 shows the results of all these analyses as
follows: '

e The first four rows show, for a fixed synoptic
category, the number of cases corresponding to the
different wind direction categories, the total and the
two performance indices of predictor (2) when used
as in 1) above.

o The first four columns show in a similar way the
same information for every wind direction category

TABLE 5a. Number of cases of each of the 16 classes, of each of
the synoptic categories (rows I, II, III, IV), of each of the wind
direction categories (columns 1, 2, 3, 4), and totals; performance
indices of predictor (2) computed for each synoptic category, for
each wind direction category, and for the total series for Milan.

Row
1 2 3 4 total p - il
1 27 21 36 6 90 0.53 0.73
I 59 10 45 . 11 125 0.50 0.76
111 108 11 32 29 180 0.64 0.60
v © 84 9 6 12 111 0.77 0.41
Column .
total 278 51 119 58 506
I 0.64 0.51 0.58 0.75 0.60
0l2lo? 0.60 0.78 0.68 0.47 0.62
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TABLE 5b. As in Table 5a but for Turbigo.

Row .
1 2 3 4 total » al/d
I 25 18 36 8 87 0.52 0.75
I 51 18 48 12 129 0.71 0.51
I 85 9 19 15 128 0.57 0.70
v 49 10 5 10 74 0.66 0.58
Column
total 210 55 108 45 418
p 0.53 0.55 0.75 0.77 0.56
oo’ 072 ' 0.73 0.45 0.43 0.69

and for predictor (2) performance when used as in 2)
above.

e Finally, on the right lower diagonal, the total
number of data examined and the two performance
indices of predictor-(2) when used as in 3) above are
reported. ’

First, comparing these last results with the third row
of Table 3, it is evident that the stratification signifi-
cantly improves the forecast. Moreover, comparing
Tables 4 and 5, the following observations can be
made: »

e For synoptic categories I, I and III, the further
splitting of data looking at the different wind directions
seems worthwhile for forecast purposes.

e The same is true for wind direction categories 1,
2 and 3, with the exception of class III3.

e The comparison between the Tables 4 and 5 is
not significant for synoptic category IV and wind
direction category 4, due to the scarcity of data in
the respective eight classes.

A final consideration concerns the reliability of the
performance figures given in Table 2, because the
forecast test has been carried out on the same set of
data used for estimating the model coefficients by
least-squares. In many of the 16 classes the length of
the data set did not allow for subdivision into two
subsets, one for parameter estimation and one for
forecast testing. However, for the few classes charac-
terized by a relatively abundant data set, this subdi-
vision did not significantly decrease the forecast per-
formance.

S. Concluding remarks

A stochastic predictor of surface site wind speed
for air quality control purposes has been described,
and the impact of both local and synoptic meteoro-
logical information on the reliability of the forecast
has been demonstrated.

- This work can be extended mainly in two directions:

1) By developing similar predictors for other local
meteorological variables (wind direction, vertical
temperature profile, etc.) which are relevant factors
in pollutant dispersion.
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2) By developing more complex stochastic predic-
tors of wind speed, in order to obtain a spatially
more detailed forecast. For instance, a predictor able
to supply simultaneously the wind speed forecast at
one or two levels besides the surface would give
useful information for pollutant dispersion models in
many situations. More specifically, for some types of
pollution “episodes,” the surface (20 or 30 m, say)
value generally provides sufficient information about
wind speed. This is true, for example, in episodes
resulting from plume breakdown by strong wind in
neutral conditions, when the vertical wind profile
more or less follows a regular pattern (e.g., a power
law). On the contrary, in other episode situations the
wind profile can be more complex and cannot be
easily extrapolated from the surface value. This is
true, for example, for summer fumigations around
tall stacks in the Po Valley, which are generally
characterized by breeze layers of different depth. In
this case, the vertical profile follows the power law
only above 500 or 600 m, and at least one or two
intermediate values would be required in order to

account correctly for the effect of wind on the plume.

This would require the development of a two- or
three-variate stochastic model. Obviously, it would
not be reasonable to consider stochastic models more
complex than that, because of the nature of these
mathematical representations themselves.
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