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ABSTRACT

This paper presents the statistical properties of lidar-derived values of cloud extinction coefficients o and
optical depths 7. The data were collected at Toronto during two measurement phases (phase 1: September-
October 1989; phase 2: June-July 1991) of the Experimental Cloud Lidar Pilot Study. Although the small
dataset limits general application of the statistical trends observed, the measurements demonstrate the valuable
potential of lidar data for improving cloud parameterization in general circulation models. The measurements
show the frequent occurrence of optically thin clouds ( < 0.2 km™ and r < 0.2), demonstrating the ability
of lidars to detect these dilute clouds and the importance of including them in radiative transfer models.

1. Introduction

The importance of clouds to the radiative balance
in the atmosphere is widely recognized (Browning
1990; Senior and Mitchell 1993; Browning et al. 1993;
Lunn et al. 1993). In fact, cloud optical properties are
among the most important parameters governing the
transfer of solar radiation in the lower atmosphere.
These properties are extremely difficult to quantify and
model, however, because of the large temporal and
spatial variability of clouds in the atmosphere. At pres-
ent there is a considerable need for the acquisition of
an expanded database of cloud properties and an im-
proved parameterization of them in current general
circulation models (GCM).

Lidar has demonstrated an excellent capability for
the remote sensing of clouds and has been finding an
increasing application for this purpose. Lidar can probe
cloud properties with good space and time resolution
and is capable of remotely monitoring large volumes
of the atmosphere. Lidar can also make direct mea-
surements of the optical properties of clouds by mea-
suring their attenuation and scattering parameters. Al-
though there have been many reports of such work in
the literature (Carswell 1981; Sassen et al. 1989; Platt
et al. 1980), they generally tend to be case studies of
specific clouds and are of limited value for providing
statistical information on cloud optical parameters.

As an initial step in this direction, the Experimental
Cloud Lidar Pilot Study (ECLIPS) was organized in
1988 (Platt 1988; Platt et al. 1994). The ECLIPS pro-
gram involves the measurement of clouds from below
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with ground-based lidars while simultaneously observ-
ing them from above with the NOAA-10 and NOAA4-
11 satellites. The main aim of this pilot study is to
determine the extent to which lidar information can
complement and enhance the value of satellite cloud
data. To date, about a dozen lidar groups around the
world have taken part in two ECLIPS phases, one in
the fall of 1989 and the other in the summer 1991.
The lidar data have been collected and analyzed ac-
cording to a uniform protocol and have been archived
by the lidar group at NASA Langley (contact Dr.
M. P. McCormick).

Although cloud measurements have long been made
on a routine basis by international weather services,
there is still only limited quantitative material in the
open literature on cloud statistics. The use of a lidar
network such as that employed for the ECLIPS pro-
gram offers the potential for adding greatly to the un-
derstanding and modeling of cloud properties since the
physical and optical parameters of clouds can be mea-
sured by lidar with space and time resolutions better
than available from other means.

A significant problem encountered in the develop-
ment of such a lidar-based cloud study is the fact that
clouds are “seen” by lidar in a different manner and
at a very different level of detail than they are seen by
other measurement methods. The cloud descriptors
and classifications (Cotton and Anthes 1989; WMO
1975) now widely in use are almost exclusively based
on visual characteristics as described by human ob-
servers. This situation has been emphasized by the fact
that it has only been relatively recently that the. im-
portance of “subvisual” clouds has been recognized.
Essentially a new set of cloud descriptors based on lidar
observables must be developed and receive common
agreement among the data-user community.
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A cloud is in general clearly defined in a lidar return
signal as an enhancement above the background scat-
tering level of the ambient atmosphere. However, since
a lidar can easily record the ambient scattering of even
a pure molecular atmosphere, it is necessary to develop
some criteria as to the nature and magnitude of the
signal enhancement that is taken to be a cloud. Aero-
sols, dusts, smokes, and haze layers would all produce
an enhanced lidar signal, but clearly by their nature
they should not be classified as clouds. In developing
an observational lidar dataset to determine the statistics
of cloud properties, it is essential to decide which signal
enhancements are clouds and which are not. This can
often be readily decided on the basis of other available
information but often it cannot. Additionally even in
cases where the enhancement is clearly a cloud, the
location where the cloud starts and stops in the lidar
profile is not uniquely defined. For example, even the
well-established cloud descriptor, “cloud base” has to
be carefully examined in the context of lidar measure-
ments since one has to define the specific magnitude
of the enhancement taken as the onset of the cloud.
The smaller the magnitude of the enhancement chosen
by the investigator, the higher the frequency of detec-
tion of dilute clouds.

This important issue of cloud terminology and the
need for improved descriptors and terminologies has
recently been addressed by Makin and Minervin
(1993). In their paper the authors point out the many
existing discrepancies between the current terms and
definitions used for the description of clouds based on
visual, radar, lidar, and in situ sampling measurements.
Several lidar papers have addressed some of these is-
sues, but to date there is no generally accepted termi-
nology in place. (Pal et al. 1992; Carswell et al. 1994;
Eberhard 1986). One of the goals of the present in-
vestigation is to address such issues.

From lidar cloud studies to date, however, a number
of points are clear. With the appropriate equipment,
lidar can detect virtually all of the very dilute clouds
in the atmosphere. At the other extreme it is found for
very dense clouds that lidar signals generally penetrate
only a few hundred meters at most. The determination
of cloud properties from the lidar signals is limited by
the restricted amount of information available, which
relates the lidar observables to the cloud properties.
Generally additional information from other (nonli-
dar) sources is required. Again, a variety of ways have
been used for obtaining this additional information.

In the ECLIPS program, lidar measurements have
been made of cloud physical properties (location, spa-
tial, and temporal extent ), as well as their optical prop-
erties (extinction coefficient, optical depth, and polar-
ization properties). In general, the physical properties
are easier to handle since they only involve locating
the regions of lidar signal enhancements in space and
time with virtually no additional information required.
In an earlier paper (Carswell et al. 1994) we have pre-
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sented a summary of our ECLIPS data on some of the
cloud physical parameters.

The optical parameters are somewhat more difficult
to handle because to obtain them it is necessary to
solve or invert the lidar equation (Fernald et al. 1972;
Klett 1981), which generally requires the incorporation
of significant ancillary information. This paper sum-
marizes some of our measurements of the optical
properties of clouds observed in the two ECLIPS cam-
paigns.

In presenting these data, several points should be
stressed. The derivation of the optical properties in-
cludes the limitations mentioned above. There is a large
component of the more tenuous clouds simply because
many more of these are detected in our lidar returns;
at present there is no basis on which to reject them.
The detection thresholds are low, and many dilute
scattering layers are seen throughout the atmosphere.
These are all included. There is also a modest bias
against very dense clouds since the lidar is not able to
operate in precipitation nor can it penetrate the very
dense clouds. This bias is, however, not large since in
fact during the ECLIPS campaigns at Toronto relatively
few such cases were encountered. The optical properties
of the nonpenetrated clouds are not included here. To
investigate the effect of this bias, they are being analyzed
and presented separately. It is also acknowledged that
the work presented here involves a limited dataset col-
lected at a single location during the two ECLIPS cam-
paigns (phase 1: September—October 1989; phase 2:
June-July 1991). As a result, the statistical properties
presented cannot be taken as being widely represen-
tative of general cloud behavior. These pilot study data
do, however, exemplify the useful information that can
be obtained from extensive time series of lidar mea-
surements of clouds.

2. Lidar system and measurement method

A 20-Hz 1.2-J doubled Nd:YAG laser transmitter
with linearly polarized output at 1064 and 532 nm was
utilized for these measurements (Carswell et al. 1991).
It is a fixed, vertically pointing system with a receiver
having dual-polarization measurement capabilities at
both wavelengths. For the measurements reported here,
only the 532-nm radiation was used. The backscatter
signals polarized parallel and perpendicular to the
transmitted polarization for 532 nm were received by
photomultipliers (PMT) coupled to a photon-counting
system. Line-of-sight spatial resolution was 75 m. A
full overlap of the transmitted pulse with the receiver
field of view (transceiver overlap) takes place at an
altitude of 825 m, and in the present analysis only
clouds above this altitude have been included. Typi-
cally, the lidar fires continuously during a 3-h period
centered on the satellite overpass time. The returns are
hardware averaged for a 15-s interval (300 shots), then
captured and stored by the data system (a dedicated
PC coupled via Ethernet to a SUN system).
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The ECLIPS data protocol required 10-min averages
of the cloud parameters. Since a cloud generally ex-
hibits discontinuities during a 3-h lidar run, the con-
tiguous 10-min averaging periods could include clear-
sky lidar returns, artificially affecting the averages of
cloud parameters. To avoid this, a data analysis algo-
rithm (Pal et al. 1992) was developed that automati-
cally recorded the cloud parameters as they evolved.
An averaging time interval was initiated at the first
profile registering the presence of a cloud and continued
for 10 min if the cloud was continuous. The next av-
eraging interval was initiated at the next profile, and
so on. When the cloud showed discontinuity in a given
interval, the averaging interval was discontinued, ren-
dering an interval shorter than 10 min. The restart of
the next interval after the discontinuity was again ini-
tiated as soon as the lidar profile showed the presence
of cloud. For each successive time interval within a 3-
h run, the analysis provided average values of the cloud
parameters.

The retrieval of the optical properties involved sev-
eral steps. First, for each time interval the altitude pro-
files of the extinction coefficient were derived from the
averaged backscatter profiles (in the manner described
in the next section). These profiles were integrated
throughout each cloud layer to provide the total optical
depth of the layer. This optical depth was then divided
by the geometrical thickness of the layer to obtain the
average extinction coefficient of the layer. Finally, these
average values of the extinction coefficient and optical
depth for all cloud layers recorded during each ECLIPS
phase were averaged to derive the overall statistical
summary of the cloud optical properties during the
ECLIPS campaigns.

3. Cloud extinction and optical depth

There has been considerable discussion on the sub-
ject of retrieval of the cloud extinction coefficient o
from lidar returns (Fernald et al. 1972 and the refer-
ences therein ). This discussion was renewed when Klett
(1981) published a paper pointing out that a backward
solution starting from the far end of the return provided
a more stable solution. The accuracy of this retrieval
depends on several factors, such as the far-end bound-
ary value; the magnitude of the cloud extinction, that
is, the overall cloud optical depth; the signal strengths
below and above the cloud; the cloud location and ge-
ometry; and whether the inversion procedure utilizes
a calibrated (Fernald 1984) or uncalibrated lidar. De-
.pending on these factors, the accuracy of the resultant
extinction coefficient profile and the derived optical
depth values can range from a few percent to a factor
of 2. However, with care this “Klett” or “far end” in-
version method can provide useful quantitative ex-
tinction information on clouds. The Klett procedure
at present, in one form or another, is the most widely
used lidar inversion method for determining the optical
properties of clouds (Morandi 1992).
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Other lidar approaches can be used to obtain infor-
mation on cloud optical properties. The high spectral
resolution lidar (HSRL ) technique of Grund and Elor-
anta (1990) does not depend on the Klett procedure.
The Raman lidar technique also provides cloud ex-
tinction with good accuracy. It has been used by one
of the ECLIPS lidar groups (Ansmann et al. 1992).

‘However, these techniques require special features not

yet incorporated in most lidars and have to date not
been widely applied.

The ECLIPS participants have devoted considerable
effort to the examination of ¢ retrieval methods and
have agreed to adopt the procedure most suitable to
the particular measurement scenario of each group.
The consensus has been that the far-end Klett (1981)
retrieval procedure provides the best possible results
attainable with the participating lidars. A joint publi-
cation (Platt et al. 1994) by the ECLIPS participants
provides more details of the ¢ retrieval procedures.

At our site we have adopted the Klett procedure
with the far-end boundary values o/ taken in the am-
bient atmosphere above the highest cloud. These far-
end reference altitudes r, were generally taken as 12
km in phase 1 and 14 km in phase 2. In a few cases
where the cloud tops reached higher than these values,
oy was chosen at the top of the cloud. With our high-
power lidar system it was possible in most cases to
obtain good signal-to-noise ratios at these altitudes
above the clouds. The o value at r,is essentially the
sum of extinction due to the molecular atmosphere o
(Rayleigh extinction) and the extinction due to aerosol
g,. When o, cannot be measured independently, it
could be assumed from an urban aerosol model such
as described by Shettle and Fenn (1979). However,
during both ECLIPS phases at 7,it was found that the
values of o; determined from radiosonde measure-
ments and o, calculated from the model atmosphere
were about the same. Thus, it was decided to take o
= 20y as determined from the radiosonde data.

For low-density clouds with good signal-to-noise
levels at ry, this procedure should produce good ex-
tinction profiles. For denser clouds, however, there is
only noise at r, and the inversion does not provide an
accurate ¢ profile. Since there is no way to quantita-
tively establish a better o, value within the cloud, we
have chosen to apply the same approach for all clouds.
In doing this we recognize that this will result in some
under representation of the clouds with high ¢ values.
However, as mentioned in our earlier paper (Carswell
et al. 1995), the dense clouds with no full lidar pulse
penetration only represented 18% in ECLIPS phase 1
and 7% in phase 2.

In the data analysis thus far, no attempt has been
made to specifically account for multiple scattering.
There have been a number of attempts made (Pal and
Carswell 1976; Platt 1973) to quantify the contribution
of multiple scattering in dense clouds, but these appear
to add little new information of value to the material
presented here.
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Generally the lidar signal used for far-end inversions
is the total backscattered lidar signal, Py = Py + Py
Here P, and P, are the lidar returns polarized parallel
and perpendicular to the transmitted linear polariza-
tion. We have found that the ¢ profiles obtained using
only P, are virtually identical to those obtained using
Pioa- This indicates that lidars providing only P, can
still be used for determination of ¢. It should be noted
that lidars with polarization capabilities can identify
the existence of horizontally oriented ice crystals by
their specular reflection (Platt et al. 1978). In such
instances care must be exercised before attempting to
apply any inversion routines. The normal procedure
of directing the lidar beam slightly off the vertical avoids
the enhanced specular return but does not facilitate
the inversion since much of the P, signal is lost by
specular reflection away from the receiver field of view.
In such instances lidar-derived cloud properties are
subject to substantial uncertainty. Very few such cases
were encountered in our ECLIPS measurements.

During a typical 10-min averaging period the lidar,
operating at 20 Hz, generated 12 000 backscatter pro-
files. These were averaged to provide a single ¢ profile
for that time interval that had a high signal-to-noise
ratio throughout the troposphere. The corresponding
cloud geometrical parameters—cloud-bottom height
ry, cloud-top height r,, and cloud geometrical thickness
A, = r, — ry—were retrieved by the automated algo-
rithm described by Pal et al. (1992).

When the o(r) profile and cloud geometrical param-
eters are available as in lidar measurements, the optical
depth 7 is simply determined from the expression

T = frt a(r)dr.

"y

(1)

In situations when multiple cloud layers were pres-
ent, the optical depth for each layer during each time
interval was calculated separately for each layer from
its ¢ profile and the corresponding cloud boundaries
ry and r,. The individual 7 values were then added to
determine a composite optical depth.

The average extinction coefficient o for the whole
layer was evaluated from

T

Ay’

o= (2)

The distribution of the & values with altitude was
then used to determine the height-dependent statistical
distribution of the extinction coefficient. This distri-
bution was then averaged over altitude interval (525
m here) to obtain an altitude-dependent average ex-
tinction coefficient (&) for the total ECLIPS dataset.

4. Measurements

Figure 1 presents a sample lidar return for a typical
averaging interval along with the corresponding sonde-
derived temperature profile. The altitude in all figures
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FIG. 1. Sample lidar returns (continuous curves) polarized parallel
(Py) and perpendicular (P, ) to the transmitted polarization with cor-
responding sonde-derived temperature T (°C) profile (dashed curve).

is above ground (Toronto MSL 186 m). The figure
shows both the parallel and perpendicular signals as
averaged over a time interval, which in this case was
only 5 min. In this instance the cloud exhibits three
separate layers with bases at altitudes of approximately
4, 6.5, and 10 km. At lower altitudes the aerosol near
the ground also shows evidence of some layered struc-
ture. The sonde profile indicates that the temperatures
between the bottom and top for the three cloud layers
ranged from —10° to —20°C, —30° to —45°C, and
—58° to —60°C, respectively.

The differences in the optical properties of these lay-
ers become more evident when the depolarization ratio,
0 = P, /P, and the ¢ profile are displayed as in Fig. 2.
The lower cloud layer with bottom at 4 km, bounded
by two inversions, was seen as a stable layer during the
3-h lidar run. The temperature range of —10° to —20°C
in this layer is consistent with the presence of ice crystal
plates (Sassen 1977, 1984; Platt et al. 1978), which
under stable conditions tend to align horizontally giving
very low depolarization. The peak depolarization ratio,
0 = P, /P, associated with this layer was found to be
only 0.08, as shown in Fig. 2 by the dotted curve.

The middle cloud layer with temperature ranging
from —30° to —45°C is expected to have a mixture of
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F1G. 2. Profiles of extinction coefficient ¢ for the data in Fig. 1
derived from P, (continuous curve) and P, + P, (dashed curve). The
corresponding Rayleigh extinction o, (dash~dot curve) and depolar-
ization ratio (dotted curve) are also presented.

columns, plates, and bullets or even some hexagonal
plates (Heymsfield and Platt 1984). The peak depo-
larization ratio for this layer was greater than 0.2 (Fig.
2). The top-layer temperature around —60°C would
produce mainly needles (Sassen 1977), giving higher
depolarization (& = 0.3) than the other two layers dis-
cussed above.

In Fig. 2 are shown the ¢ profiles derived from both
the P and the Py, lidar returns using the Klett in-
version algorithm. It is seen that the two ¢ profiles
generally match closely even in situations for which
the cloud layers have a quite sizeable P, component.
Since the transceiver overlap is at about 825-m altitude,
the retrieval cannot provide the o profile right to the
ground level. To include this part of the profile, it has
been assumed that there is a relatively well-mixed
boundary layer up to a few kilometers altitude. The ¢
profile from the ground level up to 825-m altitude near
the base of a dilute haze layer was derived from the ¢
scale height just above this layer.

The 6 and ¢ profiles show that the optical properties
of the three layers differ considerably from each other.
The 6 value associated with the lower layer is much
smaller than with the other two. On the other hand,
the o values associated with them are comparable. Such
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differing optical properties of clouds are frequently ob-
served in the lidar data and emphasize the need for
care when trying to obtain simple parameters for use
in cloud modeling.

Included in Fig. 2 is the profile of the Rayleigh ex-
tinction coefficient oy calculated from the radiosonde
data. It is apparent that the extinction profiles of the
cloud layers are superimposed on the background ex-
tinction profile due to the aerosol and the molecular
atmosphere. On this particular occasion the lower at-
mosphere contained a considerable amount of aerosol
since the ¢ values obtained were always appreciably
higher than the Rayleigh values oz. In Fig. 2 the ratio
o/ o varies from about 3.7 near the ground level to
about 1.5 at the higher altitudes in clearer atmospheric
regions. In many other situations the air below or above
clouds was observed to be virtually devoid of aerosol
to the extent that the inverted ¢ profile was found to
overlay the o profile.

The o profile of Fig. 2 to a large degree follows the
behavior of the backscatter signal profile of Fig. 1. The
three layers have peak ¢ values of 0.1-0.3 km™!. How-
ever, the total attenuation offered by the middle cloud
layer is considerably higher than the other two. Inte-
grating the ¢ profile over each layer gives a value of
the optical depth: 7 = 0.1 for the lower layer, 0.23 for
the middle layer, and 0.04 for the upper layer.

The time series of ¢ profiles such as shown in Fig.
2 have been used to develop a time-height field of ex-
tinction coefficient for the ECLIPS 3-h time periods.
A sample case is shown in Fig. 3. In Fig. 3a the lidar
signal intensity data (log plot) have been shown as a
16-level gray-scale time-height display. Figure 3b shows
the corresponding isoline plot (logo) of the derived
extinction values. At the top of Fig. 3 the approximate
horizontal extent (in kilometers) of the cloud was de-
rived from the average cloud wind speed for the upper
cirrus layer determined using the procedure described
by Pal et al. (1994). Time-lapse videography of the
clouds is routinely performed along with all lidar mea-
surements. In this procedure a visible cloud feature is
tracked, and the corresponding lidar-determined cloud
height is utilized to calculate cloud horizontal wind
speed and direction. Since the clouds at different heights
generally move with different speeds, the cloud length
scale on top of Fig. 3 applies only to the upper cirrus
cloud.

The data such as displayed in Fig. 3b demonstrate
the ability of lidar measurements to provide good
quantitative information on the detailed distribution
of the extinction coefficient in a cloudy atmosphere.
Such distributions have already been utilized in mod-
eling for the transport of infrared radiation (Barker et
al. 1993).

The ECLIPS lidar datasets spanned a total duration
of about 10 weeks in phase 1 and 6 in phase 2. During
these two time periods, data in the 3-h lidar runs were
accumulated (as 15-s average profiles) for a total of
over 91 hours in ECLIPS | and over 70 hours in
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FIG. 3. (a) Gray-scale plot of lidar signal (logP,) and (b) the isoline plot of ¢ for the data in (a). The approximate
cloud length (top scale) was determined from the lidar-derived average cloud wind for the cirrus layer.
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TABLE 1. ECLIPS observation periods. TABLE 2. Cloud-type summary.
Period observed  Days observed  Hours observed Cloudtype Cu  Sc St Ac As Ci  Cc Ran
ECLIPS 1 Sep-Oct 1989 37 91 ECLIPS 1 5 9 6 6 — 1 3 6
ECLIPS2  Jun-Jul 1991 22 70 ECLIPS 2 4 —_ = 8 2 8 — —

ECLIPS 2. The measurement times were selected to
match the overpass times of the satellites and were not
affected by any other considerations (other than the
occurrence of rain, which on six occasions in ECLIPS
1 necessitated the cancellation of the run). A variety
of cloud systems was observed in the two ECLIPS
phases. The cloud types and occurrence assigned to
these measurements based on the conventional visual
observations at the nearby meteorological station are
summarized in Tables 1 and 2.

Because of the substantial differences between the
visual and lidar cloud descriptors, no merit has been
found in trying to organize the lidar data in terms of
the visual cloud types. Thus no direct use of these des-
ignations is made in this paper. Clouds were registered

on about 51% of the profiles in ECLIPS 1 and about

57% in ECLIPS 2, rendering respectively about 11 200
and 9600 useful profiles in the two ECLIPS phases.
From these profiles average profiles (of up to 10 min
as discussed above ) were determined.

A 90-min sample dataset from a typical 3-h run is
shown in Fig. 4. Figure 4a shows a three-dimensional
plot of the extinction coefficient ¢ as a function of time
and altitude. Figure 4b shows the optical depth 7 values
obtained by integrating the extinction profile over the
cloud vertical extent. In Fig. 4b both the time-resolved
(15-s intervals) and the time-averaged (up to 10 min)
7 values are shown. As illustrated by these figures,
clouds as seen by lidar are highly variable structures
both spatially and temporally. Although the cloud of
Fig. 4 is quite dense, with ¢ values ranging up to over
6 km™! there is overall a very wide range of extinction
values within the fine structure of the cloud. Since the
lidar beam has a divergence of only 0.3 mrad, at the
altitudes of this cloud (say between 4 and 8 km) the
beamwidth is between about 1.2 and 2.4 m. At this
spatial resolution all clouds are found to be highly vari-
able, with many regions of quite low extinction. The
time-resolved 7 plot of Fig. 4b shows that there were
actually some small holes in the cloud where the optical
depth approached zero.

This high variability of clouds presents significant
problems in undertaking to determine the “average”

cloud properties. The averaging must be done in both.

space and time but only when the cloud is present. The
extinction coefficient ¢ is the time-averaged value over
the basic 10-min interval. Clearly this average o value
is considerably less than the peak values encountered
throughout the cloud. The profile of ¢ is integrated
vertically over the full cloud thickness to give the time-
averaged 7 value for the basic time interval [Eq. (1)].
The extinction coefficient, o, is the spatially averaged

extinction over the full vertical extent of the cloud.
This is determined by dividing the 7 value by the geo-
metrical thickness A,, [Eq. (2)]. Since this determi-
nation of ¢ depends on the average locations of the
bottom and top boundaries of the cloud, there will be
the unavoidable inclusion of some clear air regions near
cloud bottom and top where clouds show considerable
variability. The net result of this time and space av-
eraging therefore is a ¢ value for a cloud much lower
than the peak ¢ values associated with individual 15-
s profiles.

These final 7 and o values also depend upon the
threshold level chosen to designate the location of the
cloud boundary. The lower the threshold value, the
greater the cloud geometrical thickness, and as a result
the smaller the resultant ¢ value. The procedure used
in this data analysis has been described by Pal et al.
(1992). A five-point (375-m) running mean is applied

o thkm™)

40
Time (min)

FIG. 4. (a) Time-height o plot for a cloud showing high variability
of ¢ and (b) 7 variation for the data in (a). The solid curve through
the 7 spectrum provides the 10-min averages.
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to the lidar signal profile to smooth out any narrow
spikes in the signal. A cloud boundary is then defined
when the signal rises to a value greater than twice the
noise level of the ambient signal due to background
molecular and aerosol scattering. The value of this
threshold chosen is rather arbitrary, but it has been
kept low in these studies so as not to discard arbitrarily
any regions of enhanced scattering since there is no
basis upon which to do so at this time. It is interesting
to note that a similar threshold definition was used by
Kravets et al. (1979). This low threshold would capture
all layers of enhanced scattering above the ambient
aerosol and molecular level and would include sub-
visual clouds as defined by Sassen and Cho (1992).
Because of the great sensitivity and large dynamic range
of our lidar, the data presented here include a large
number of observations of clouds with very low optical
depths. All of these have been included in the statistical
summaries presented below.

When there are multiple layers simultaneously oc-
curring in the lidar profiles, such as in Fig. 1, the layer
designation and separation is determined as discussed
in Pal et al. (1992), and the 10-min averaging is per-
formed on each individual layer separately. When
multiple layers are present and the lower layer is too
dense to allow lidar penetration, the properties of the
upper layers cannot be determined. Similarly for any
nonpenetrated cloud layer it was not possible to de-
termine the optical properties with any useful accuracy.
Although r, could be determined, r,, A, and the far-
end boundary condition for the Klett inversion could
not. (In the ECLIPS campaigns reported here there
were surprisingly few cases of such nonpenetrated
clouds.) This introduces a bias in the statistics by re-
ducing the occurrence of dense clouds. In view of the
small number of such cases, however, this bias is not
that large and will be the subject of further investiga-
tions.

Figure 5 shows the distribution of average extinction
coeflicient ¢ as a function of cloud-bottom altitude for
each ECLIPS campaign. All clouds observed in the two
phases are included in this figure, In Figs. 5a and 5b
the data are shown in a scatterplot to indicate more
clearly the distribution of the data points. In Figs. 5¢
and 5d the same information is presented by spatially
averaging the points with a running mean using a height
interval of 525 m. This introduces a further campaign-
wide averaging to provide the quantity designated
(o). Also shown in Figs. 5c and 5d is the standard
deviation of the measured data points.

Quite high peak values in the profiles of ¢ associated
with lower dense clouds were often found. Because of
the averaging, however, values ¢ and (o) are much
lower even for such clouds as shown by the scatterplots.
This is due to the much larger occurrence of relatively
low values of ¢ encountered in a typical o profile. The
large standard deviations shown in these plots dem-
onstrates that in general, even with a relatively large
dataset, (o) has high variability due to the inherent

o
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FIG. 5. (a), (b) Scatterplots of the value of ¢ from each average
profile during ECLIPS phase 1 and 2. (c), (d) Corresponding seven-
point (525 m) running mean plots of () for the data in (a) and (b).
The continuous curve represents (7 ), and the dotted curve its stan-
dard deviation.

high variability of clouds in both time and space. From
the observations to date it appears that the standard
deviation in (¢ ) is generally of the same order of mag-
nitude as (7).

The data for each ECLIPS phase show different de-
tailed variations of extinction coefficient with altitude.
Although there is in Fig. 5 an overall trend for () to
decrease with increasing r,, there are wide fluctuations
about this trend. The low-level clouds below 2 km were
more frequent in ECLIPS 1 (the fall season) than in
ECLIPS 2 (the summer), and these exhibited consid-
erably higher extinction values in ECLIPS 1. The strong
peaks of significant enhancement in extinction values
shown in the figure are not statistically significant since
they are generally due to single occurrences in one or
two of the 3-h runs.

In view of the limited nature of the ECLIPS dataset,
it is not possible to draw firm conclusions from the
displays of Fig. 5. Many of the features arise from the
local meteorology and the seasonal differences between
the two phases. One apparent feature, the maximum
cloud heights observed, is associated with the differ-
ences in tropopause heights during the different seasons
of the two campaigns. The highest r, values recorded
in ECLIPS 1 were about 11 km, while in ECLIPS 2
the cloud bases extended up to about 14 km (with
cloud tops extending up to 16 km).

In cloud modeling, optical depths 7 rather than the
detailed o profiles are utilized. With this in mind the
ECLIPS data have also been used to provide a summary
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of the optical depths of the clouds observed. The fre-
quency distribution of 7 is the source of the probability
density function of 7, a useful quantity in cloud mod-
eling studies for radiative transfer calculations. Figure
6 summarizes for both ECLIPS phases the observed
optical depths for the three WMO (1975) altitude
classes (low: 0~2 km, middle: 2-7 km, and high: 5-13
km). In this figure the data are shown as histograms
of the frequency of occurrence [p(7) X 100] of the
optical depth 7 in increments of 0.1. From the plots it
is apparent that all of the distributions show an in-
creasing probability of occurrence for smaller optical
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depths. In ECLIPS 1 the high clouds showed the highest
occurrence of very small 7 values, with the lower clouds
having significantly larger values. For ECLIPS 2, how-
ever, all of the clouds had substantially smaller optical
depths.

The density function of 7, p(7), that relates to the
cloud-layer transmittance can be expressed as (Barker
et al. 1993)

(3)
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FIG. 6. Frequency distribution of optical depth 7 for low, middie,
and high clouds for each ECLIPS phase.
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FiG. 7. Frequency distribution (histograms) of ¢ and 7 for all clouds in both ECLIPS phases.
The continuous curve represents the functional form derived from Eqg. (3).

where

T= J:O p(7)d7r 4)

is determined from the lidar-measured + and its nor-
malized frequency distribution p(7). The 7 values for
the ECLIPS data derived using Eq. (4) are also given
in Fig. 6 for the corresponding cloud categories. The
lidar data of Fig. 6 have also been used to fit the func-
tional form of Eq. (3). These functions for both
ECLIPS phases and for all three categories of clouds
are shown by the thin curves superimposed on the cor-
responding histograms.

The extent to which a functional form is useful in
model calculations depends upon how well it represents
the measurements. The values of the correlation coef-
ficients between the Fig. 6 data and the fitted p curves
ranged from 0.7 to 0.92 for different cloud categories
in the two ECLIPS phases. In an earlier study, (Barker
et al. 1993) individual cirrus cases from ECLIPS 1 had
been shown to be well represented by the functional
form of Eq. (3). Although based on a limited dataset,
this analysis illustrates the potential of lidar to derive
functional forms of cloud optical and geometrical pa-

rameters for model calculations. Although the lidar-
derived optical depth is not reliable for low and dense
clouds as discussed above, the optical depth determi-
nation for cirrus clouds is more accurate than from
other techniques.

Figure 7 gives an overall summary of the frequency
distribution of the average extinction coefficient values
(@) (on the left) and 7 values (on the right) observed
for both of the ECLIPS phases. The 7 values for
ECLIPS 1 and 2, 0.905 and 0.362, respectively, are
also given on the 7 plots. The same trend as in Fig. 5
is seen with small ¢ and 7 values being the most prev-
alent. For the 7 histograms in Fig. 7 the correlation
coeflicients between p(7) and p(7) are 0.805 and 0.742,
respectively, again showing only moderate correlation
with the functional form of Eq. (3).

5. Discussion and conclusions

There have been numerous reports in the published
literature of lidar measurements of cloud extinction
coefficients and optical depths. These have generally
documented new retrieval methodology or observa-
tions for specific cloud studies. There have also been
a number of attempts to relate lidar-derived optical
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parameters with other meteorological parameters and
with satellite cloud measurements (Platt et al. 1980;
Platt et al. 1987; Sassen et al. 1989). Prior to the
ECLIPS campaigns, the International Cirrus Experi-
ment (ICE) has reported a large number of lidar profiles
of cirrus optical parameters (Boesenberg et al. 1990).
However, to our knowledge, there are no lidar data in
the literature that provide a quantitative summary of
the statistical properties of cloud ¢ and 7 values as
available from ECLIPS. Not all data from the ECLIPS
participants have yet been published. However, the
work reported here and by Del Guasta et al. (1993)
and Carswell et al. (1995) clearly demonstrates the po-
tential of lidar for providing an important new body
of cloud information.

The two ECLIPS phases at Toronto show that the
values of extinction and optical depth are distributed
over a wide, continuous range of values. There is a
high occurrence of low extinction values below about
0.2 km™! and small optical depths (<0.1). This fre-
quent occurrence of low ¢ and 7 was found in both
ECLIPS seasons and for all cloud types. At least for
our location this indicates that in general clouds with
low attenuation occur quite often. This is an important
finding that can be attributed to the lidar technique.
Lidars can generally detect all scattering above the
background atmosphere very readily. They are thus
sensitive to the presence of extremely dilute cloud layers
that would not normally be detected by other mea-
surement methods. As a result, lidar observations can
be expected to include a large component of subvisual
clouds. These do in fact contribute significantly to the
optical properties of the atmosphere but have previ-
ously been rather poorly included in current analyses.

These observations also underscore the need for an
improved definition of what constitutes a cloud. As
pointed out above and by Mazin and Minerva (1993),
the concept of a “cloud” as widely used in meteoroloegy
has no clear quantitative definition. The cloud descrip-
tors currently in use are strongly dependent upon the
means of observation and the instrumentation used.
For lidar observations the values of the cloud param-
eters derived depend on the characteristics of the lidar
system. As discussed here, the signal-to-noise ratios in
the cloud region and the dynamic range of the lidar
will influence the measured values of the cloud param-
eters. Clearly this is not a satisfactory situation. This
also indicates that caution must be exercised when
comparing cloud data from different lidar groups since
in most cases the effects of the equipment on the re-
ported cloud parameters are not clear.

The data reported here show the frequent occurrence
of very dilute cloud structures (or cloud fragments?)
in the atmosphere. The observed ¢ and 7 values are so
low that these structures would not normally fit into
the category of clouds as specified by Deirmendjian
(1969). Their optical properties would be more con-
sistent with those of light hazes, fogs, hydrated con-
densation nuclei, or regions with dilute concentrations
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of ice crystals or other hydrometeors. These structures
occur very frequently, and the need for improved ob-
servations and descriptions of these structures is ap-
parent.

The limitations of lidar for probing dense water
clouds has also been indicated by the ECLIPS mea-
surements. As indicated above, lidar penetration is
generally limited to optical depths not much greater
than 5 or 6 depending upon the characteristics of the
system. This means that dense clouds cannot be quan-
titatively specified with lidar descriptors, although the
cloud-bottom height can virtually always be measured.
This leads to an underrepresention of optical data on
dense clouds in lidar datasets. In many instances, how-
ever, this bias in the data may not be large as was the .
case in the Toronto ECLIPS data. Although it is rec-
ognized that the observations presented here statisti-
cally underrepresent the more dense clouds, this is not
a major bias in the data. For whatever reason, there
were just relatively few high ¢, high 7 clouds at Toronto
during both ECLIPS phases. In addition, when they
occurred, it was usually easy to recognize them and
treat the data accordingly. As mentioned earlier, lidar
cannot accurately measure ¢ and 7 when clouds are
too dense for penetration by the beam. However, even
in this instance lidar would indicate a minimum value
of r, which would be relatively large. In our measure-
ments the number of such cases was small [typically
less than 10%-15%; Carswell et al. (1995)].

Rossow and Lacis (1990) have provided valuable
information on cloud properties and radiative effects
from satellite data. Their results show that for the visible
wavelength of 600 nm, the midlatitude global annual
mean 7 is about 13. This value is about an order of
magnitude larger than the lidar-derived average values
of 7 shown in Figs. 6 and 7. This large discrepancy
could arise from several sources. Their zonal means
include clouds over land and ocean; the oceans having
larger cloud cover with optical depths larger than for
clouds over land. The 7 retrieval method of Rossow
and Lacis has a threshold to include only 7 = 1.2. With
their system it would not be possible to detect the ma-
jority of clouds seen in the current lidar studies, thus
leading to a significant underrepresentation of low 7
clouds. They have suggested that about 10%-15% of
the 7 values rejected by their analysis represent actual
clouds, many of them optically thin cirrus. The ECLIPS
observations indicate that the occurrence of such op-
tically thin clouds is in fact much greater.

Although based on a limited dataset, observations
such as those shown here clearly indicate that the op-
tical properties of clouds are extremely complex and
are not at all well represented by the parameterizations
currently in use in GCM models. The ECLIPS data
demonstrate that lidar can provide important infor-
mation on cloud optical properties. A network of lidar
stations could generate valuable input to cloud param-
eterization. To build confidence in the value of such
statistical cloud information, it is essential to improve
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