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ABSTRACT

We report on measurements of drop size distributions (DSD) using collocated instruments (a Droplet Measurement Technologies, Inc., Meteorological Particle Spectrometer and a 2D-video disdrometer) from two locations with different rainfall climates (Greeley, Colorado, and Huntsville, Alabama, with measurements from the latter that include the outer rainbands of Hurricane Irma). The combination of the two instruments gives what we term as the “full” DSD spectra, the shape of which generally cannot be represented by the standard gamma model, but instead requires the additional flexibility of the generalized gamma model, which includes two shape parameters ($\mu$ and $c$). The double-moment normalization of DSDs using the third and fourth moments is used to arrive at the intrinsic shapes of the DSD with two shape parameters that are shown to capture simultaneously the drizzle mode as well as the precipitation mode, together with a “plateau” region between the two. The estimation of $\mu$ and $c$ is done with a global search using nonlinear least squares, and the error residuals are examined to check the sensitivity of the parameters to a preselected, allowed tolerance around the minimum error in the $\mu$, $c$ plane. This leads to a range of plausible fits for a given normalized DSD mainly governed by the $c$ parameter. The stability or invariance of the shape of the normalized DSDs from the two sites is examined, and on average the shapes are similar with some variability at the large normalized diameter end that is explained by the aforementioned range of plausible fits. Heuristic goodness-of-fit methods are described that demonstrate that the generalized gamma model outperforms the standard gamma model with only one shape parameter ($\mu$).

1. Introduction

Drop size distribution (DSD) data from two collocated disdrometers, a Droplet Measurement Technologies, Inc., Meteorological Particle Spectrometer (MPS) and a 2D-video disdrometer (2DVD), from measurement campaigns in Greeley, Colorado, and Huntsville, Alabama, have been reported in Thurai et al. (2017a). The DSD spectra in that study, obtained by combining data from the high-resolution (50 $\mu$m) MPS and the 170-$\mu$m-resolution 2DVD, showed 1) a drizzle mode for drop diameters of less than approximately 0.7 mm and 2) a precipitation mode starting around the 0.7–1-mm region and extending to larger sizes. It was fairly obvious that the standard gamma (SG) DSD model with a single shape parameter $\mu$ (e.g., Ulbrich 1983) could not fit the spectra simultaneously at the small and large drop ends, especially with a frequently observed “plateau” region between the ends (Abel and Boutle 2012). A more flexible model is the generalized gamma (GG) model with two shape parameters $\mu$ and $c$ that has been found to be useful in characterizing cloud droplet–to–raindrop spectra as well as being fundamentally relevant to size distributions of ice particles (Petty and Huang 2011; Field et al. 2005). This is mainly because power-law functions of drop diameter $D$ such as mass or mass flux also follow the GG model, whereas this is not true for the SG. Moreover, the GG reduces to exponential, SG, or Weibull distributions as special cases and as a limiting case to the lognormal distribution. Although the SG distribution is widely adopted in radar rainfall studies as well as in multimoment numerical schemes, some studies have shown via rigorous statistical (Kolmogorov–Smirnov) goodness-of-fit tests that around 50% or more of 1-min measured DSDs reject the SG model as a fit to the data (Ignaccolo and de Michele 2014; Adirosi et al. 2014). It is not clear why the rejection rate was so high, but it was possibly related to increasing sample sizes at higher rain rates when large drops were more frequent (i.e., heavy-tailed distributions). In fact, Ignaccolo and
It has been recognized for some time that the underlying shape of the DSD is revealed by normalization of \( N(D) \) by \( N_W \) (which is, to within a constant, equal to the ratio of rainwater content to \( D_m^5 \)), and scaling of \( D \) by the mass-weighted mean diameter \( D_m \) (Testud et al. 2001; Illingworth and Blackman 2002). The underlying shape can be denoted as \( h(x) \), where \( x = D/D_m \). If the DSD model is assumed to be SG, then \( h(x) \) is solely characterized by the one shape parameter \( \mu \). Lee et al. (2004) performed an important generalization termed as double-moment normalization of \( N(D) \) using any two moment pairs (e.g., third and fourth, or third and sixth, depending on the application). They assumed the DSD model to be GG, resulting in the underlying shape \( h(x) \) being characterized by the two shape parameters \( \mu \) and \( c \), which gives very good flexibility in simultaneously describing the drizzle mode, the plateau region, and the large-drop end or tail of the distribution.

Here, we adopt the general formulation given in Lee et al. (2004) with the normalization that is based on the third and fourth moments of \( N(D) \), which is relevant for studies of rain microphysics (Testud et al. 2001).

In a recent study, Raupach and Berne (2017a) used the approach of Lee et al. (2004), choosing the third and sixth moments for normalization. Using 2DVD and other disdrometers, they showed that the underlying shape \( h(x) \) of the double-moment normalized DSD was invariant through spatial displacement in stratiform rain and possibly for other rain types (e.g., convective). One caveat they mention is the inability of the disdrometers they used to accurately measure the small-drop concentrations and thus the underlying shape of the drizzle mode that controls the zeroth- and lower-order moments.

Our objectives are 1) to assess whether the GG model is sufficiently flexible to fit the DSD data obtained by MPS and 2DVD for a variety of rain rates in two widely different rainfall climates (Greeley and Huntsville, with the measurements from the latter including data from the outer bands of Hurricane Irma), 2) to examine the range of plausible GG fits for a given measured DSD, 3) to determine whether the double-moment normalization is sufficient to yield an underlying stable shape \([h(x)]\) of the DSD, and 4) to describe a heuristic approach to evaluating the goodness of fit of the GG relative to SG.

2. Data sources

Details of the two campaigns (Greeley and Huntsville) and instrumentation have been given in Thurai et al. (2017a); hence only a brief description is provided herein. The Greeley campaign took place from April to October of 2015. The MPS and the 2DVD were installed inside a 2/3-scale double-fence international reference (DFIR) wind shield (Rasmussen et al. 2012), together with an OTT Hydromet GmbH Pluvio weighing rain gauge (OTT Hydromet GmbH 2010). The CSU–CHILL S-band radar (Bringi et al. 2017), located 13 km from the site, was used to perform regular scans, including RHIs and sector scans over the disdrometer site (on targets of opportunity). A variety of events was recorded, ranging from very light stratiform rain to heavy convective rain.

The Huntsville campaign started in April of 2016 and is ongoing. The same MPS and 2DVD instruments were installed inside another 2/3-scale DFIR windshield at the University of Alabama, Huntsville (UAH), site. Routine scans from the C-band Advanced Radar for Meteorological and Operational Research (ARMOR; Petersen et al. 2007) provided useful information on the rain regimes associated with the recorded events.

The third-generation 2DVD used herein has been well studied and characterized (Schönhuber et al. 2008) and produces accurate DSD measurements for \( D > 0.7 \text{ mm} \). The MPS is a relatively new instrument with high resolution (50 \( \mu \text{m} \)) that is essentially a cloud-imaging probe designed as a disdrometer (Baumgardner et al. 2002). We refer to Thurai et al. (2017a) for processing details and technical specifications.

3. Generalized gamma model and examples

Testing of the generalized gamma model was done using the double-moment normalization of the DSD, following Eq. (43) in Lee et al. (2004). For convenience, the formulation is given below:

\[
N(D) = N_0' h_{GG(i,j,\mu,c)}(x),
\]

where

\[
N_0' = M_i^{(i+1)(j-1)} M_j^{(j+1)(i-1)},
\]

\[
D_m' = M_i^{(j-1)} M_j^{(i-1)},
\]

\[
h_{GG(i,j,\mu,c)}(x) = c \left[ \Gamma_i^{(i+j+\mu)(j+\mu)} \Gamma_j^{(i+j+\mu)(j+\mu)} x^{c \mu - 1} \right] \times \exp[-(\Gamma_i / \Gamma_j)^{c (i+j-\mu)} x^c],
\]

\[
\Gamma_i = \Gamma \left( \mu + \frac{i}{c} \right),
\]

\[
\Gamma_j = \Gamma \left( \mu + \frac{j}{c} \right), \quad \text{and}
\]

\[
x = (D/D_m').
\]
\(i = 3\) and \(j = 4\), but other moment pairs can be chosen depending on the application (Raupach and Berne 2017a). To be specific, \(N_0\) in Eq. (1) reduces to \(M_3/(D_0 m^4)\), where \(D_0 m\) is the mass-weighted mean diameter \(Dm\). The function \(h_{GG(i,j,m,c)}\), where \(x = D/D_m\), is basically the generalized gamma distribution (Auf der Maur 2001; Stacy 1962) with two shape parameters \(m\) and \(c\). For reference, the exponential shape is obtained by setting \(m = 1\) and \(c = 1\), and the standard gamma distribution is obtained by setting \(c = 1\). Under the latter condition, the \(\mu\) in \(h_{GG}(x)\) in Eq. (1) is different from the \(\mu\) used in the standard gamma model of Ulbrich (1983); that is, for the latter \(\mu \rightarrow \mu = 1\). To illustrate the flexibility of the GG to adapt to different shapes of \(N(D)\), Fig. 1 shows an example with \(N_0\) and \(D_m\) fixed, respectively, at 100 m\(^{-3}\) mm\(^{-1}\) and 1.5 mm. The four panels are for \(\mu = -0.5, 0, 1,\) and \(2\), and within each panel \(c\) varies from 1 to 4. Fixing \(N_0\) and \(D_m\) at the values given above is equivalent to setting the rainwater content to 0.265 g m\(^{-3}\) and \(D_m\) to 1.5 mm for each of the plotted \(N(D)\).

The method of estimating \(\mu\) and \(c\) follows that for estimating \(\mu\) for the gamma distribution (Testud et al. 2001; Bringi et al. 2003). In the latter, after normalization, the estimation of \(\mu\) becomes a single-parameter nonlinear fitting in which the sum of the squared difference between \(\log[h(x; c = 1)]\) and the logarithm of the double-moment normalized \(N(D)\) is minimized by searching for the optimal \(\mu\). The norm is based on logarithmic differences to avoid overweighting the large concentration of the tiny drops (Lee et al. 2004; Raupach and Berne 2017b). The same procedure is used herein, except that the measured DSD spectra used as input to the fitting procedure were constructed by utilizing the corresponding MPS-based \(N(D)\) measurements for \(0.15 < D \leq 1.2\) mm and the 2DVD-based DSD measurements for \(D > 1.2\) mm, where the averaging window is set to 3 min (which is a compromise between reducing sampling fluctuations and retaining the physical variations, especially in convective rain). Thus, the composite \(N(D)\) is normalized by \(N_0\) and, as before, \(x = D/D_m\), and \(h_{GG(i,j,m,c)}\) is a function of \(x\). The optimal values of \(\mu\) and \(c\) are obtained by minimizing
the sum of squared difference between $\log h_{GG}$ and the logarithm of the double-moment normalized composite $N(D)$.

### a. Example from Greeley

The first example is from an event that occurred on 23 May 2015 in Greeley. The Pluvio gauge measurements are shown in Fig. 2a. Rainfall rate reached nearly 60 mm h$^{-1}$ around 2043 UTC, with radar data showing multicellular storm structure with high-reflectivity cells (>55 dBZ), one of which traversed the instrumented site (Thurai et al. 2016). The 3-min-averaged DSD around this time, both from the MPS and the 2DVD, are shown in Fig. 2b for the entire size range. The MPS data are plotted up to 3 mm, that is, the upper limit of its measurement interval. Around the $D = 1.5$ mm size range, the two instruments are in close agreement. Big drops were recorded by the 2DVD, which is not surprising given the high rain rates; the MPS records large numbers of small drops, which may be referred to as the drizzle mode ($D < 0.7$ mm). The source of such drizzle drops is uncertain, but it is conceivable that they were a result of collisionally forced drop breakup in the intense rain shaft (D’Adderio et al. 2015). The GG fitted curve using the “composite” DSD resembles the modeled equilibrium DSD shape (McFarquhar 2004; Straub et al. 2010) and is shown as a red line with $N'_0$, $D'_m$, $\mu$, and $c$ values of 131 mm$^{-2}$ m$^{-3}$, 2.45 mm, $-0.28$, and $5.82$, respectively. Note that the $h_{GG}(x)$ in Eq. (1) when interpreted as a probability distribution function (pdf) does not allow for negative $\mu$ or $c$ but that for the purposes of numerical fitting this is not a restriction.

Figure 2c shows the DSD measurements during a low-rainfall-rate period ($\sim 2.5$ mm h$^{-1}$) along with the fitted curve, which is shown as a red line and has $N'_0$, $D'_m$, $\mu$, and $c$ values of 478, 0.91, 0.09, and 3.32, respectively. The
drizzle mode is also evident for $D < 0.7$ mm (but is much less pronounced).

b. Example from Huntsville

The second example is from Huntsville on 30 November 2016 during a rain event with a leading convective line followed by trailing stratiform precipitation that passed over the disdrometer site at around 1100 UTC. Figure 3a shows the rain rate from 2DVD as a time series, with high rain rates of approximately 32 mm h$^{-1}$ characterizing the leading convection and rain rates of 5 mm h$^{-1}$ for the trailing stratiform precipitation.

Figures 3b and 3c show examples of the measured DSD along with the fitted curve for the leading convection and the trailing stratiform precipitation, respectively. The convective example shows again large concentration of drizzle sized drops from MPS, whereas the 2DVD shows the characteristic fall off for $D < 0.5$ mm. The stratiform DSD also shows the drizzle mode (which is much less pronounced) and appears to be nonexponential, similar to Fig. 2c. The GG fitted curve is shown as red line with $N_0'$, $D_m'$, $\mu$, and $c$ values of 85.1, 2.25, −0.3, and 4.3, respectively, for convection and 170, 1.26, 0.08, and 2.7 for the stratiform case. Note that the fitted $c$ values are very different from 1, highlighting that the standard gamma model is not an optimal fit in these examples (as is also true for the Greeley cases illustrated in Fig. 2).

4. Error residuals

Unlike fitting the double-moment normalized DSD to the gamma model, which involves only a single parameter ($\mu$) minimization as described in Testud et al. (2001) or Bringi et al. (2003), the GG fit involves two shape parameters, $\mu$ and $c$. Since a priori values of $\mu$ and $c$ are not generally known, a global minimization procedure was implemented over the range ($-2 < \mu < 2; 0 < c < 6$), and the sum of error residuals (SER) is plotted as in Figs. 4a and 4b for two DSD examples (the corresponding DSDs are shown in Figs. 4c and 4d). The location of the optimal $\mu$ and $c$ pair corresponding to the
minimum value of SER is shown as a red plus sign. Highlighted in cyan is the area where SER is within 10% of the minimum SER. Although the cyan areas in the two examples span only a very limited range of $c$ values, the $c$ values in those areas extend over a larger range (from 2 to 4 in Fig. 4a and over an even larger range in Fig. 4b, extending from 2 to 6). This result is not unexpected, because, as shown in Fig. 1a, when $\mu$ is around $-0.5$ the curves become mostly insensitive to $c$ except near the tail of the distribution.

Figures 4c and 4d show the measured DSD, the optimal GG fit, and the range of plausible fits the SER of which is within 10% of the minimum SER [see, also, McFarquhar et al. (2015)]. In Fig. 4c (stratiform example), the plausible fit range or “flare” occurs at both the small-drop end and the large-drop end, whereas in Fig. 4d (convective example), the flare occurs only at the large-drop end (but only for $D > D_{\text{max}}$, where $D_{\text{max}}$ is the maximum size measured: 3.5 mm in Fig. 4c and 4.6 mm in Fig. 4d). For the medium-sized drops, the effect is hardly noticeable.

5. Double-moment normalized DSD shape

The choice of third and fourth moments for normalizing the DSD was described by Testud et al. (2001) as leading to remarkable stability in the shape of the normalized DSD, that is, the shape underlying $N(D)/N_0^* \text{ versus } D/D_m$, referred to as $h(x)$. In particular they emphasized that the function $h(x)$ in $N(D) = N_0^* h(x)$, where $x = D/D_m$, while exhibiting stability in shape, did not fit any one of the exponential, gamma, or lognormal forms. Lee et al. (2004) as well as Raupach and Berne
(2017a) showed that the shape of the double-moment normalized DSD is stable, especially for stratiform rain.

Figure 5a shows two examples in which \( N(D)/N_0 \) is plotted against \( D/D_m \). The Greeley event is the same example as in Fig. 2, which includes the high-rainfall-rate period. The Huntsville event, in purple, represents the DSDs during the stratiform-rain period that occurred on 11 April 2016, with rainfall rates ranging from 1 to 4 mm h\(^{-1}\). The normalized DSDs show stable shapes, in particular in the central part of the normalized size range, that is, \( 0.8 < D/D_m < 1.6 \). More scatter is evident for \( D/D_m < 0.5 \) (Huntsville stratiform) and \( D/D_m > 1.6 \) (Greeley convective). Figure 5b shows the GG fits to the normalized DSDs shown in Fig. 5a where, as expected, similar variability is seen. To illustrate that the increased scatter for \( D/D_m > 1.6 \) could be due to the range of plausible fits within 10% of the SER, in Fig. 5c we show an example of the double-moment normalized DSD, the optimized GG fit, as well as the range of plausible fits within 10% of the lowest SER (similar to Fig. 4d). It is clear that some of the spread for \( D/D_m \) at the large end could be attributed to the range of plausible fits.

6. Standard gamma versus generalized gamma fits

As noted earlier in section 3, the GG reduces to the SG model when \( c \) is fixed at 1. Also, referring back to Fig. 4, we note that the region of plausible values of \( \mu \) and \( c \) shown in cyan is well separated from the \( c = 1 \) line for the two illustrative DSD examples. One would therefore expect the fitted SG model to be less representative of the shape of the DSDs than the corresponding GG fit. One example is shown in Fig. 6 that corresponds to the DSD shown earlier in Fig. 2b. The comparison clearly illustrates the limitation of fixing \( c \) at 1.

For more statistical comparisons between the GG and SG fits, 99 (3-min) DSD spectra were used with rainfall rates ranging from 0.1 to 60 mm h\(^{-1}\) and \( D_m \) values from 0.7 to 2.8 mm. These spectra were selected from the following five events, which had episodes of stratiform and convective rain types:

1) 17 April 2015: Greeley,
2) 23 May 2015: Greeley (see also Thurai et al. 2017b),
3) 10 August 2015: Greeley,
4) 11 April 2016: Huntsville, and
5) 30 November 2016: Huntsville (during a nonhail period).

We use the normalized bias (NB) and the Nash–Sutcliffe (NS) model efficiency coefficients (Nash and Sutcliffe 1970) as measures of the goodness of fit, respectively given by

\[
\text{NB} = \frac{\text{mean}(Y - X)}{\text{mean}(X)}
\]

and

\[
\text{NS} = 1 - \frac{\text{sum}(Y - X)^2}{\text{sum}(X - \overline{X})^2},
\]
where \( X \) represents the data array, \( Y \) represents those from the fitted curves, and \( \bar{X} \) represents the mean value of \( X \). When calculating NB and NS in terms of moments, the \( X \) and \( Y \) will become the set \( M_0, \ldots, M_7 \) computed from the data and the fits, respectively. When calculating NB and NS in terms of drop diameters, the \( X \) and \( Y \) will be \( \log_{10}[N(D)] \) from the data and the fits, respectively. Whereas NB is one of the well-known statistical metrics used in the evaluation of bias, NS is a measure of how well a model fits the data about the 1:1 line. It is more suitable for goodness-of-fit applications as opposed to the Pearson correlation coefficient.

Table 1 shows the NB and NS values for all of the moments from \( M_0 \) to \( M_7 \) for GG and SG. For \( M_1, M_3, M_5, M_6, \) and \( M_7 \), the NB values are significantly lower for GG than for SG. For other moments, notably \( M_0 \) (the total number of drops), the NB values are similar. For NS, the higher-order moments (\( M_5 \) and larger) show values that are closer to 1 for the GG case when compared with SG. Note also that in general NS reduces for the higher-order moments and NB increases. If one excludes \( M_5-M_7 \), the NS values for the GG and SG fits are fairly close for the other moments. Overall, the GG in terms of Nash–Sutcliffe goodness-of-fit criteria outperforms the SG fit for \( M_5-M_7 \).

Another goodness-of-fit criterion is considered next that looks at the deviations between the data and the fit on a size-resolved basis. Figures 7a and 7b show, respectively, the values of NB and NS for various drop diameters, ranging from 0.125 to 4.5 mm, with a diameter interval of 0.5 mm. The results demonstrate the better performance achieved by GG, in terms of both NB and NS. This is particularly the case for the large \( (D > 2.75 \text{ mm}) \) and small \( (D < 0.75 \text{ mm}) \) drop diameters, demonstrating that GG is able to better capture the “tail end” as well as the submillimeter range of the measured DSD spectra. It is clear that the size-resolved comparisons of NB and NS for the two fits show the superiority of the GG fit over the SG fit in a more convincing manner than the comparisons of moments.

The two panels in Fig. 8 further demonstrate the better performance of GG fits when compared with SG fits on the basis of the mass-weighted mean diameter (or \( D_m \), which is equal to the ratio of \( M_4 \) to \( M_3 \)) and the standard deviation of the mass spectrum [\( \sigma_M \), defined in Haddad et al. (1996) or Ulbrich and Atlas (1998)]. Figure 8a shows the scatterplot of \( D_m \) values from the fitted curves versus \( D_m \) values from the raw data for GG fits (in black) and SG fits (in red). Figure 8b shows the corresponding comparisons for \( \sigma_M \). Comparisons in terms of \( D_m \) show similar performance between GG and SG with identical values of both NB (0.076) and NS (0.88), which is to be expected since \( D_m \) is the ratio of fourth to third moments and the double-moment normalization involves \( M_3 \) and \( M_4 \) for both GG and SG. For \( \sigma_M \) (which involves \( M_5 \) also), the GG fit clearly outperforms the SG fit in terms of both NB and NS, with the NB and NS values for GG being 0.14 and 0.35, respectively, and the corresponding values for SG being NB = 0.59 and NS = −0.37. Note that the negative NS value for the SG fit is due to a relatively high systematic offset from the 1:1 line.

7. Outer bands of Hurricane Irma

On 11–12 September 2017, the outer rainbands of Hurricane Irma produced rainfall for more than 8 h over the MPS and 2DVD site in Huntsville. This provided a unique opportunity to compare the DSD characteristics of a hurricane with a more typical event consisting of stratiform rain with embedded convection that occurred on 11 April 2016 in Huntsville (as described in sections 4c and 4d of Thurai et al. 2017a).

Two examples of 3-min composite DSDs constructed from MPS and 2DVD measurements are shown in Figs. 9a and 9b in green, along with their fitted GG
model in red (the rain rates are 7.5 and 6 mm h\(^{-1}\), respectively). The composite DSDs show good continuity between the MPS and 2DVD near 1.2 mm (recall that MPS is used for sizes of less than 1.2 mm, whereas 2DVD is used for larger sizes), even under the strong wind/gust conditions of the hurricane. The GG fitted curves can be seen to represent the measured data very well. Figures 9c and 9d show the variation of two main parameters governing the DSDs (namely, \(N_0'\) and \(D_m'\)) with rainfall rate. The Irma data are shown in purple (80 three-minute-averaged DSDs from 0000 to 0400 UTC 12 September 2017), and another more typical event from 11 April 2016 (2300–0000 UTC) is shown in orange. The features of \(D_m'\) being nearly constant with rainfall rate \(R\) and \(N_0'\) increasing with \(R\) clearly indicate that the DSDs for the Irma bands are number controlled, whereas the other (more typical) event is size controlled; that is, \(D_m\) is increasing with \(R\) and \(N_0\) is decreasing with \(R\) [the descriptors “number controlled” and “size controlled” are described in Steiner et al. (2004)]. The number-controlled DSDs are generally characteristic of equilibrium-like DSDs (e.g., Straub et al. 2010), whereas the size-controlled DSDs are typical of Marshall–Palmer exponential DSDs.

Figure 10 compares the normalized shapes \([h(x)]\) from Irma and the 11 April 2016 event. The shape stability is indeed remarkable considering the aforementioned differences of number-controlled versus size-controlled DSDs. In essence, the variability of the DSD can be largely ascribed to the variability in \(N_0'\) and \(D_m'\) as shown in Fig. 9, with the intrinsic shape \(h(x)\) being stable on average. It follows that polarimetric radar retrieval of the two reference moments along with knowledge of \(h(x)\) (Raupach and Berne 2017b) can be used to retrieve lower-order moments \((M_0–M_3)\). The implications are profound, because this result affords a pathway for future data assimilation of polarimetric radar retrievals into sophisticated multimoment microphysical schemes (Szyrmer et al. 2005).

Figures 11a and 11b show the variation of the GG fitted parameters \(\mu\) and \(c\) with \(D_m'\) from Irma (black) superimposed onto 2440 samples of fitted 1-min DSDs, shown as a 2D frequency-of-occurrence color plot, from other events in Huntsville. In both cases, neither \(\mu\) nor \(c\)
shows any correlated variation with $D_0$, which is not surprising considering that $\mu$ and $c$ are estimated after normalizing the DSD. Thus, diagnosing $\mu$ as a function of DSD parameters within the SG assumption cannot be used as a constraint (Zhang et al. 2003; Milbrandt and Yau 2005).

Histograms of $c$ and $\mu$ are compared between the Irma data and the other events in Figs. 11c and 11d, respectively. In both panels, we see remarkable similarity between the shapes of the two histograms, with the modal values of $\mu$ and $c$ being respectively $-0.3$ and $2.5$. The positive skewness in the $c$ histogram is likely related to the discussion in section 4 on the possible range of plausible fit values. Also, note that the values of the fitted $c$ parameter are, very often, not close to 1; that is, the standard gamma value of $c = 1$ is not the most probable value. Instead the mode is very close to $c = 2.5$. In fact, only 3.2% of the samples had their fitted $c$ values in the range 0.9–1.1, and only 6.4% had their fitted $c$ values in the range 0.8–1.2. Table 2 summarizes the percentage of cases for which the fitted $c$ values were in the range around $c = 1$ with widening bins. The top row shows that only 0.2% of the DSDs had optimized $c$ values in the range 0.99–1.01, whereas the last row shows that 33% of the DSDs had $c$ values in the range 0–2. Judging from our plausible fits considered earlier, even if the tolerance were set at $\pm 0.5$ (i.e., $c = 0.5–1.5$), the percentage of cases is only 17%. Therefore, on the basis of an analysis of 2448 one-minute-averaged normalized DSDs we conclude that the generalized gamma provides a better fit relative to the standard gamma.

**Fig. 9.** Examples of 3-min DSD measurements (green line) at (a) 0212 and (b) 0312 UTC 12 Sep 2017 during the Irma event at UAH, with their GG fitted curves (red line). Also shown are the variation of two main DSD parameters [(c) $D_0$ and (d) $N_0$] with rain rate for the Irma event (green) in comparison with a more typical event (purple).
8. Discussion and conclusions

There have been relatively few ground-based measurements of the full DSD spectrum reported in the literature, covering the entire size range from drizzle to precipitation sizes. In addition, double-moment normalization has been used relatively infrequently, the notable exception being Testud et al. (2001) who reported on airborne data from oceanic, warm rain clouds. They noted remarkable stability of the normalized shapes of the DSD [what we refer to as the function $h(x)$ here] but noted that none of each of the exponential, standard gamma, or lognormal models were suitable (they did not consider the generalized gamma model). They recommended averaging the $h(x)$ after double-moment normalization to determine the underlying intrinsic shape of the DSDs as opposed to averaging $N(D)$ from discrete rain-rate intervals. In addition, they comment that $h(x)$ could be any suitable function, even a nonparametric one, and not necessarily a pdf as such. Here we use $h(x)$, without averaging, from two widely different rain events from two very different rainfall climates to illustrate good overlap, in particular in the central part of the normalized size range, that is, $0.8 < x = D/D'_m < 1.6$. More scatter was evident for $D/D'_m < 0.5$ (Huntsville stratiform precipitation) and for $D/D'_m > 1.6$ (Greeley convective precipitation). There was also very good overlap with $h(x)$ from the outer rainbands of Hurricane Irma, the DSDs of which were number controlled; that is, $D'_m$ is nearly constant with

![Normalized DSDs for the outer bands of Irma (green) in comparison with the 11 Apr 2016 event from 2300 UTC to 0000 UTC the next day (purple).](image1)

![Variation of (a) $c$ and (b) $\mu$ with $D'_m$ for the Irma outer bands (black marks) in comparison with other events plotted as 2D frequency of occurrence, with the color scale representing the logarithm of the number of cases; Also shown are (c),(d) their respective corresponding histograms in terms of percentage probability. The magenta dashed line in (c) represents the standard gamma $c = 1$.](image2)
increasing $R$ while $N_0$ increases with $R$. The implications of an invariant $h(x)$ are profound since radar-based retrievals of two moments ($M_2$ and $M_3$) using horizontal reflectivity $Z_\text{h}$, differential reflectivity $Z_\text{dp}$, and specific differential phase $K_\text{dp}$ are sufficient, in principle, to characterize the DSD (in particular, the lower-order moments), as demonstrated by Raupach and Berne (2017b). One caveat is that $h(x)$ has to be obtained from disdrometers that can measure the full DSD spectrum as shown herein.

The generalized gamma has not been commonly used in the radar remote sensing community because the pdf of drop sizes when $N(D)$ is written in the form $N(D) = N_T \times \text{pdf}(D)$, where $N_T$ is the total number of drops, is more complex, with three parameters (two shape parameters $\mu$ and $c$ and a slope parameter $\Lambda$), whereas the standard gamma pdf has only two parameters ($\mu$ and $\Lambda$). To demonstrate that the GG provided a better fit to the DSDs as compared with SG, several heuristic methods that are based on normalized bias and Nash–Sutcliffe coefficient between measured and fitted $N(D)$ were used: 1) moments 0–7, 2) $D_m$ and $\sigma_M$, and 3) size-resolved deviations. Taken together, our heuristic goodness-of-fit criteria showed that GG outperformed the SG fit. This result was also verified by using a much larger dataset of 2440 one-minute-averaged DSD samples that were fitted using the two shape parameters $\mu$ and $c$. Histograms of $c$ showed that the modal value was close to 2.5 as opposed to <10% of the samples having $c$ values in the range 0.7–1.3, with $c = 1$ representing the standard gamma fit. This goodness-of-fit criterion showed that the standard gamma form with the one shape parameter $\mu$ is not sufficient to represent measured DSDs over the entire size range with the high fidelity that is afforded by the generalized gamma form.

Measuring the entire DSD using the high-resolution (50 $\mu$m) MPS and moderate-resolution (170 $\mu$m) 2DVD instruments and using the double-moment normalization has clearly shown that the generalized gamma model is sufficiently flexible to characterize simultaneously the shape of the drizzle mode at the small-drop end ($D < 0.7$ mm) as well as the precipitation mode at the moderate-to-large end along with the frequently observed plateau region between the extremes, similar to the equilibrium shape modeled by McFarquhar (2004; see his Fig. 15). As emphasized by Lee et al. (2004) and later by Raupach and Berne (2017a), the generalized gamma model is sufficiently flexible “to describe the observed shapes of DSDs” and “provides a convenient way to summarize the DSD in a compact form.” Our testing with many cases from both Greeley and Huntsville [including all those shown in Thurai and Bringi (2017)] also confirms the flexibility of this method to represent the shape of the full DSD spectra. For the double-moment normalization, we have used here the third and the fourth moments, whereas the previous studies have also considered third and sixth moments (and other moment pairs drawn from $M_0$ to $M_7$). The choice of moment pairs for the normalization depends on the application.
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