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ABSTRACT

This study explores the question of how field campaign data, gathered over a large area that is poorly sampled, can be used to make large-eddy simulation (LES) realizations more representative of the local conditions. To this purpose, dropsonde data recorded during the first Next-Generation Aircraft Remote Sensing for Validation Studies (NARVAL)-South campaign, in the marine subtropical North Atlantic, are blended into the forcing data. Control simulations are driven by time-dependent forcings derived from a combination of analyses and short-range weather forecasts, using weak nudging to prevent excessive model drift. A second set of simulations is driven by forcing data with dropsonde profiles included at the time points of their release. Metrics are designed to (i) quantify the impact on the boundary layer vertical profiles as a result of nudging toward the dropsondes and (ii) use a probabilistic method to allow a fair comparison of the inversion strengths in the simulations and observations. The simulations show strong time variation in the cloud-layer depth on relatively short time scales, which is commensurate with recent observational studies in the area. Nudging toward dropsondes improves the representation of the atmospheric profiles throughout the depth of the boundary layer in all simulations. However, the impact on the inversion strength is less pronounced. All impacts persist for some time after the dropsonde time point, depending on the intensity of the nudging and the nudging time window. The sensitivity of the results to nudging details and vertical resolution is assessed.

1. Introduction

Subtropical marine trade wind boundary layer (BL) clouds play a critical role in Earth’s climate system given their strong impact on the vertical transport of heat, humidity, and momentum, and their significant impact on the radiative energy budget (Bony et al. 2015). Uncertainties in predictions of future climate have been associated with poor representations of BL clouds in models through cloud–climate feedbacks that are still not fully understood (Bony and Dufresne 2005; Tan et al. 2016; Blossey et al. 2016). A long-standing and continuing scientific and practical problem in atmospheric science is that BL clouds need to be parameterized in general circulation models (GCMs) (e.g., IPCC 2013).

High-resolution models, such as large-eddy simulation (LES) models, can be used to simulate BL clouds (Lilly 1966; Deardorff 1972; Sommeria 1976). The four-dimensional fields provided by LES give an insight into BL clouds and help improve their parameterization for GCMs. In an attempt to determine the strengths and weaknesses in LES models, many intercomparison studies have been carried out focusing on a variety of atmospheric conditions. Initially these intercomparison studies focused on stratocumulus clouds (e.g., Moeng et al. 1996; Duykerke et al. 1999; Ackerman et al. 2009). More recent intercomparison studies have also included studying the representation of shallow cumulus cases (e.g., Brown et al. 2002; Siebesma et al. 2003; vanZanten et al. 2011). Studies over the past few years have focused on BL cloud responses to changes in climate (e.g., Bellon and Stevens 2012; Rieck et al. 2012; Tan et al. 2016; Blossey et al. 2016).

While LES models have been shown to provide realistic realizations of BL cloud fields, the technique does have some well-known shortcomings. Those reported often include numerical and/or physical problems. Some examples include a lack of performance near
strong inversions (e.g., Stevens et al. 1999; Gentine et al. 2015) or having a fully parameterized cloud micro-physics scheme. A more practical difficulty is related to the configuration of LES experiments based on field campaign data (Stevens et al. 2001). Often such data are scarce over the oceans.

Recent field campaigns in the subtropical Atlantic, featuring state-of-the-art instrumentation, can provide observations that have the potential to fill this data gap. One example, the Rain in Cumulus over the Ocean (RICO) campaign (Rauber et al. 2007) took place in 2004 and 2005 near Barbados. While RICO coincides geographically with the permanently operational Barbados Cloud Observatory (BCO) site, a more recent field campaign has taken place that was designed to start filling the data gap over the remote quarters of the subtropical Atlantic Ocean. The Next-Generation Aircraft Remote Sensing for Validation Studies (NARVAL)-South campaign (Klepp et al. 2014) took place in December 2013 and featured the High Altitude and Long Range Research Aircraft (HALO) as its main instrument platform.

The NARVAL data complement the RICO/BCO dataset, by providing a more complete coverage of cumulus in the trades. Most LES experiments of trade wind cumulus have focused on the Barbados area (Siebesma et al. 2003; vanZanten et al. 2011; Seifert and Heus 2013), with fewer experiments carried out for the upstream areas. There have been a few exceptions, for example Stevens et al. (2001). Unfortunately, the NARVAL dataset is much less extensive compared to the rich RICO/BCO datasets, with HALO only briefly present in areas of interest. This potentially complicates the ability to build an LES case. How to overcome this problem is an open research question and is applicable to all field campaigns similar to NARVAL. It is therefore scientifically attractive to build LES cases based on the dropsonde (DS) observations recorded during NARVAL.

This study aims to investigate the potential for using DS data, recorded during field campaigns, to make LES realizations more representative of the atmospheric conditions observed in the region. There is a focus on the BL deep structure in particular. In situ DS data, as obtained during the NARVAL campaign, are ideal for this study due to its relatively homogeneous large-scale conditions, in humidity and potential temperature, over a large area in the northeastern Atlantic trade wind subsidence regime. A second benefit of using the NARVAL dataset are the additional cloud remote sensing datasets recorded with the HALO Microwave Package (HAMP), which complement the DS data.

Our main objective is to investigate to what extent it is possible to use limited DS data to build an LES realization that is realistic to a reasonable degree and subsequently useful for gaining insight into observed trade wind cumulus cloud fields. To this purpose a total of 36 LES experiments were performed to coincide with dropsondes. These include a control series purely driven by the Integrated Forecasting System (IFS) data from the European Centre for Medium-Range Weather Forecasts (ECMWF), a second series in which DS data are merged, and an additional series of sensitivity tests to investigate the impact of numerics and the nudging details.

The observations, LES model, and large-scale forcings used in this study are introduced in section 2. Section 3 describes the general strategy, the setup of the model and the nudging, along with the details on the two main sets of simulations. The results are presented in section 4, which documents the general behavior of the simulations while also investigating and quantifying the impact of including DSs in the nudging. The focus of the results lies on the BL deep structure and the inversion strength. In addition, the sensitivity to details in the nudging are assessed. Finally, sections 5 and 6 summarizes the successes and shortcomings in the study followed by the main conclusions and outlook.

2. Observations and models
   a. NARVAL campaign

The first NARVAL campaign took place throughout December 2013 and January 2014, with HALO functioning as the main instrument platform. The campaign was divided into two parts: NARVAL-South, based off the coast of Barbados and focused on the North Atlantic trade wind region, and NARVAL-North, based in Iceland and focused on the North Atlantic storm track (Klepp et al. 2014). This study focuses on NARVAL-South, which took place between 10 and 22 December 2013 and consisted of eight research flights. Four of these flights were transatlantic flights between Oberpfaffenhofen in Germany and Barbados. The four additional flights were local flights out of Barbados (Klepp et al. 2014; Schnitt et al. 2017).

The target area of NARVAL-South was the subtropical Atlantic trade wind region, which in general is not routinely sampled by state-of-the-art meteorological instrumentation. The exception to this rule is the BCO on the island of Barbados (Stevens et al. 2016) and the Eastern North Atlantic (ENA) site (Lamer et al. 2015). Therefore, this campaign recorded important...
information on the atmospheric conditions in the North Atlantic trade wind region.

Two observational datasets are used in this study. Vaisala DSs, which gathered in situ measurements, and retrievals from HAMP. Over the course of the eight research flights, a total of 75 DSs were launched (Klepp et al. 2014; Schnitt et al. 2017). The DSs used during NARVAL-South contain a global positioning system (GPS), which was initially developed in the 1990s as a result of a collaboration between the National Center for Atmospheric Research (NCAR), the National Oceanic and Atmospheric Administration (NOAA), and the German Aerospace Research Establishment (DLR) (Hock and Franklin 1999). These DSs record profiles for a variety of different atmospheric variables, including pressure with an accuracy of 0.5 hPa, relative humidity (RH) with an accuracy of 2%, specific humidity $q_v$, potential temperature $\Theta_v$, and virtual potential temperature $\Theta_w$. The wind speed in the west–east direction $u$ and north–south direction $v$ were recorded from the GPS system on the DS and have an accuracy of 0.5–2.0 m s$^{-1}$. The HAMP instrument is a microwave radiometer consisting of 26 channels between 22 and 183.31 GHz (Mech et al. 2014; Konow et al. 2018; Jacob et al. 2019). The retrievals of integrated water vapor (IWV) used in this study are obtained using the seven K-band channels along with the 90-GHz channel (Jacob et al. 2019).

This study focuses on Research Flight 4 (RF04), which took place on 14 December 2013. RF04 left Barbados and flew approximately 2000 km across the North Atlantic before returning to Barbados. During this flight 11 DSs were launched, the details of which are given in Table 1. The flight path can be seen in Fig. 1, with the locations of each of the DS launched shown by the circles. RF04 was chosen due to the relatively steady state and uniform large-scale conditions (Stevens et al. 2016) and the presence of a well-defined convective BL including persistent fair-weather cumulus.

In order understand the atmospheric conditions observed by the DSs the recorded profiles of $\Theta_v$, $q_v$, and RH are shown in Fig. 2. Within the BL there is some variation in the profiles for $\Theta_v$. However, all DSs record $\Theta_v$ within a 5-K range at the surface. The BL for each of the $\Theta_v$ profiles is capped by an inversion that occurs between 1.5 and 2.5 km for nearly all DSs. Farther aloft, the variation among the $\Theta_v$ profiles is much less pronounced. The lapse rate above the BL indicates relatively stable atmospheric conditions. The profiles of $q_v$ and RH, shown in Figs. 2b and 2c, respectively, are more variable in the BL compared to the $\Theta_v$ profiles. This is emphasized in the region of the capping inversion at the top of the BL.

For the individual DS profiles, the capping inversions are more pronounced in the humidity profiles compared to those in the $\Theta_v$ profiles. While the BL capping inversion in the $\Theta_v$ profiles occur at relatively similar altitudes for each DS, this is not the case in the humidity profiles. The capping inversions in the humidity profiles predominantly occur between 0.7 and 1.7 km. One outlying profile, DS11, has a capping inversion at approximately 4 km. This DS recorded a region of deep convection, which was also noted by Stevens et al. (2016).

One common trait between each of the DS humidity profiles is the extremely dry conditions above the BL, also observed by Stevens et al. (2016). The dry conditions can be seen in Figs. 2b and 2c, where there appears to be little to no humidity present above the inversion.

**b. LES model**

The Dutch Atmospheric Large-Eddy Simulation (DALES) model, formerly known as the KNMI LES model, was used to run LESs over the locations of the

---

**Table 1. Location and time of the dropsonde (DS) launches.**

<table>
<thead>
<tr>
<th>DS01</th>
<th>DS02</th>
<th>DS03</th>
<th>DS04</th>
<th>DS05</th>
<th>DS06</th>
<th>DS07</th>
<th>DS08</th>
<th>DS09</th>
<th>DS10</th>
<th>DS11</th>
</tr>
</thead>
<tbody>
<tr>
<td>Launch Time (UTC)</td>
<td>1408</td>
<td>1504</td>
<td>1546</td>
<td>1600</td>
<td>1622</td>
<td>1706</td>
<td>1724</td>
<td>1827</td>
<td>1909</td>
<td>1947</td>
</tr>
<tr>
<td>Lat (°N)</td>
<td>14.3</td>
<td>16.6</td>
<td>18.0</td>
<td>18.1</td>
<td>15.4</td>
<td>18.4</td>
<td>18.8</td>
<td>16.9</td>
<td>15.4</td>
<td>14.0</td>
</tr>
<tr>
<td>Lon (°E)</td>
<td>304.2</td>
<td>311.7</td>
<td>317.0</td>
<td>318.7</td>
<td>319.4</td>
<td>319.0</td>
<td>320.8</td>
<td>312.8</td>
<td>307.7</td>
<td>303.3</td>
</tr>
</tbody>
</table>

---

**Fig. 1. The locations of the 11 dropsondes (circles) launched during NARVAL-South campaign research flight 4 (RF04) are shown in different colors that will be used in profiles in figures that contain more than one dropsonde per plot. RF04 traveled approximately 2000 km across the North Atlantic trade wind region before returning to Barbados. The basis for the figure is credited to the NARVAL campaign report by (Klepp et al. 2014).**
DS launches. For the simulations in this study, DALES was run using the kappa scalar advection scheme recommended in Hundsdoerfer et al. (1995) and also described in Heus et al. (2010). DALES can be run with either a two-moment microphysics scheme that is based on the Seifert Beheng scheme (Seifert and Beheng 2006) or a scheme by Khairoutdinov and Kogan (2000). Similarly, there are two main subgrid-scale schemes in DALES, the subfilter-scale turbulence kinetic energy scheme and a Smagorinsky subfilter scheme. Downward radiation at the top of the model is calculated using the GCM profiles above the model ceiling. DALES has been successfully used to simulate trade wind cumulus for scientific research, and has shown satisfactory skill in reproducing key features of this cloud regime based on various intercomparison studies such as BOMEX (Siebesma et al. 2003), RICO (vanZanten et al. 2011), Atlantic Trade Wind Experiment (ATEX; Stevens et al. 2001), transition cases (van der Dussen et al. 2013; Neggers et al. 2017), and continental cumulus (Brown et al. 2002). The DALES code allows continuous nudging of liquid water potential temperature \( \Theta_w \), the total water mixing ratio \( q_w \), and \( u \) and \( v \) winds throughout the simulation. For a detailed description of the DALES model, including details on the schemes and processes included in the model we refer to Heus et al. (2010). (DALES is an open access code and is available for download from the DALES team on GitHub at https://github.com/dalesteam.)

c. GCM dataset

The method of using GCM data from ECMWF to derive the large-scale forcings for DALES has been previously used by Dal Gesso and Neggers (2018) and more recently by van Laar et al. (2019). We refer to the latter study for a detailed description of the forcing data and method. These large-scale forcings, from IFS weather analyses, are based on an average over a 0.5° × 0.5° domain centered over the DS location. The vertical resolution of the IFS dataset consists of 91 pressure levels with a high vertical resolution at the surface and a coarser resolution near the ceiling of the dataset. We combined 12-hourly data from weather analyses with short-range 3-hourly forecasts to fill up the time points in between. This yields a continuous forcings dataset at a temporal resolution of 3 h. IFS data from ECMWF have also been used in various other recent LES studies for calculating the large-scale forcings (e.g., Gustafson et al. 2017).

To investigate the difference between the IFS dataset at the time of each DS launch, the ensemble-mean profile for \( \Theta_w \) and \( q_w \) across all IFS datasets is compared to the ensemble-mean DS profile across all DSs. Figure 3 shows the ensemble-mean \( \Theta_w \) and \( q_w \) profiles for all DSs and IFS profiles. The median value of both ensembles at each altitude is represented by the solid line while the shaded region indicates the area between the 5th and 95th percentiles. It should be noted that the median IFS \( \Theta_w \) and \( q_w \) profiles are colder and drier at the surface. This indicates that the IFS slightly underestimates the temperature and humidity in the lowest layers of the BL. While there is a slightly greater variability in the DS profiles near the surface, in general the IFS is able to capture the basic observed thermodynamic structure of the trade wind BL.
To gain more insight into the atmospheric conditions represented in the IFS dataset, the profiles of pressure velocity $v$ are studied at the DS launch times, shown in Fig. 4. Figure 4a indicates that there is large variation in the magnitude and vertical structure of $v$ within the sampled area. From Fig. 4a a relatively linear change is seen in $v$ within the lowest 1 km of the atmosphere. Therefore, the value of $v$ at 1 km for each DS time is compared to the corresponding IFS $q_y$ value at 1 km, shown in Fig. 4b. The large-scale convergence ($\omega < 0$), expressed by large-scale ascent, tends to be associated with higher low-level humidity, while large-scale divergence ($\omega > 0$), as expressed by descent, is associated with drier conditions. The expected association between ascent and high humidity values, and between descent and drier conditions is confirmed by the linear fit line in Fig. 4b.

3. Experimental configuration

a. General strategy

The novel approach used in this study is to directly blend the DS profiles into the forcing data as derived from a GCM in order to nudge the LES toward observed profiles. Simulations are then generated at the location of each DS launch. The aim is to investigate and understand the subsequent impact on the thermodynamic state in the LES near the time point of the DS. There is a particular focus on the representation of the BL deep structure and the trade wind inversion. Methods to fairly and optimally compare the observed inversion as derived from the point-sampled DS profiles to that of the three-dimensional LES domain are explored. The associated impact on clouds will be briefly documented, but their detailed analysis and evaluation against HALO data are for now considered an ongoing research topic.

b. DALES setup

This study utilizes time-dependent large-scale forcing, including the application of prescribed advective tendencies and prescribed large-scale subsidence. Large-scale horizontal advection is prescribed for all prognostic variables. The large-scale vertical advection tendency is interactive with model profiles by using prescribed subsidence. For wind, the geostrophic forcing is derived from the large-scale pressure field. The lower boundary conditions for these simulations include prescribed sea surface temperature (SST), roughness length, and interactive fluxes. The simulations are generated with an interactive radiation scheme and warm Seifert Beheng two moment bulk microphysics scheme (Seifert and Beheng 2006).

Continuous nudging is applied toward a reference state at a slow, synoptic time scale of 3 h. The nudging in these simulations is applied in an effort to reduce the drift in the LES and involves nudging the simulation toward the large-scale forcing profiles in the IFS dataset. The nudging tendency toward the reference state is carried out using the following equation:

$$\frac{\Delta \Phi}{\Delta t} = \frac{\Phi_n(z) - \Phi(z)}{\tau},$$

where $\Delta t$ is the time between each of the large-scale forcings time steps, and $\Phi_n(z)$ is the reference profile toward which the LES profile $\Phi(z)$ is nudged. The nudging tendency is the same for every grid cell, with
The nudging time scale is represented as $t$, where large values of $t$ indicate weak nudging and small values of $t$ indicate tight nudging. The value of $t$ in this study is set to 3 h, which allows the simulation to take the large-scale data into account while also allowing the turbulence in the simulation to act freely. This method was demonstrated by Neggers et al. (2012) at the location of a permanent supersite, and more recently by van Laar et al. (2019).

The simulations are generated on a domain that was fixed in space (Eulerian) at each DS location. The domain size used in this study is 12.8 km $\times$ 12.8 km $\times$ 5.04 km with a resolution of 50 km $\times$ 50 km $\times$ 40 m. The general details of resolution and nudging time scale for the two main sets of simulations are summarized in Table 2.

c. Overview of simulations

1) CONTROL SIMULATIONS

A set of 11 control simulations were generated, referred to as Sim_Con, and were nudged toward the pure IFS state. The time series of the pure IFS state is visualized in Fig. 5a as a timeline of atmospheric states where the blue circles indicate an individual time step $t$ in the IFS dataset. Each time step $t$, in Fig. 5, contains the large-scale forcing profiles required by the LES. The subscripts $k$ represent where each specific $t$ is in relation to the time of the DS launch, where $t_k$ is the time step directly before the time point of the DS launch. The time difference between each $t$ is exactly 3 h.

Each Sim_Con was initialized at 0000 UTC and run for 24 h. The nudging is implemented in the Sim_Con cases in order to reduce as many differences as possible between the different simulations carried out in this study.

2) DROPSONDE SIMULATIONS

The second tier of 11 simulations, referred to as Sim_DS, has a similar setup to the Sim_Con. The main difference between the setup of Sim_DS and Sim_Con is that the DS profile is inserted into the IFS dataset at the time point of the DS launch. To effectively blend the DS profile into the IFS nudging dataset the following procedure, made up of three steps, is designed.

First, at the exact time point of the DS launch, a new time step is created in the IFS time series, $t_{DS}$. This time step is indicated by the green square in Fig. 5b. To calculate the radiation, the DS profiles are used below the flight altitude of HALO while the IFS profiles are used above this altitude. The second step is then to define two new time steps, 3 h before and after $t_{DS}$. This creates a nudging time window ($T = t_{a1} - t_{a0}$) of 6 h. At these

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Simulation</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\tau$ (h)</td>
<td>Sim_Con</td>
<td>1 2 3 4 5 6</td>
</tr>
<tr>
<td></td>
<td>Sim_DS</td>
<td>1 2 3 4 5 6</td>
</tr>
<tr>
<td>$T$ (h)</td>
<td>Sim_DS</td>
<td>3 6 12</td>
</tr>
<tr>
<td>$\Delta z$ (m)</td>
<td>Sim_DS</td>
<td>10 20 40</td>
</tr>
</tbody>
</table>

Table 2. Setup of simulations generated. The simulations analyzed in the initial experiments are highlighted in boldface.
two new time steps, represented by the red triangles in Fig. 5b, the values from the atmospheric profiles at the two adjacent IFS time steps are linearly interpolated onto $t_{a0}$ and $t_{a1}$.

The final step is then to adjust each of the profiles at time steps $t_k$ and $t_{k+1}$. The closer time step $t_k$ or $t_{k+1}$ is to $t_{DS}$, the more it resembles the DS state. This is achieved by using a gradual changing weight $f$:

$$f = \begin{cases} \frac{t_{a0} - t_k}{t_{a0} - t_{DS}} & \text{for } t_k < t_{DS} \\ \frac{t_{a1} - t_k}{t_{a1} - t_{DS}} & \text{for } t_k \geq t_{DS} \end{cases},$$

(2)

$$\tilde{\phi}_k^* = \tilde{\phi}(t_k)(1-f) + \tilde{\phi}(t_{DS})f,$$

(3)

where $\tilde{\phi}(t_{DS})$ is the DS profile on the IFS vertical grid as a domain-average profile, and $\tilde{\phi}(t_k)$ is original domain-average profile at time step $t_k$. As illustrated by Fig. 5b, to adjust the profile at the time step $t_k$, situated directly before the $t_{DS}$, $f$ is calculated using Eq. (2). Using $f$, the new profile $\tilde{\phi}_k^*$ at time step $t_k$ is calculated using Eq. (3).

Summarizing, the new time series contains three new time steps, together defining a nudging time window in which the reference state for nudging is modified to reflect the atmospheric state observed by the DS. The addition of the new time steps $t_{a0}$ and $t_{a1}$ in the sequence ensures that the impact of the DS is not felt before the simulation enters the time window.

This also ensures that the differences in the proximity of $t_{DS}$ to the adjacent IFS time steps do not affect the nudging.

4. Model results

a. Results for all Sim_Con cases

Previous studies, such as Nuijens et al. (2014) at the BCO and Lamer et al. (2015) at the ENA site, have reported observations of strong temporal evolutions of the BL in the trade wind region. To assess if this is also seen in simulations for the NARVAL campaign, the time–height contour plots of RH, including the evolution of the cloud layer, for all 11 Sim_Con are shown in Fig. 6. All simulations contain clouds but differ considerably. Indeed, all simulations show time variation on a short time scale. We speculate that this variation is introduced by time-varying forcings. The cloud base $Z_{CB}$ is defined as the lowest level at which the cloud fraction (CF) is greater than 0.001%, while cloud top $Z_{CT}$ is defined as the level above which the CF is less than 0.001%. The results from Fig. 6 indicate that (i) the LES is able to reproduce the strong temporal evolution of the BL, and (ii) this behavior that Nuijens et al. (2014) observed is not unique to the BCO.

As the simulations in Sim_DS are directly forced toward the DS profiles, it is beneficial to compare the simulations to an independent set of measurements to investigate their representativeness of local conditions. To this purpose, a time series of IWV was retrieved by HAMP. The median IWV retrieval, calculated over a 1-h window around each DS launch time, is compared to the IWV for the domain-averaged profile at $t_{DS}$. From Fig. 7 it is shown that the LES is able to capture IWV values similar to the observed values. This comparison indicates that the LES is capable of representing the atmospheric conditions observed over the flight path. It should be noted that DS11 is not included in this comparison as the aircraft landed less than half an hour after DS11 was launched and therefore there is not enough data to have a consistent comparison.

b. DS01 results

To understand the impact of nudging the LES toward the DS, in particular on the BL and its clouds, we focus on a single experiment. This experiment corresponds to the temporal and spatial region of the first dropsonde, DS01. First, a visual indication for both simulations is given in Fig. 8. These visualizations give an instantaneous look at the impact of including the DS profile into the LES setup. To quantify the difference, the CF and liquid water path (LWP) for the domain at that time
FIG. 6. Time–height contour plots of the relative humidity (RH) of the Sim_Con for the domains centered over each DS, representing the locations from (a) DS01 to (k) DS11. The time at which each DS is launched is represented by the gray dashed lines, while time series of the altitudes of the cloud top $Z_{CT}$ and cloud base $Z_{CB}$ are shown by the dashed black lines and solid black lines, respectively.
point were calculated. There is a difference of 21.8% in CF and of 0.03 kg m\(^{-2}\) in LWP between the simulations.

One aim of this study is to investigate the impact on the BL structure by nudging the LES toward the DS profile. To this purpose the DS profiles for potential temperature \(\Theta\), \(q_v\), and RH are compared to the domain-averaged LES profiles at \(t_{DS}\). The comparison of LES profiles, shown in Fig. 9, indicate that a number of features in the atmosphere are captured well by both the Sim_Con and Sim_DS01. These features include the inversion height, the mixing-layer height and state, and the lapse rate in the free troposphere. It should be noted that the inversion-layer depth and strength should not be directly compared between a domain-averaged profile and a point-sampled profile. A statistical method for comparing inversion height and strength to deal with this problem is explored in a more detailed way in sections 4d and 4e.

The details of Fig. 9 show that the LES reproduces the observed vertical structure of the cumulus-capped BL to a reasonable degree. This result is commensurate with most previous LES studies of shallow cumulus in the trades (Siebesma et al. 2003; vanZanten et al. 2011). In Fig. 9a the region that shows the largest effect of the nudging toward the DS is in the layer between approximately 2 and 3 km. This is in the region of the inversion layer. It should be noted though that this difference is still quite small. The effect of nudging the simulation toward the DS is more pronounced for variables \(q_v\), RH, and CF. The most significant difference between the Sim_Con and Sim_DS01 profiles occurs in Fig. 9d where the vertical profile of CF is changed as a result of nudging the simulation toward the DS. Compared to the single peak at cloud base in the Sim_Con simulation, the Sim_DS01 profile consists of two peaks, one at cloud base and one at cloud top. The second peak in the CF is potentially related to outflow clouds just below the inversion layer. This is also seen in the 3D visualization in Figs. 8c and 8d.

Due to the importance of wind speed (Nuijens and Stevens 2012) and as the profiles can be quite variable throughout the troposphere, particularly in the boundary layer, it is beneficial to determine how well the LES can represent the wind speed profiles compared to the observations. To this purpose the wind speed profiles, \(u\) and \(v\), are shown in Figs. 9e and 9f. The profiles shown for DS01 are based on recordings of wind speed by the GPS system on board the DS. Both Sim_Con and Sim_DS01 show a good ability to capture the general profile. However, both simulations tend to underestimate the sharp changes in wind speed throughout the profile. Based on the profiles, it is indicated that the LES can represent the atmospheric conditions to a reasonable degree.

We next focus on a visual comparison of the trade wind inversion in the water vapor profiles. In the case of both simulations the inversion occurs at approximately 2.4 km. In general, domain-averaged LES profile of \(q_v\) exhibit slight differences between Sim_Con and Sim_DS01, with the latter showing a slightly sharper change in the profile at the capping inversion height. Although the nudging toward the DS profile does appear to increase the strength of the inversion, both simulations seem to underestimate the inversion strength. One suspected cause of this underestimation is that the LES profiles being compared are domain averages. A more detailed comparison of the inversion height and strength are further investigated in sections 4d and 4e, respectively.

To quantify the difference between Sim_Con and Sim_DS01 in the domain-averaged profiles, the differences between the profiles of CF and \(q_v\) were calculated for every time step in the LES. The resulting time–height contour plots are shown for CF and \(q_v\) in Figs. 10a and 10b, respectively. As expected, before the nudging time window \(T\) begins, there are no differences between the simulations for both variables. The differences in the simulations begin slowly after the start of \(T\) and gradually increase in strength, particularly around \(t_{DS}\).

Most of the differences in the simulations tend to occur within the cloud region, with a larger CF in Sim_DS01 compared to Sim_Con at around 2 km. This is also true...
for the difference in $q_v$. The strengthening of the inversion is highlighted by the larger values of $q_v$ at lower altitudes in Sim_DS01, compared to the corresponding values in the Sim_Con, and lower values of $q_v$ at higher altitudes. The time–height contour plot also indicates that the impact of including the DS data in the forcing lasts for a long period after $T$ ends.

c. Dropsonde impact analysis

We now progress from a single case to assessing the impacts for all 22 simulations. To this purpose, a special metric is adopted to express the deviation of LES from the observations concerning the vertical structure within the BL. To quantify the impact of including the DS data on the thermodynamic state of the BL, the areas between the domain-averaged LES profiles and the corresponding observed DS profiles were calculated. It should be noted that the DS profiles have been linearly interpolated onto the LES vertical grid to ensure a fair calculation of the area between the profiles. The time evolution of these areas during $T$ is then assessed for all 22 cases.

Suppose $A_{\phi}$ is the area enclosed between the simulated and observed profiles of variable $\phi$ in the lowest 3 km:

$$A_{\phi} = \int_{0\text{km}}^{3\text{km}} |\phi_{\text{LES}}(z) - \phi_{\text{DS}}(z)| \, dz,$$

(4)

where $\phi \in q_v$, $\Theta$, RH, or any variable of interest, with LES and DS indicating the domain-averaged and observed profiles, respectively. This area is calculated as a function of time during $T$ and is done for both the Sim_Con and Sim_DS simulations. Time is synchronized between all simulations such that $t = 0$ at $t_{DS}$. For Sim_Con, the area will be referred to as $A_{\phi,\text{Sim_Con}}$, while for Sim_DS it is $A_{\phi,\text{Sim_DS}}$. The next step is to normalize these areas with respect to $A_{\phi,\text{Sim_Con}}$ at $t_{DS}$. The normalization yields the following two nondimensional expressions for the skill $S$ of the simulation in matching the DS profile:

$$S_{\phi,\text{Sim_Con}}(t) = \frac{A_{\phi,\text{Sim_Con}}(t)}{A_{\phi,\text{Sim_Con}}(t = 0)},$$

(5)

$$S_{\phi,\text{Sim_DS}}(t) = \frac{A_{\phi,\text{Sim_DS}}(t)}{A_{\phi,\text{Sim_Con}}(t = 0)}.$$  

(6)

Note that the division of both metrics by $A_{\phi,\text{Sim_Con}}(t = 0)$ makes these quantities directly comparable. It should also be noted that the lower the value of $S_{\phi}(t)$
FIG. 9. Atmospheric profiles of potential temperature $\Theta$, water vapor specific humidity $q_v$, relative humidity (RH), cloud fraction (CF), west–east wind speed velocity $u$, and south–north wind speed velocity $v$ for DS Observations (red), Sim_Con (navy), and Sim_DS01 (light blue). The IFS for the control simulations (IFS_Con; gray) for the time when DS01 was launched are included for reference.
the better the simulation is at representing the DS profile.

To see if nudging the LES toward the DS improves the representativity of the domain-averaged profiles, this calculation is carried out for the profiles of three variables, $Q_y$, $q_y$, and RH. A time series for the duration of $T$ is shown for each of these variables in Fig. 11. The shaded region in the time series designating the 5th–95th percentiles, and the median indicated separately. Per definition $S = 1$ for Sim_Con at $t_{DS}$. In the case of all three variables the ensemble spread for the Sim_Con and Sim_DS are identical at the start of the time window, $t_{DS}$. This reflects that until that point in time the forcing is identical. Following the beginning of the time window, the median value of $S$ for Sim_DS in all variables remains smaller than that of the Sim_Con, for a longer time period.

As expected, $S$ begins to decrease, in each of the variables, as Sim_DS begins to feel the effects of the DS data to a larger extent. Following $t_{DS}$, Sim_DS feels the effects of the DS data to a lesser extent as time progresses. Therefore, the spread in the values of $S$ begins to increase again toward the end of $T$, as the simulations begin to feel the impact of the pure IFS state. The behavior of the time series for all three variables indicates that by including the DS profiles into the IFS data leads to better representation of the BL deep vertical structure.

d. Inversion height

Previous studies have shown that the strength of the trade wind inversion has a significant impact on the presence of clouds in the BL (e.g., Klein and Hartmann 1993). As a result of this and based on the visual impact of nudging in the region of the capping inversion in Fig. 9 it is important to determine if the capping inversions in the LES are representative of observations. To assess whether the visual impact of nudging leads to an improvement in the representativeness, a comparison of the inversion height and strength needs to be derived from both model data and observations. In literature, there have been a large variety of methods proposed for this (Albrecht et al. 1979; Stull 1988; Wood and Bretherton 2004; Teixeira et al. 2008; Lock 2009; Neggers 2015; Gentine et al. 2015).

This study explores the use of a new probabilistic method for determining the inversion height and strength. This method makes use of probability density functions (PDFs) of inversion height and strengths as diagnosed over all columns in the LES. It is designed to achieve a fair comparison between measurements and high-resolution simulations.

The first step is to calculate the discretized vertical gradient $\Gamma_\phi$ of a variable $\phi$ as follows:

$$\Gamma_\phi = \frac{\Delta \phi}{\Delta z},$$

where $\phi \in \{q_y, \Theta_v\}$ and $\Delta$ represents the difference between two model levels. The next step is to apply this procedure to (i) the DS profile and (ii) all columns in the three-dimensional LES field at $t_{DS}$. This yields a single inversion height for the DS and a PDF of inversion heights for the LES. The final step is to compare up to three modes, defined as the three
largest local maxima in the PDF, to the single observed value. The closest mode is then selected as the inversion height of the LES, referred to as the selected mode. A first benefit of using the probabilistic method described above is that it avoids comparing the domain-averaged profiles to single point samples. Second, by scanning multiple modes to establish the simulated inversion height we increase the chance that we select one that best reflects the physical meaning of the height that is derived from the DS. For example, at cloud base the vertical profiles can exhibit strong jumps, that are associated with the cumulus transition layer (Albrecht et al. 1995; Neggers et al. 2007). Also, the DS-derived height does not necessarily reflect the trade inversion. By including up to three modes it accounts for this possibility. The strongest gradients are typically seen at (i) the trade inversion, (ii) the cloud-base transition layer, and (iii) possibly one in between. By considering up to three modes instead of only one, the most relevant height is automatically considered. In the LES, the depth of the inversion layer reflects the spread among inversion heights over all columns in the grid, each calculated as the altitude of the strongest gradient. This means that the width of the PDF represents the depth of the inversion layer. The probabilistic procedure is now illustrated with some concrete examples. Figures 12a and 12c show the observed and simulated inversion heights for DS01 and DS03, respectively. The first three LES modes are indicated for both Sim_Con (navy) and Sim_DS (light blue). The DS-derived inversion height is indicated by the dashed green line, while the LES selected mode is indicated by the crosses. Figures 12b and 12d also show the respective observed and domain-averaged $q_v$ profiles for reference. What is clear from these two examples is that the first three modes in LES reflect the trade inversion, the cloud-base inversion, and an additional third jump in the cloud layer. Interestingly, the trade inversion does not always have the largest mode in the LES. However, selecting the LES mode closest to the observed one still ensures that the most relevant inversion height in the LES is chosen for the comparison and also occurs relatively frequently in the domain. To determine whether the inversion heights in the LES are representative of the DS-derived inversion heights, the selected modes in the inversion height PDFs are compared to the DS-derived inversion heights for all cases. Figure 13 shows the comparison between the altitudes of the selected modes, in Sim_Con and Sim_DS, compared to the inversion heights in the corresponding DS profiles, for (a) $\Theta_v$ and (b) $q_v$. It should be noted that all 11 Sim_DS are included in Fig. 13a; however, the selected mode for two of the Sim_DS cases occurs at the same altitude as the selected modes for two of the other Sim_DS cases. From this comparison it is therefore concluded that the LES is successful in capturing inversions at altitudes that are observed by the DSs for both $\Theta_v$ and $q_v$.

Next the inversion strength is calculated. To this purpose, only the grid locations that have their inversion height at the level of the selected mode are considered. The median over the subset of inversion strengths is then compared to the DS-derived inversion strength. An example of the inversion strength PDFs derived for Sim_Con and Sim_DS01 is described in the appendix. Figure 14a shows that both the Sim_Con and Sim_DS reproduce the observed DS inversion strength in $\Theta_v$ to a reasonable degree. However, the spread among

FIG. 11. Time series of the area between the domain-averaged profiles and the corresponding DS profile for (a) $\Theta_v$, (b) $q_v$, and (c) RH. The plots are centered on zero, the time of the DS launch (green dashed line), and takes into account the 6-h window during which Sim_DS is nudged toward the DS profile. The solid navy and light blue lines are the median time series of the skill for all 11 Sim_Con and 11 Sim_DS, respectively, while the shaded regions represent the 5th–95th percentiles across all time series.
the LES values is quite significant. In addition, Fig. 14a shows that the inclusion of the DS profile in the forcings appears to only improve the inversion strength in $Q_y$ in approximately 36% of the cases. Figure 14b shows that the performance for the strength in the humidity inversion is worse, being underestimated by both Sim_Con and Sim_DS. The IFS data also underestimate the inversion strength in $Q_y$ in 90% of the cases.

The considerably difference in performance for the strength of the inversion for temperature and humidity is remarkable. We speculate that various reasons for this could exist, including (i) extremely low humidity observed above the trade inversion or (ii) the significantly underestimated inversion strength also in the IFS, seen in Figs. 9b and 14b. Both effects could conspire to make advective forcings in the vicinity of the inversion, as derived from the IFS, less reliable. It could be the case that these forcings play a big role in establishing the strong inversion that is observed. When inversion strength is underestimated in the GCM, sharp differential advection across the inversion is likely not captured. Investigating this possibility and addressing its impact are a future research topic.

f. Sensitivity studies

An additional 14 simulations were run to determine the sensitivity of the results in relation to different parameters. These parameters include (i) the tightness of the nudging as expressed by $\tau$, (ii) the length of $T$ around $T_{DS}$, and (iii) the vertical discretization in the LES ($\Delta z$). Each of these simulations were run for the DS01 location. In the analysis only the lowest 3 km were
considered, where the DS has the largest impact. The area $A_q$, as defined in Eq. (4), is thus calculated over the lowest 3 km at $t_{DS}$. To calculate the area between profiles the DS profile was linearly interpolated onto the respective LES vertical grid.

1) NUDGING TIME SCALE

Ten simulations, divided between Sim_Con and Sim_DS, were carried out to study the impact of increasing and decreasing $\tau$ in the LES. The different $\tau$ values used in this sensitivity study are summarized in Table 2. For the purpose of analyzing the impact of varying the value of $\tau$, Sim_Con and Sim_DS for DS01 are used. Figure 15a shows $A_q$ for each value of $\tau$ at $t_{DS}$. For each value of $\tau$ the value of $A_q$ for Sim_DS is consistently smaller than that of Sim_Con. Note the slightly larger value for $A_q$, for Sim_Con, when $\tau = 1$ h compared to when $\tau > 1$ h. This deviation is potentially due to the $\tau$ being set to a tight nudging value. The value of $A_q$ does not vary significantly for values of $\tau$ between 2 and 6 h. In the Sim_DS studies, the value of $A_q$ increases with increasing $\tau$. This indicates that the nudging effect

FIG. 13. Comparison between the inversion heights in the DS profile and the height of the selected mode from the inversion-height PDFs for all simulations for (a) $\Theta_v$ and (b) $q_v$. The unfilled squares represent the modes in the Sim_Con while the filled squares represent the Sim_DS. The inversion heights for the IFS dataset are also included for Sim_Con (IFS Sim_Con) as a reference to where the LES is nudged.

FIG. 14. Comparison of inversion strengths in (a) $\Theta_v$ and (b) $q_v$ as calculated using Eq. (7) for all DSs (large circles), Sim_Con (unfilled squares), and Sim_DS (filled squares), where individual colors relate both simulations to their corresponding DSs. The inversion strength for the IFS dataset (small circle) are also included for Sim_Con (IFS Sim_Con) as a reference to where the LES is nudged.
decreases with increasing $\tau$. Therefore, it can be determined that the simulation where $\tau$ is equal to 1 h, where the nudging strength is strongest, captures the DS profile with the highest accuracy. However, one issue with using $\tau = 1$ h is that the turbulence unable to act freely in the simulation.

2) **NUDGING TIME WINDOW**

Two simulations were carried out to study the impact of the duration of the time window during which the DS profile affects the IFS dataset. Similar to the experiments conducted for $\tau$, these simulations are summarized in Table 2. Using the method described for the Sim_DS, simulations where $T = 3$ h and $T = 12$ h were generated. Figure 15b shows $A_{q_y}$ at $t_{DS}$ for each value of $T$. The value of $A_{q_y}$ is lowest for $T = 12$ h, and largest for $T = 3$ h. Therefore, the larger time window makes the nudging more effective allowing the simulation to be more representative of the BL observed.

3) **VERTICAL RESOLUTION**

The final sensitivity study conducted was on the vertical resolution. As mentioned in the previous sensitivity experiments, Table 2 summarizes the two simulations carried out for this sensitivity study. This study was carried out to investigate whether having a higher vertical resolution would improve the representation of the BL in the atmospheric profiles. Two simulations were carried out in the vertical resolution test, one where $\Delta z = 20$ m and a second where $\Delta z = 10$ m. All LES input files were interpolated onto a higher vertical grid resolution. Figure 15c shows $A_{q_y}$ for each of the studied resolutions. Over the three simulations $A_{q_y}$ varies by approximately 0.05 kg m$^{-1}$. Therefore, it is determined that there is very little impact in increasing the vertical resolution, for this case.

5. **Discussion**

Throughout this study the LES has shown good skill in reproducing the mean thermodynamic structure, wind speeds, IWV, and inversion heights. A significant impact due to nudging the LES toward DS profiles is seen on the simulated trade wind cumulus fields. Finally, a probabilistic method for comparing observed and simulated inversion properties has been shown to be successful.

There are, however, some shortcomings. For example, the representation of the inversion strength, particularly in humidity. As speculated earlier this could be due to the extremely low values in humidity directly above the inversion, or potentially due to the representation of the inversion in the IFS dataset. Investigating this shortcoming is definitely an important future research topic. A second possible shortcoming is that the use of a limited domain size can artificially boost variability in the mean.

6. **Conclusions**

In this study LES realizations were generated of cumulus cloud fields observed by HALO during NARVAL. The main novelties compared to previous studies of this kind (e.g., Bretherton et al. 1999; Siebesma et al. 2003; vanZanten et al. 2011) include (i) the use of time-varying large-scale forcings and (ii) the incorporation of dropsonde profiles using a simple assimilation method.
The main results of this study are briefly summarized as follows:

- The simulations show a strong temporal evolution of the boundary layer state, commensurate with previous observational studies at the BCO site.
- Comparing Sim_Con and Sim_DS with the independent observational data from HAMP reveals that domain-averaged LES IWV is representative of the observed median IWV.
- The representation of the atmospheric profiles throughout the boundary layer is improved in Sim_DS compared to Sim_Con. This is due to nudging the LES toward the observed (dropsonde) profiles in the large-scale forcings opposed to nudging toward a GCM-derived state.
- The probabilistic method for evaluating inversion properties shows that the inversion height is reproduced to a satisfactory degree. However, the simulated inversion strength contains significant spread, and is also significantly underestimated in water vapor.
- As expected, sensitivity tests show considerable dependence on the tightness of the nudging, with the more representative boundary layer profiles in the LES with a nudging time scale of 3 h compared to 6 h, when the simulations were compared to observed profiles. Also concluded from these sensitivity tests was a weak dependence on vertical resolution, with little difference when the resolution is increased by a factor of 2.

The method detailed in this study can also be applied to several other field campaigns where the profiles of a number of measured variables can be blended into the large-scale forcings.

In a related and ongoing follow-up study, the clouds in these simulations are evaluated against additional observations recorded by instrumentation on board HALO, for example, HAMP. A key question addressed in that study is how well the observed horizontal variability in the convective cloud field is reproduced by the LES, and how this relates to spatial organization.
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APPENDIX

Determining the Inversion Strength

As described at the beginning of section 4c, the inversion strength in $q_v$ and $\Theta_v$ is calculated for every column in the three-dimensional LES field with an inversion height within the selected mode. A PDF of these inversion strengths is produced for each Sim_Con and Sim_DS. The median of these inversion strength PDFs is then compared to the inversion strength in the corresponding DS profile.

Taking DS01 as an example, Figs. A1 and A2 show the PDFs of the inversion strength in $q_v$ and $\Theta_v$, respectively. The medians of the Sim_Con and Sim_DS01 PDFs, represented by the dashed navy and light blue lines, respectively, are compared with the inversion strength in the DS01 $q_v$ and $\Theta_v$ profiles, represented by the dashed green line.

From Fig. A1 it is clear that both simulations underestimate the inversion strength compared to the observed inversion strength. While both simulations underestimate the inversion strength, the median of the Sim_DS01 PDF is more representative of the inversion strength in the DS01 $q_v$ profile. For the inversion strength in $\Theta_v$ comparison Fig. A2 shows that both simulations capture the inversion strength to a relatively high degree. Comparing the median inversion strength in $\Theta_v$ for both simulations to the observed inversion strength shows that the Sim_Con has a more representative in this case. This is repeated for the Sim_Con
and Sim_DS at each of the DS locations. The results of the comparisons across all DS locations are seen in section 4e.
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