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ABSTRACT

On a uniform terrain site, differences between a sodar and a mast-mounted cup anemometer will arise because of turbulent fluctuations and wind components being measured in different spaces, and because of the inherent difference between scalar and vector averaging. This paper develops theories for turbulence-related random fluctuations resulting from finite sampling rates and sampling from spatially distributed volumes. Coefficients of determination ($R^2$) are predicted comparable to those obtained in practice. It is shown that more than two-thirds of the reduction in $R^2$ arises from differences in the winds measured by mast instruments and by sodars, rather than by sodar errors: both instruments are measuring accurately, but just not in the same place or at the same time. The result is that sodars being used operationally should be able to measure winds to a root-mean-square accuracy of around 2%. 

1. Introduction

The quality of remote sensing instruments is generally judged by performing an intercomparison experiment (e.g., Antoniou et al. 2004). Winds are measured at several heights by cup or sonic anemometers on a mast, together with measurements by a remote sensing instrument. What do the reported correlation values mean in terms of predicting differences in measured wind speed? This question arises since these differences between cup anemometers and remote sensing instruments are the essence of whether remote sensing gives "bankable" data. What quality of wind measurements can be expected from remote sensing in a typical installation? This is relevant since intercomparisons are often under test conditions unlike those typically encountered at normal sites.

Some previous intercomparison experiments have touched on the spatial and temporal separation issues treated in detail below. Mastrantonio and Fiocco (1982) describe transmission on three acoustic beams simultaneously, with emphasis on Doppler processing, rather than the effects of spatial separation of their beams. Contini et al. (2006) consider ultrasonic anemometers, with some interesting observations about spatial separation of sensors, but the scales and other considerations are different from those of sodars. Contini et al. (2007) show improvements from one sodar over another if all acoustic beams are transmitted simultaneously, but the comparison is between two very different sodar systems. Other works (e.g., Contini et al. 2004) consider poor sodar setup: in the work below it is assumed that such factors are negligible.

2. Correlation between mast and remote instruments

For simplicity in the following, the mean wind $U$ is toward the $+x$ direction and variations in wind vector components are $(u, v, w)$. A scatterplot is obtained from $N$ measurements of mast instrument wind speed $U_{m,n}$ and the corresponding remote instrument wind speed $U_{r,n}$, where $n = 1, 2, \ldots, N$. Neither of the measurement pairs, $U_{m,n}$ and $U_{r,n}$, necessarily is equal to the actual wind $U_n$ which includes the turbulent fluctuations, because all instruments exhibit measurement errors. However, it is conventional to consider the mast measurements as error free, whereas

$$U_{r,n} = U_n + \varepsilon_{r,n},$$

where $\varepsilon$ is Gaussian distributed with standard deviation $\sigma_{\varepsilon}$.
Since both mast and remote instruments are highly linear, a physically sensible model to use is a straight line, of the form

$$\hat{U}_{r,n} = aU_{m,n} + b \quad \text{or} \quad \hat{U}_{r,n} = aU_{m,n}.$$  \hspace{1cm} (2)

This describes the best remote instrument estimate $\hat{U}_{r,n}$ if a measurement $U_{m,n}$ is made at the mast. A measure of the scatter around the best-fit line is the coefficient of determination $R^2$, where

$$R^2 = 1 - \frac{\sum_{n=1}^{N} (U_{r,n} - \hat{U}_{r,n})^2}{\sum_{n=1}^{N} (U_{r,n} - \bar{U})^2}, \quad \text{or} \quad 1 - \frac{\sum_{n=1}^{N} (U_{r,n} - U_{m,n})^2}{\sum_{n=1}^{N} (U_{n} - \bar{U})^2}. \hspace{1cm} (3)$$

The approximation is valid since for these instruments $a$ is very close to 1 and $b$ is very close to 0. It is convenient to write $R^2$ as

$$R^2 = 1 - \left( \frac{\Delta U_{\text{rms}}}{U} \right)^2,$$  \hspace{1cm} (4)

where

$$\Delta U_{\text{rms}} = \left[ \frac{1}{N} \sum_{n=1}^{N} (U_{r,n} - U_{m,n})^2 \right]^{1/2} = \sqrt{\frac{1}{N} \sum_{n=1}^{N} \sigma_{r,n}^2} = \sigma_v$$  \hspace{1cm} (5)

is the root-mean-square (rms) difference between mast-measured and remote-measured wind speed, and

$$U = \frac{1}{N} \sum_{n=1}^{N} U_n \quad \text{and} \quad \sigma_U^2 = \frac{1}{N} \sum_{n=1}^{N} (U_n - U)^2$$  \hspace{1cm} (6)

are the mean and variance of the wind speed over the measurement intercomparison period ($N \gg 1$), respectively. Quantity $\sigma_U^2$ arises from diurnal and synoptic variations and should not be confused with the short-term fluctuations due to turbulence.

The Weibull probability distribution function is commonly used to model the probability, $p(U)dU$, of observing a wind speed between $U$ and $U + dU$, written as

$$p(U) = \frac{k}{\lambda} \left( \frac{U}{\lambda} \right)^{k-1} e^{-U/\lambda}, \hspace{1cm} (7)$$

The ratio $\sigma_U/U$ depends only on the shape parameter $k$ via

$$\left( \frac{\sigma_U}{U} \right)^2 = \frac{\Gamma(1 + 2/k)}{\Gamma^2(1 + 1/k)} - 1. \hspace{1cm} (8)$$

The rms difference $\Delta U_{\text{rms}}$ can arise from a number of causes, including differences between scalar (cup type) and vector (remote type) measurements; remote sensing sampling over spatially distributed volumes; sampling spread over time; and spatial separation between the remote sensing volumes and the mast sensor. Except in the case of complex terrain, these differences are essentially random instead of systematic and are a result of turbulent fluctuations in wind speed being sensed differently by the mast sensors and the remote sensors.

Systematic differences occur in complex terrain (Bingol et al. 2009; Behrens et al. 2012; Bradley et al. 2012; Bradley 2012). It is assumed that instrumentation is setup carefully so problems such as poor alignment are not an issue.

Clearly, $R^2$ is not a property of the remote sensing instrument alone. It depends on moments $U$ and $\sigma_U$ of the wind regime in which the intercomparisons were completed. If the site is uniform, if turbulence intensity is very low, and if wind speeds are widely distributed, then a very high $R^2$ should be achieved by any good-quality sodar or lidar remote sensing instrument, since the inherent limitations of the instrument are being reached. This essentially explains why it is possible to get very high $R^2$ values in some intercomparisons, while much lower values are obtained in others.

Figure 1 shows the relationship between $\Delta U_{\text{rms}}/U$ and $R^2$ for a range of wind regimes. For $\sigma_U/U = 0.52$ (Weibull $k = 2$), the fractional rms wind difference is 6% for an intercomparison producing $R^2 = 0.985$, or 4% for an $R^2 = 0.995$. These results are also checked by simulating a large number ($N = 1000$) of random mast winds from a Weibull distribution using

$$U_n = \lambda \left[ -\ln(1 - r_n) \right]^{1/k}, \hspace{1cm} (9)$$

where $r_n$ are random numbers uniformly distributed between 0 and 1. For each mast wind, a remote instrument wind is generated with an additional random normally distributed variation having standard deviation $\sigma_v$. The results of this stochastic simulation are shown as crosses in Fig. 1 for $\sigma_U/U = 0.6 (k = 1.72)$.

3. Cup-sodar differences due to turbulence

A cup anemometer measures the total wind run in a sampling period, whereas a remote sensing instrument averages the vector wind components measured during
Kristensen (1999) has described the bias arising from these different methods of measuring wind, as follows.

The wind speed measured by a cup anemometer is

\[ U_{m,n} = \sqrt{(U_n + u_n)^2 + v_n^2} \]

whereas a remote sensing instrument measures the vector \((U_n, v_n, w_n)\), albeit via three or more separate measurements. The average wind speed measured by the mast-mounted cup anemometer is (to the second order)

\[
U_m = \frac{1}{N} \sum_{n=1}^{N} U_{m,n} = \frac{U}{N} \sum_{n=1}^{N} \left(1 + 2 \frac{u_n}{U} + \frac{v_n^2}{U^2} + \frac{w_n^2}{U^2}\right)^{1/2}
\]

\[
\approx U + \frac{1}{N} \sum_{n=1}^{N} v_n^2 2U,
\]

whereas that measured by a remote sensing instrument is \(U_r = U\). The normalized mean difference between mast and remote measured winds is

\[
\frac{U_m - U_r}{U} = 1 + \frac{1}{2} \left(\frac{\sigma_r^2}{U^2}\right).
\]

The term in brackets is the transverse turbulent intensity (not to be confused with \(\sigma_r/U\)), and the difference in measured wind speeds is typically 0%–2%.

The work of Kristensen (1999) summarized above did not describe the random differences arising from scalar versus vector averaging. For a particular turbulence intensity, these two different measures of wind speed will contribute to the scatter in a plot of winds measured by mast instruments versus winds measured by remote instruments. This scatter derives from the variance in the difference \(U_m - U_r\). For cup measurements

\[
\sigma_m^2 = \frac{1}{N} \sum_{n=1}^{N} (U_{m,n} - U_m)^2 = \sigma_u^2
\]

and for remote measurements

\[
\sigma_r^2 = \frac{1}{N} \sum_{n=1}^{N} (U + u_n - U)^2 = \sigma_u^2.
\]

The variance of the difference is

\[
\Delta U_{rms}^2 = \frac{1}{N} \sum_{n=1}^{N} (U_{r,n} - U_{m,n})^2
\]

\[
= \frac{1}{N} \sum_{n=1}^{N} [(U_{r,n} - U) - (U_{m,n} - U)]^2
\]

\[
= \frac{1}{N} \sum_{n=1}^{N} (U_{r,n} - U)^2 + \frac{1}{N} \sum_{n=1}^{N} (U_{m,n} - U)^2
\]

\[
= \sigma_m^2 + \sigma_r^2 = 2\sigma_u^2,
\]

assuming the two instrument errors are uncorrelated and that \(\sigma_m^2 = \sigma_r^2 = \sigma_u^2\). The second assumption is based on the variance from the sodar being derived from the spectral width (the turbulent spectrum well sampled) and on background acoustic noise not corrupting spectral

![FIG. 1. The normalized rms difference in wind speed \(\Delta U_{rms}/U\) recorded by two instruments, and its relationship to \(R^2\) obtained from a straight-line regression. The curves are for \(\sigma_r/U = 1\) (solid line), 0.8 (dotted line), 0.6 (short dashes), 0.4 (long dashes), and 0.2 (dotted–dashed). The crosses are from a stochastic simulation with \(\sigma_r/U = 0.6\).](image-url)
estimates. The effects of combining data from different beams are not included here.

Wind measurements are typically averaged over 10 min. For a sodar having a vertical range of 300 m, this average is typically over 72 wind estimates. The result is a reduction in the variance of 72, assuming Gaussian-distributed variations, giving

$$\frac{\Delta U_{\text{rms}}}{U} \approx \frac{1}{\sqrt{72}} \frac{\sqrt{2} \sigma_u}{U} = \frac{\sigma_u}{6 \bar{U}}$$  \hspace{1cm} (15)

The normalized standard deviation of the discrepancy between mast- and remote-measured winds is therefore proportional to the turbulence intensity, and the scatter naturally affects $R^2$. We can simulate this by generating winds $U$ from random Weibull deviates, and then generating random $u_n$, $v_n$, and $w_n$ values for a succession of samples at this $U$. These turbulent components are generated by filtering a white noise spectrum to obtain a von Kármán velocity spectrum using the method described by the company MathWorks, based on Careta et al. (1993) and Ewert (2008). Results are shown in Fig. 2 and compared with the prediction from (15). Weibull parameters $k = 2$ and $\lambda = 8 \text{ m s}^{-1}$ are used. A height of 80 m is chosen for the generation of $u_n$, $v_n$, and $w_n$ and both simulated mast winds and simulated sodar winds are averaged over 10 min. Fitting a straight line to the resulting scatterplot from 1000 stochastic 10-min winds gives $R^2$ values for each chosen turbulence intensity value.

Depending on the site, a sodar can receive reflections from fixed nonatmospheric objects. Consequently, sodar–mast intercomparisons are inevitably conducted with the sodar placed 80 m or more from the mast. This introduces a further difference between the sodar-measured wind and the mast-sensed winds, since the same volume of air is not being sensed. Figure 2 shows the effect on $R^2$ of a mast–sodar separation of $D = 80$ m. In this case the $u_n$, $v_n$, and $w_n$ are sampled for the random mast winds and delayed samples used for the sodar winds, with delay $D/U = 11.4$ s in this example. Since the time constant for autocorrelation of the turbulent velocity components is around 20 s, the mast samples and the sodar samples are quite different. A similar procedure is followed as for the scalar–vector averaging example, using the same parameters, giving the data points shown as triangles in Fig. 2 and the accompanying line of best fit. Note that this procedure also includes the scalar–vector averaging differences, which account for about half of the reduction in $R^2$.

A further cause of differences between winds recorded by mast instruments and sodars arises because three or more spatially separated volumes are successively sampled by the sodar, with time delays between each volume sampling (Bradley 2007). This effect can again be simulated using the random von Kármán method.
The scalar–vector effect and the mast–sodar separation effect are included, as described above. The time between sampling at height \( h = 80 \text{ m} \) on one beam, and sampling at that height on the next beam, is taken to be 2.8 s. A three-beam sodar is simulated, with beams 1 and 2 in orthogonal planes and tilted at zenith angles of 18°, whereas beam 3 is vertical. Results are shown by squares in Fig. 2, together with the line of best fit.

Moore and Bailey (2006) presented a plot of measured differences between mast and sodar winds (equivalent to \( \Delta U_{\text{rms}}/U \)) at a range of turbulent intensities. These data can be scaled and (4) used to obtain an equivalent \( R^2 \). The results are shown as crosses in Fig. 2 and, except at the highest turbulent intensities, agree well with the random von Kármán simulations. Note that the mast–sodar separation distance for the data from Moore and Bailey (2006) is not known, but 80 m is typical for such intercomparisons.

Remote sensing instruments measure the three wind vector components in orthogonal directions \( x, y, \) and \( z \) by solving equations that relate the wind components to the Doppler shift along each radial beam direction. As an example, a three-beam system having two beams tilted at angle \( \theta \) off vertical and one vertical beam would solve equations such as

\[
m_{n,1} = (U + u_{n,1}) \sin \theta + w_{n,1} \cos \theta, \\
m_{n,2} = v_{n,2} \sin \theta + w_{n,2} \cos \theta, \text{ and} \\
m_{n,3} = w_{n,3}
\]  

(in this example, beam 1 is aligned with the wind), with solution

\[
U_{r,n} = \frac{m_{n,1} - m_{n,3} \cos \theta}{\sin \theta} = U + u_{n,1} + (w_{n,1} - w_{n,3})/\tan \theta.
\]

The \( m \) represent radial wind components estimated from measured Doppler shifts, and

\[
\Delta U_{\text{rms}}^2 = \frac{1}{N} \sum_{n=1}^{N} (U_{r,n} - U)^2 + \frac{1}{N} \sum_{n=1}^{N} (U_{m,n} - U)^2 \\
= \frac{1}{N} \sum_{n=1}^{N} [u_{n,1} + (w_{n,1} - w_{n,3})/\tan \theta]^2 + \sigma_u^2 \\
= \frac{2 \sigma_w^2}{\tan^2 \theta} + \sigma_u^2 \\
= \frac{\sigma_u^2}{\sin^2 \theta}
\]

if \( \sigma_w^2 = 0.5 \sigma_u^2 \). Because \( \theta \) is small, the \( 1/\tan \theta \) dominates the first term on the right. This shows that the scatter in the speed measurement is prone to vertical turbulence in particular for small angle-tilted beams (small \( \theta \)).

From Fig. 2 it is clear that, even in uniform terrain, the sampling of three or more spatially separated volumes by a sodar, over a time interval of something like 9 s or more, contributes to a reduced \( R^2 \). This effect has also been explored experimentally by Behrens et al. (2010). Figure 3, adapted from this work, shows the \( R^2 \) obtained...
by comparing winds estimated from opposing beams on a five-beam Metek sodar. The beams, called here beam 1 and beam 2, are aligned with the wind with one tilted upwind by \( \theta = 17.5^\circ \) and the other downwind with the same zenith angle. The time between a sample from beam 1 and a sample from beam 2 at the same height is \( \Delta t_{12} = 18 \text{s} \). A very high \( R^2 \) (effectively 1.00) is measured at the height where turbulence from one sampled volume has moved to the second sampled volume in the time \( \Delta t_{12} \). The high \( R^2 \) is possible because the scalar–vector averaging difference is not present (both measurements are from the same sodar), and effectively the same turbulent volume is being sampled. Since sodars sample turbulent structure in a large volume, the different pointing angles of the two opposing beams is not a factor so that

\[
\Delta U_{\text{rms}}^2 = \frac{1}{N} \sum_{n=1}^{N} (U_1 - U_2)^2
\]

\[
= \frac{1}{N} \sum_{n=1}^{N} (u_1 - u_2)^2
\]

\[
= \frac{1}{N} \sum_{n=1}^{N} u_1^2 - 2 \frac{1}{N} \sum_{n=1}^{N} u_1 u_2 + \frac{1}{N} \sum_{n=1}^{N} u_2^2
\]

\[
= 2\sigma_u^2 (1 - \rho_{12}). \quad (19)
\]

The correlation function between the upwind and downwind turbulent wind components can be approximated by

\[
\rho_{12} \approx e^{-\frac{1}{2\tau^2} \left( \frac{2\pi \tan \theta}{U - \Delta t_{12}} \right)^2}
\]

\[
\approx 1 - \frac{1}{2\tau^2} \left( \frac{2\pi \tan \theta}{U - \Delta t_{12}} \right)^2, \quad (20)
\]

where \( 2\pi \tan \theta / U \) is the time the turbulence takes to advect from beam 1 to beam 2 at height \( z \) and at wind speed \( U \), and \( \tau \) is the turbulence correlation time (see, e.g., Blanc-Benon et al. 1991; Chu et al. 1996). The first-order linearized approximation of the exponential will likely only be valid close to height giving maximum \( R^2 \). From (4),

\[
R^2 = 1 - A(z - z_{\text{max}})^2, \quad (21)
\]

where

\[
z_{\text{max}} = \frac{U \Delta t_{12}}{2 \tan \theta} \quad (22)
\]

and

\[
A = \left( \frac{2\sigma_u \tan \theta}{\sigma_U U \tau} \right)^2. \quad (23)
\]

The data plotted in Fig. 3 are fitted using (21) to find \( z_{\text{max}} \) and \( A \). From \( z_{\text{max}} \) and the known \( \theta \) and \( \Delta t_{12} \), an estimate of \( U = 2.8 \text{ m s}^{-1} \) is obtained. The turbulent intensity and \( \sigma_U \) are not known. But if values of \( \sigma_u/U = 0.2 \) and \( \sigma_{U}/U = 0.22 \) (or \( k = 5.2 \)) are assumed, then \( \tau = 29 \pm 1 \text{s} \) is obtained, equal to \( z_{\text{max}}/U = 29 \text{s} \), which would be expected if the integral length scale is assumed to be equal to \( z_{\text{max}} \). Such a narrow Weibull could occur because the experiment by Behrens et al. (2010) had a duration of only seven days. The explanation of Fig. 3 in terms of advection of turbulence therefore seems plausible.

### 4. Conclusions

Given the above discussed differences between mast and sodar, what is the best current estimate of the fundamental wind speed errors in a sodar? The commonly quoted \( R^2 \) values for remote sensing instruments are not a property of the instrument, but are more closely associated with how the intercomparison experiment is carried out. Very high values of the coefficient of determination, \( R^2 \), are now reported for lidar comparisons with mast instruments (Mikkelsen and Bradley 2011), providing the data are filtered to remove turbulent fluctuation and other environmental effects. The difficulty with doing this for sodars is that the signals originate from turbulence. This means that filtering data from an intercomparison experiment to retain only low-turbulence data will necessarily mean a low signal-to-noise ratio for the sodar, and a corresponding reduction in \( R^2 \) resulting from statistical errors in finding the Doppler spectrum’s peak position.

There is real difficulty therefore in answering the question: How good is a sodar? Most field use, away from the idealized ‘laboratory’ environment, seems to have an \( R^2 \) value of 0.975–0.985. From Fig. 1, this corresponds to a range of relative difference, compared to a cup anemometer, of around 6%. However, from Fig. 2 it is seen that only about one-third of the \( R^2 \) reduction is due to the inescapable difference between scalar and vector averaging, and the remaining two-thirds of \( R^2 \) loss is attributable to measurement methodology, rather than errors. Both the mast instruments and the sodar are measuring winds accurately, but just not in the same place and at the same time. This suggests that sodars being used operationally can be expected to have real rms errors of around 2% (i.e., one-third of the 6% identified in Fig. 1).
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