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ABSTRACT

This work presents the use of a nonlinear autoregressive neural network to obtain an improved estimate of sea surface winds, taking Placentia Bay, Newfoundland and Labrador, Canada, as a study case. The network inputs and delays were chosen through cross correlation with the target variable. The proposed method was compared with five other wind speed estimation techniques, outperforming them in correlation, precision, accuracy, and bias levels. As an extension, the temporal gap filling of missing wind speed data during a storm has been considered. Data containing a measurement gap from a 40-yr windstorm that hit the same location has been used. The proposed method filled the gaps in the dataset with a high degree of correlation with measurements obtained by surrounding stations. The method presented in this work showed promising results that could be extended to estimate wind speeds in other locations and filling gaps in other datasets.

1. Introduction

Historical ocean data allow for the study of previous events and testing of mathematical models in the ocean environment. The use of estimation techniques and models on historical data, commonly referred to as hindcasting, is widely used in climate sciences for long-term climate analysis (Suckling et al. 2017), as well as in oceanography for surface wave analysis (Arthur 1951).

Wave estimation methods have greatly evolved in the past 50 years, with different empirical and theoretical models being proposed with increasing complexity, encompassing the evolution in computational processing capabilities. Theoretical models are now in their third generation, relying heavily on numerical techniques to solve the energy transfer equation (Massel 2013). Empirical models, on the other hand, rely on directly measurable data to estimate and forecast waves. Although early empirical models were criticized for being too simplistic (Kinsman 1965), they have advanced to the point in which they would perform as well as theoretical models under simple wind regimes (Dexter 1974). More recently, machine learning techniques (Londhe et al. 2016), genetic algorithms (Gaur and Deo 2008), and data mining techniques (Nikoo and Kerachian 2017) have been used to estimate significant wave height.

While there is a vast array of literature on the estimation of ocean measurements from wind data, methods dedicated to the prediction of wind speed from ocean measurements are less common. The issue of wind estimation usually arises in the context of remote sensing, where wind speed information is not always directly available. Some authors, such as Dexter and Theodoridis (1982), have used hindcasting techniques originally designed to estimate ocean measurements to instead estimate wind speeds; one of them, the modified Sverdrup–Munk–Bretschneider (SMB) equation has been widely used to estimate wind speeds from HF radar data (Huang et al. 2002). Some authors, on the other hand, have tried to find a direct relationship between significant wave height and wind speed without resorting to previous wave estimation techniques. Li et al. (2012) and Tokinaga and Xie (2011) have used a power series regression to estimate wind speeds from significant wave heights, while Zeng et al. (2016) have used a neural network to estimate wind speed using different oceanographic measurements. Among the most recent wind speed estimation methods, Clarizia and Ruf (2017) proposed a Bayesian wind speed estimator using significant wave height information inferred from Global Navigation Satellite System reflectometry (GNSS-R) data, while Li et al. (2015, 2017) proposed the use of support vector machines (SVM) to estimate wind speed from a single-Doppler radar.
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Wind speed estimation techniques can also be used to fill gaps in datasets (Tokinaga and Xie 2011), allowing the use of some data analysis techniques that require a complete time series in order to function properly, such as spectral analysis and the calibration of learning algorithms. Table 1 shows the percentage of missing values of wind speed and significant wave height from National Oceanic and Atmospheric Administration (NOAA) buoys (NDBC 2018).

The results in Table 1 show that the measurement of significant wave height (WVHT) is more reliable than wind speed (WSPD) measurement during normal operation in these stations. Also, being directly exposed to the weather, some anemometers may malfunction or break during extreme wind events (Howden et al. 2008). This was the case during a 40-yr windstorm that hit the Avalon Peninsula, Newfoundland, Canada, in March 2017, with gusts of up to 180 km h\(^{-1}\) (MacEachern 2017; Snoddon 2017). During the storm a buoy located at the mouth of Placentia Bay, Newfoundland and Labrador, Canada, stopped registering wind speeds, leaving gaps in the time series. In cases in which the significant wave height is known and the wind speed is missing, an estimation method can be used to fill the gaps in wind speed measurements.

This work presents an autoregressive neural network with external inputs as a method to estimate wind speeds from significant wave heights. This method estimates wind speeds based on historic significant wave height data with a good degree of accuracy. As a further application of the technique, the filling of temporal gaps in wind speeds is considered, using data collected by a buoy located at the mouth of Placentia Bay during the 40-yr storm of March 2017. Section 2 presents the instruments and datasets used in the present work. In Section 3, the proposed method is presented, with a discussion on the general problem of estimating the wind speed from significant wave height and a discussion on previously devised methods to estimate wind speed; these methods will be later used as benchmarks for the proposed method. Section 4 presents training, testing, and gap-filling results. The test results include both a comparison with the previously presented techniques for accuracy, precision, and bias, and tests for estimated wind speed within data gaps using nearby wind speed measurements. Section 5 presents concluding remarks, with suggestions for further developments of this work.

### 2. Instruments and datasets

The data used for the analysis were collected by SmartAtlantic Alliance (2017) at Placentia Bay. There are three buoys at this location, as can be observed in Fig. 1.

The buoy chosen for this study was the one at the mouth of Placentia Bay, marked as “2” in Fig. 1. According to SmartAtlantic Alliance (2017), this is an AXYS 3-m-diameter discus buoy, located at 46°58.8’N, 54°41.1’W, where the water depth is 230 m. This buoy is equipped with the following instruments, with distances measured from the ocean surface: an anemometer at 4.2 m; thermometers for atmospheric and sea surface temperatures located at 3.5 and 20.5 m, respectively; a hygrometer and a barometer located at 3.5 m; and a current meter, and sea surface salinity and conductivity meters placed at -0.5 m. Wave height and direction are measured by a TRIAXYS sensor unit embedded in the buoy’s payload (AXYS Technologies 2017). This sensor unit consists of three accelerometers, three gyroscopes, a fluxgate compass, and a processor, allowing it to retrieve significant wave height, maximum wave height, peak wave period, wave mean direction, and wave mean spread. By definition, significant wave height is the average of the highest third of the wave heights measured in a given period, which can be obtained either directly from height measurements or from the moments of the wave spectrum (Stewart 2008).

The mouth of Placentia buoy is capable of retrieving the following measurements (SmartAtlantic Alliance 2017): average wind speed and direction, peak wind (or gust) speed, air temperature, humidity, dewpoint, barometric pressure, sea surface temperature, maximum wave height, sea surface salinity, sea surface conductivity, significant wave height, peak wave period, wave mean direction, wave mean spread, current speed, and current direction.
According to Environment Canada (2015), average wind speed and direction are defined as the 2-min average values ending at the time of observation, with the direction measured from true north. Peak wind speed, or gust speed, is defined as the maximum sudden change in wind speed, registered if the highest peak speed is at least 5 kt (1 kt = 0.51 m s$^{-1}$) higher than the 2-min average wind speed, or if the highest peak is at least 15 kt.

Historical data were obtained from this buoy, with measurements between August 2006 and March 2017. From this historical dataset, the two longest continuous data sequences in both wind speed and significant wave height were selected: the longest, between 3 May 2013 and 20 February 2014, was chosen to be the training dataset, while the second longest, between March and December 2009, was used to test the wind estimation methods.

A dataset of the month of March 2017 was used for the gap-filling experiment. During this month there were 29 h of missing wind speed data for the mouth of Placentia Bay buoy, representing 3.9% of the total hours. From these, only 1 h also had missing significant wave height data, meaning that 28 h of data can be estimated. To evaluate the estimates of wind speed within the gaps, data from two neighboring stations, Red Island Shoal buoy and St. Lawrence weather station, shown as 1 and 3, respectively, in Fig. 1, were collected.

The Red Island Shoal buoy has the same characteristics as the mouth of Placentia Bay buoy (SmartAtlantic Alliance 2017), while the St. Lawrence weather station is an inland station managed by Environment and Climate Change Canada, with data available online (Environment and Climate Change Canada 2017).

Because of the position of the anemometer, wind speeds measured on both buoys were corrected for wind speeds at 10m from the sea surface using the method presented in U.S. Army Corps of Engineers (2012a), while data provided by the inland station was corrected for wind speeds over the sea using the regression model proposed by Powell (1982), combined with the temperature correction proposed by Resio and Vincent (1977) and U.S. Army Corps of Engineers (2012b).

3. Wind speed estimation

a. Previous wind speed estimation methods

The nature of the ocean–atmosphere system allows us to infer that the significant wave height is a good candidate for the input of a wind speed estimation system.
(Kinsman 1965). Although it was conceived as an empirical measurement, the significant wave height was theoretically defined with respect to the ocean wave spectrum after the introduction of spectral analysis to studies of the upper ocean (Hoffman and Karst 1975).

According to Kitaigorodskii (1962), the power spectral density of the ocean surface can be written as a function dependent on the acceleration resulting from gravity, wind friction velocity, and fetch. This definition was later simplified by Pierson and Moskowitz (1963), who substituted the dependence on friction velocity, which cannot be directly measured, by wind speed at a given height \( z \) from the ocean surface \( U_z \). In this case the relationship between wind speed and significant wave height can be written as

\[
H_s = F(U_z) = 4 \left[ \int_0^\infty S(\omega|U_z) \, d\omega \right]^{1/2},
\]

where \( H_s \) is the significant wave height, \( S \) is the power spectral density of the ocean surface, and \( \omega \) is the radial frequency of the ocean surface. Therefore, in light of the relationship presented in Eq. (1), the problem of wind speed estimation is an inverse one. Mathematically, it can be described as

\[
U_z = F^{-1}(H_s).
\]

A well-known relationship between wind speed and significant wave height is the SMB equation (Bretschneider 1952, 1958). Huang et al. (2002) applied a modification to the SMB equation (Dexter and Theodoridis 1982) to the problem of wind speed estimation from HF radar data, in which the fetch was substituted by the peak wave period to make the equation dependent on only measurable radar parameters. The modified SMB relationship can be written as

\[
g H_s \frac{U_{10}^2}{U_{10}} = 0.26 \tanh \left[ \left( \frac{3.5 g T_m}{U_{10}} \right)^{3/2} \times 10^{-2} \right],
\]

where \( g \) is the acceleration resulting from gravity, \( H_s \) is the significant wave height, \( U_{10} \) is the wind speed measured at 10 m from sea level, and \( T_m \) is the peak wave period. If the estimation of significant wave height is desired, then Eq. (3) can be solved analytically; however, if the SMB equation is applied to estimate wind speeds, then it can only be solved numerically.

With the modified SMB equation, Dexter and Theodoridis (1982) have also presented a wind estimation method based on the JONSWAP spectral model (Hasselmann et al. 1973). Mathematically, this method can be written as

\[
U_{10} = 9.11 \times 10^3 \left( \frac{H_s^2}{g T_m} \right).
\]

Unlike the SMB equation, the wind speed in the JONSWAP model can be obtained without resorting to numerical solvers. Both expressions in Eqs. (3) and (4) are limited by the fetch \( F \), meaning that they are valid only if

\[
F < 10^4 \frac{U_{10}^2}{g} \text{ m}.
\]

Another method used to estimate wind speed from significant wave height was presented by the U.S. Army Corps of Engineers (2012a) in their Coastal Engineering Manual (CEM). The CEM model can be written as

\[
g H_s \frac{U_{10}^2}{U_{10}} = 4.13 \times 10^{-2} \left( \frac{g F}{U_{10}} \right)^{1/2}.
\]

The main difference between the CEM model and all previously presented methods is the fact that it uses friction velocity \( u_f \) instead of \( U_{10} \). Friction velocity and \( U_{10} \) are related as follows:

\[
u_f^2 = C_d U_{10}^2,
\]

where \( C_d \) is the drag coefficient. In the literature there are several formulations for the drag coefficient. However, the expression used in the CEM model (U.S. Army Corps of Engineers 2012a) is

\[
C_d = 1 \times 10^{-3} (1.1 + 3.5 \times 10^{-2} U_{10}).
\]

Using the ancillary relationship

\[
g \frac{T_m}{u_f} = 0.651 \left( \frac{g F}{U_{10}} \right)^{1/2},
\]

Equation (5) can be rewritten as

\[
g H_s \frac{U_{10}^2}{u_f} = 7.863 \times 10^{-2} \left( \frac{g T_m}{u_f} \right)^{1/2},
\]

which does not directly depend on the fetch. Substituting Eqs. (6) and (7) into Eq. (8), and after some algebraic manipulations, the CEM model can be expressed in terms of \( U_{10} \) as

\[
U_{10}^3 + 31.4286 U_{10}^2 = 7.4751 \times 10^8 \left( \frac{H_s^4}{g^2 T_m} \right),
\]
which is clearly a third-order equation with respect to wind speed. Therefore, the estimated wind speed using the CEM model is the real positive root of Eq. (9).

A different approach from all previously mentioned methods was presented by Tokinaga and Xie (2011). Instead of relying on physical relationships of the air–sea interaction, they have used a power series regression that can be written as

$$U_{10} = aH_s^b + \gamma,$$

where \(a\), \(b\), and \(\gamma\) are constants to be solved based on training data.

Since they are universal function approximators (Cybenko 1989; Hornik et al. 1989), artificial neural networks (ANNs) can be used to estimate the inverse function in Eq. (2). A method using ANN to estimate wind speed from oceanographic data was proposed by Zeng et al. (2016), in which a wind speed prediction method for high-frequency (HF) radar data using a backpropagation (BP) neural network was presented. The inputs to this method were wind direction, significant wave height, and average wave period, having wind speed as the output, with no feedback loop. The network was trained first using buoy data and later applied to radar measurements.

b. Proposed method

From Eq. (1) it is evident that the dataset used to estimate \(F^{-1}\) should contain both significant wave height and wind speed information; however, other ancillary data could be included, provided they have sufficient correlation with the wind speed. Also, since the interaction between wind and ocean surface is a dynamic one, a suitable network architecture for this kind of problem is the nonlinear autoregressive artificial neural network with exogenous entries (NARX ANN; Haykin 2009). Therefore, the goal of this work is to estimate wind speed from ocean data by using a NARX neural network.

The structure of a NARX ANN used in this work can be observed from Fig. 2, where \(z^{-1}\) are delay operators, and \(W_{n-1}\) and \(b\) are weight vectors and biases of the network, respectively, with \(n\) being the layer to which the weight vector is referred.

The autoregressive characteristic of the neural network is manifested either as a feedback loop, where previous estimates are presented as inputs, or as an open loop, where previous measurements are presented instead. In this work the network will change between these two modes, presenting estimates wherever measured data are missing and presenting previous measurements otherwise. Although the NARX neural network contains both delays and a feedback loop, it operates in the same way as a regular backpropagation neural network (Siegelmann et al. 1997).

One distinguishing characteristic of the proposed method is that, besides the power series and the backpropagation artificial neural network (BP ANN), all other techniques have a fixed structure. The proposed method and the BP ANN are based on a universal function approximator paradigm that allows for a high level of adaptability. To a lesser extent, the power series model also allows for adaptability, since different values of \(a\), \(b\), and \(\gamma\) will produce a different estimator. The remaining techniques—namely, the SMB, the CEM, and the JONSWAP models—all have fixed structures, with no room for adaptability.

Although both methods use artificial neural networks, the proposed method is markedly different from the one proposed by Zeng et al. (2016). The main difference between the two is the regressive nature of the proposed method. While the BP ANN uses concurrent measurements to estimate the wind speed, the proposed method exploits the fact that wind speed over the ocean surface has a delayed effect on the highest one-third of the waves for higher sea states, as indicated by the Phillips–Miles mechanism for wave growth and generation (Massel 2013). Therefore, by adjusting the number of delays in an autoregressive neural network, it is possible to cover the maximum correlation between wind speed and significant wave height in both low sea states, where the time gap between acting wind and significant wave height is shorter, and high sea states, where the wind will not have immediate effect on significant wave height. This difference between the proposed method and the BP ANN is shared with the other techniques presented in the previous section: they all rely on concurrently measured variables to estimate wind speed.

4. Results and discussion

a. NARX network setting

Even though significant wave height is a theoretically good candidate for the network input, a cross-correlation analysis was performed to test this assumption and to select other possible network inputs. During this test the cross correlation of each variable with the wind speed is calculated. The variables that have the highest correlation with wind speed were selected. Any variable that was measured through the anemometer was discarded from the input analysis. The cross-correlation analysis was performed on the longest continuous wind speed sequence of the dataset, between 3 May 2013 and 20 February 2014.
Figure 3 presents the cross correlation between wind speed and the following variables: wind speed, gust velocity, maximum and significant wave heights, and peak wave period. The remaining variables had either too small cross correlation with the wind speed to appear in the plot or were discontinuous within the observed period.

Analyzing the cross correlations presented in Fig. 3, it is evident that wind speed and gust have the highest cross correlation, followed by maximum wind speed and significant wave height, respectively. Evidently, both windspeed and gust would have the highest correlation. However, one of them is the desired output and the other is also measured through the anemometer; therefore, they are not eligible input candidates.

The peak wave period presents a peak correlation with the wind speed of 0.31 m s\(^{-1}\), 17.5 h after the wind in question has blown over the ocean surface. During this period the wind could have changed speed and direction several times, and considering the dynamics of a wave field, it is not expected that the peak wave period would respond to local winds after this length of time. It is also observed that even after this period, other measurements, such as significant wave height, present a higher correlation than the peak wave period. Therefore, the use of the peak wave period as one of the inputs would greatly increase the complexity of the neural network, and it would add only slightly correlated information to the network. Therefore, the peak wave period will not be considered as one of the inputs of the NARX neural network.

The remaining input candidates are significant and maximum wave heights. Since both variables have the same cross correlation behavior within the observation interval, with minimal discrepancies, and the theory presented in the previous sections shows a clear relationship between significant wave height and wind speed, only significant wave height was selected as the input variable of the NARX neural network. Another factor in favor of significant wave height is that it is a measurement that can be obtained in a remote sensing setting, which allows for future applications of the method to radar data.
Another important piece of information that can be obtained from Fig. 3 is the fact that the wind at a given time $t$ has a maximum correlation with the significant wave height at $t + 3$ h. In other words, to make use of the maximum correlation to predict the wind speed at $t$, the significant wave height at future times must be used. Therefore, in order to turn the NARX ANN into an advance network, the time series must be read backward by the neural network. For the network used in the present work, five delays were applied to the input, which includes the maximum correlation point. On the output feedback loop, only a single delay was considered.

The choice of a two-layer neural network is based on the proven suitability to the solution of inverse problems (Sontag 1992; Haykin 2009). The number of neurons for each layer were chosen by trial and error, such that the cross correlation between input and error and the mean-square error (MSE) were minimized. Satisfactory results were obtained from a network structure with two layers, with 50 neurons in the first layer and 20 in the second layer. Given the nature of neural networks, it is possible to obtain satisfactory results with different network structures. Also, different results can be obtained using the presented network topology if different weights are reached after the training process (Haykin 2009).

b. Training

To improve the generalization (Beale et al. 2017), 10 neural networks were trained for each method, with different starting weights, training, validation, and testing datasets. The network that returned the lowest MSE was chosen to represent the method. The chosen training algorithm for the proposed method was the Levenberg–Marquardt (Haykin 2009), while the BP ANN uses the Bayesian regularization algorithm to train the network (Zeng et al. 2016). The same dataset used in the correlation analysis was applied to train the neural networks and it was divided in three parts, 70% for training, 15% for validation, and 15% for testing. The independent test dataset, measured between March and December 2009, was not presented to the neural network during the training phase.

Table 2 presents the training statistics for the selected networks for the proposed method, regular BP ANN, and BP ANN without wind direction information.

From the presented results it is evident that the presented method was able to converge to a lower MSE as compared to either of the BP ANNs. However, both BP ANNs have converged in a fraction of the time used by the proposed method. The removal of wind direction as an input for the BP ANN had a small impact on the accuracy of the method, increasing the training MSE by 5.26%.

The power series regression model was trained using the same training dataset as was presented to the neural networks. The final expression, containing the fitted $a$, $b$, and $c$, is

$$U_{10} = 4.349H^0.6874 + 1.937.$$  \tag{11}

The fitted values for the coefficients lie within the typical intervals presented by Tokinaga and Xie (2011). With the coefficients in Eq. (11), the power series method achieved a training root-mean-square error of 3.1994 m s$^{-1}$.

Once these methods have been trained, they can be applied to the test dataset and compared with other estimation methods.

c. Performance analysis

The proposed method was compared with some of the aforementioned wind estimation techniques, namely, the SMB equation, power series regression, the BP ANN, the CEM equation, and the estimator based on the JONSWAP spectral model. Unlike other previously mentioned techniques, these methods do not depend on instrument-specific data, being able to retrieve wind
speed estimations solely from other meteorological measurements.

As previously explained, the test dataset was the second-longest continuous sequence for wind speed and significant wave height data, measured between March and December 2009. Figure 4 shows the linear regression between measured and estimated wind speeds for each method. In all cases, the correlations between measured and estimated values were statistically significant, having p values smaller than 0.5.

From the scatterplots in Fig. 4, it is evident that the proposed method, with a correlation coefficient above 0.95, produces better estimates for the wind speed than all other presented methods. The SMB equation, power
series regression, and the BP ANNs have all returned similar correlation patterns, with the complete BP ANN having the highest correlation among them. The effect of the removal of wind direction from the inputs was minimal on the correlation between estimated and target wind speeds. On the other hand, the CEM equation and the JONSWAP model both have presented very different behaviors from the previous techniques, with the tendency to underestimate the wind speeds, and the latter frequently producing spurious peaks.

To quantify these observations, Table 3 shows some measures of accuracy, bias, and precision. Again, the proposed method was the most accurate and precise among the tested techniques, followed by three methods with similar performances. Besides the proposed method, the BP ANNs had the best performance, with the CEM equation and JONSWAP being the least accurate and the most biased toward lower values. Again, the removal of wind direction from the BP ANN input had a small effect on the performance statistics. This enables the use of the BP ANN without wind direction as representative of the method on the gap-filling section, since wind direction is not available within the gaps. While the first five methods in Table 3 have fairly small biases, the proposed method was the only one that had its bias approaching zero if outliers were removed from the analysis. With regard to the precision metrics, the proposed method was the only one to have its standard deviation and interquartile range below 1 m s⁻¹, with the four next best performers having standard deviations and interquartile ranges between 2.53 and 3.2, and 3.36 and 4.36 respectively. The JONSWAP model had the worst precision metric of the three, even if outliers were not considered.

d. Temporal gap filling

Once the methods are tested, they are applied to the March 2017 dataset, where their results are compared with data from the closest surrounding weather stations, that is, the Red Island Shoal buoy and St. Lawrence weather station. Given that no ground truth data exist within these gaps, precision, accuracy, and bias measurements cannot be retrieved, and considering the distance between the closest neighboring stations, their measurements cannot be considered for ground truth either. However, it can be expected that, on the average, these stations present the same overall variational behavior. Figure 5 presents the linear regression between wind speed data gathered in the mouth of Placentia Bay and the adjacent stations, excluding missing data points. The linear regression analysis shows that both the Red Island Shoal buoy and the St. Lawrence weather station data have high correlation with the wind speed obtained from the mouth of Placentia Bay buoy. Therefore, both datasets can be used as correlation references.

Table 4 presents the correlation coefficients between estimated wind speeds and the ones measured at the same time at the Red Island Shoal buoy ($R_{RIS}$) and the St. Lawrence weather station ($R_{StL}$). With the Red Island Shoal buoy data as reference, the proposed method showed a higher degree of correlation; however, all methods have performed reasonably well. On the other hand, with the St. Lawrence station as reference, the proposed method was slightly surpassed by the SMB equation and the power series regression. However, the methods performed relatively well in all cases, with correlation levels close to the ones obtained by the rest of the dataset.

In light of the analysis performed in the previous section, these results indicate that the proposed method not only has better precision and accuracy than the other methods, but it is also capable of properly filling data gaps with a high degree of correlation with neighboring weather stations.

Figure 6 shows the data collected during the storm at the three stations marked in Fig. 1. From these results it is clear only the proposed method and the JONSWAP model were able to follow the trend of the other two adjacent neighboring stations. All other methods have
instead returned lower wind speed estimates, contrary to
the local trend. However, it is known from the accuracy
and bias analysis of the previous section that the
JONSWAP model tends to underestimate its predic-
tions, with occasional extreme outliers, while the pro-
posed method consistently presented lower error values.
Therefore, by combining both high precision and cor-
relation with the measurements from neighboring
weather stations, the proposed method is more suited to
produce good wind speed estimates, even during ex-
treme wind events.

5. Conclusions

This work presented a wind speed estimation method
using a nonlinear autoregressive neural network with
exogenous entries. The proposed method was compared
with other wind speed estimation techniques, namely,
the SMB relationship, power series regression, the BP
ANN model, the CEM equation, and the JONSWAP
wind speed model. All methods were trained and
applied to data obtained by a buoy from SmartAtlantic
Alliance, located at the mouth of Placentia Bay, New-
foundland and Labrador, Canada. The goal was to fill
gaps in data during the extreme wind events of

A cross-correlation analysis was performed in order to
select the input data to the proposed method. Among
the high cross-correlation measurements, significant
wave height was chosen for the input, since it is not a
measurement obtained by an anemometer and allows
for the expansion of the method for remote sensing
applications. All methods requiring training used the
same dataset, obtained between May 2013 and February
2014. Then, these methods were tested using a different
data set, collected between March and December 2009.

The proposed method outperformed all other tested
wind speed estimation methods during the benchmark-
ing, reaching a correlation coefficient of 0.95 and a mean
absolute error of 0.75 m s\(^{-1}\). These results are far supe-
rior to the second-best method, the backpropagation
neural network presented by Zeng et al. (2016).

One of the most marked differences between the
proposed method and the other presented estimation
techniques is the fact that the proposed model has
memory, which allows taking nonconcomitant mea-
surements into account. The choice of a regressive net-
work is supported by the cross-correlation analysis
previously mentioned, and the basic theories of wind
wave generation and growth (Kinsman 1965). This im-
plies that, however mathematically complicated, there
might exist a function that can better represent the re-
lationship between significant wave height and wind

<table>
<thead>
<tr>
<th>Method</th>
<th>(R_{RIS})</th>
<th>(R_{StL})</th>
</tr>
</thead>
<tbody>
<tr>
<td>Proposed</td>
<td>0.96</td>
<td>0.86</td>
</tr>
<tr>
<td>SMB equation</td>
<td>0.93</td>
<td>0.87</td>
</tr>
<tr>
<td>Power series</td>
<td>0.89</td>
<td>0.88</td>
</tr>
<tr>
<td>BP ANN (no (\theta_w))</td>
<td>0.94</td>
<td>0.84</td>
</tr>
<tr>
<td>CEM equation</td>
<td>0.93</td>
<td>0.75</td>
</tr>
<tr>
<td>JONSWAP</td>
<td>0.94</td>
<td>0.77</td>
</tr>
</tbody>
</table>
speed, and that time delays (or advances) should be considered in this function. Further work can be done on this front in order to prove the importance of memory in empirical wind speed estimation methods.

Future developments of the method might include the application to a remote sensing setting, using HF radar or satellite altimeter data, with both methods being capable of retrieving significant wave height from the ocean surface (Passaro et al. 2015; Gomez et al. 2015). Another possible improvement to the technique is the reduction of the interval between measurements, which can progress to a near-real-time prediction of wind speeds in both buoy and remote sensing settings.
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