Assessing the Quality of Shortwave and Longwave Irradiance Observations over the Ocean: One Year of High-Time-Resolution Measurements at the Lampedusa Oceanographic Observatory
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ABSTRACT

Measurements of downwelling shortwave (SW) and longwave (LW) irradiance were carried out on an oceanographic buoy close to the island of Lampedusa (Italy), in the central Mediterranean Sea. Irradiance measurements on the buoy were acquired at high time resolution together with the radiometer pitch and roll angles. The measurements carried out during 2016 have been compared with ground-based observations made at the Lampedusa Atmospheric Observatory, about 15 km northeast of the buoy. The radiometers were compared before and after deployment on the buoy and are traceable to the World Radiometric Reference scale. The SW measurements were corrected for the thermal offset. A small bias (measurements over the sea are smaller than on land) of about \(2.2 \text{ W m}^{-2}\) is found in the daily mean SW, and a moderate bias of \(6.2 \text{ W m}^{-2}\) (irradiance over the sea is larger than on land) is found in the LW. Similar biases are found when instantaneous measurements obtained with horizontal radiometers, clean domes, and cloud-free conditions are selected, suggesting that impacts of the moving platform and poor dome cleaning are minor at this site. The effect of the mean tilt angle was also investigated. Deviations in the hourly mean SW irradiance are on the order of 20% for a mean offset of \(4^\circ\) with respect to the solar zenith angle; the effect of tilt angle on LW irradiance appears to be negligible. Radiative transfer calculations show that the observed biases may be ascribed to the differences in the instrument altitude (through radiation absorption, scattering, and emission by the atmospheric constituents in the lowest atmospheric layers) and in the SW surface albedo.

1. Introduction

Measuring components of the surface energy budget over the ocean is crucial to understanding climate at the regional and global scale (e.g., Ghate et al. 2009). The radiative quantity relevant for the surface energy budget is the irradiance, which is the radiant power reaching a horizontal surface of unit area and is measured in units of watts per meter squared. The irradiance can also be calculated as the integral over a hemisphere of the radiance weighted for the cosine of the incidence angle, which is the angle between the incoming radiation direction and the normal to the surface. The downwelling irradiance in some cases is also called downwelling radiation.

In the Mediterranean Sea, components of the surface ocean energy budget have been used to investigate the regional climate (Matsoukas et al. 2005; Nabat et al. 2015) and to close the basinwide heat budget and estimate the contribution of evaporation to sea level changes (e.g., Gilman and Garrett 1994; Dubois et al. 2012). These analyses show that large differences exist among various estimates of the radiative components of the surface energy budget (e.g., Pettenuzzo et al. 2010; Dubois et al. 2012). Several studies have emphasized that atmospheric aerosol may play a large role, in addition to clouds, in modulating the shortwave (SW) irradiance (Gilman and Garrett 1994; Tragou and...
Lascaratos 2003; di Sarra et al. 2008) and may contribute to the observed differences.

Measurements of radiation components over the open ocean are sparse. In addition, intrinsic difficulties are associated with measurements over buoys or ships. Instruments on buoys, in particular, are run unattended for extended time intervals, and a reduction of accuracy is expected in particular as a result of changes of the radiometer attitude (e.g., MacWhorter and Weller 1991) and poor dome cleaning (Waliser et al. 1999; Foltz et al. 2013). Some studies have investigated the influence of the tilt angle on SW irradiance measurements (e.g., Katsaros and DeVault 1986; Long et al. 2010; Medovaya et al. 2002; Canepa et al. 2015). These studies suggest that, while errors on time averages due to buoy rocking tend to be small, mean tilts may produce significant effects. Waliser et al. (1999) estimated that a mean buoy tilt of 1° produces a 2%–3% SW irradiance bias in clear-sky conditions. To our knowledge, no specific studies address this problem for the longwave (LW) irradiance component. Conversely, the role of solar radiation leakage and differential heating of the pyrgeometer dome have been studied (Pascal and Josey 2000; Meloni et al. 2012). The solar radiation leakage has been suggested as the cause for a bias in LW irradiance measurements over buoys (e.g., Yamada and Hayasaka 2016).

Waliser et al. (1999) addressed the effect of dome cleaning in the North Atlantic Ocean during the Subduction Experiment and Atlantic Stratocumulus Transition Experiment (ASTEX) in 1991–93. They recalibrated the SW radiometers after substitution on the buoys before and after cleaning, and found differences smaller than 2%.

Measurements made west of tropical Africa, in a region characterized by intense desert dust transport and deposition, have shown a negative bias in SW irradiance with respect to satellite analyses and model calculations (e.g., Foltz et al. 2013). A 14% decrease resulting from dust deposition on the sensor dome was measured by comparing a freshly calibrated sensor with a dirty one. Foltz et al. (2013) developed a correction scheme to take into account the effect of dust deposition on the measured SW irradiance. The produced bias does not change linearly with time, due to the effect of rain, which may add or remove dust on the dome, and to periodic instrument replacement.

The assessment of the quality of radiation measurements over buoys thus is a difficult task, also due to limitations in monitoring the instrument status and lack of reliable collocated measurements. In some cases, satellite-derived or modeled SW irradiances have been compared with measurements made on land and ocean as an indirect verification of the observation’s quality on the open ocean (Gautier 1988; Bishop et al. 1997; Pinker et al. 2009; Foltz et al. 2013; Yamada and Hayasaka 2016). Radiative models have been used by several authors to assess the quality of oceanic observations (Bréon et al. 1991; Waliser et al. 1999; Medovaya et al. 2002).

Gautier (1988) compared satellite-derived SW irradiances with measurements made in 1984–85 on ship, buoy, and a small island in the central Pacific Ocean. Her analysis suggests that local effects significantly affected measurements on the selected island, and that these measurements were not representative of open-ocean conditions. Similar conclusions, with orographic effects affecting measurements at many island stations, were drawn by Bishop et al. (1997).

Few direct comparisons between measurements on buoys and independent measurements of SW and LW irradiances have been carried out (e.g., Weller and Anderson 1996; Burns et al. 2000; Cronin et al. 2006). These comparisons, however, cover limited time intervals and, consequently, a subset of possible environmental conditions.

Weller and Anderson (1996) compared measurements made on ships and buoys in three different periods of 1992 and 1993 in western equatorial Pacific. They found a very good agreement between measurements of LW irradiances, while SW irradiances differed up to 30 W m$^{-2}$.

Burns et al. (2000) compared measurements on aircraft, on ship and on buoy during the Tropical Ocean and Global Atmosphere Coupled Ocean–Atmosphere Response Experiment (TOGA COARE) in 1992–93. The mean SW irradiance difference between ship and aircraft measurements was $-8 \pm 34$ W m$^{-2}$, and that between buoys and aircraft measurements was $+8 \pm 41$ W m$^{-2}$. For the LW, the mean ship–aircraft difference between LW irradiance measurements on ship and aircraft was $-3 \pm 5$ W m$^{-2}$, whereas that between buoys and aircraft observations was $-4 \pm 7$ W m$^{-2}$.

Cronin et al. (2006) analyzed collocated measurements from ships and buoys made within about 10 km distance, covering 17 days in the period 2000–03 at the Tropical Atlantic Ocean (TAO) moorings. The buoy–ship mean difference was $-4$ W m$^{-2}$ for 6-h averages and $-11$ W m$^{-2}$ for daily averages. Mean difference for LW was $-1$ W m$^{-2}$ for daily averages and $-4$ W m$^{-2}$ for 6-h averages. The root mean difference between ship and buoy was 26 W m$^{-2}$ for SW, and about 6 W m$^{-2}$ for LW observations. It must be pointed out that this study, although it covered a limited time interval, found that the differences between ship and
buoy longwave irradiance measurements were well within \(\pm 1\%\). Waliser et al. (1999) compared SW irradiance observations on a buoy with two ship-based climatologies, finding significant differences (around 4\% and 20\%, respectively).

It must be emphasized that these differences may also depend on instrument type, characteristics, and calibration frequency and strategy. All of the previous studies were based on measurements of SW irradiance made with Eppley 8–48 and Precision Spectral Pyranometers and measurements of LW irradiance made with Eppley Precision Infrared Radiometers.

In this study the quality of open-ocean measurements on a buoy is investigated by comparing observations made on a buoy and on a small Mediterranean island. The two sites are within a distance of 15 km. The island is small and flat, and very limited local effects are expected on the cloud distributions and downwelling irradiance. High-time-resolution measurements are made at both sites. In particular, measurements of radiometer signals and attitude have been carried out on the buoy at 1-Hz repetition rate with the aim of investigating the effect of attitude changes. The same type of radiometers (Kipp and Zonen CMP21 pyranometers for SW irradiance and Kipp and Zonen CGR4 pyrgeometers for LW irradiance) are used on land and on the sea. They have been calibrated on the same reference scale, and have been compared before and after deployment on the buoy. The comparison covers a full year. The selected instruments possibly minimize effects due to cosine response in the SW, and SW leakage and differential dome heating in the LW. Thus, we believe that this comparison of SW and LW irradiances provides an insight on the capability of performing high quality irradiance measurements over the sea.

This assessment supports the use of accurate buoy data for the investigation of the heat and radiation budget in the central Mediterranean. In addition, this study opens the possibility to quantify and correct the bias introduced by carrying out measurements on the island of Lampedusa to infer the long-term behavior of solar and infrared irradiance over the central Mediterranean.

2. Instruments and setup

The Lampedusa Oceanographic Observatory (OO) was deployed southwest of the island of Lampedusa, at 35.49°N, 12.47°E, in August of 2015. The ocean depth at the buoy site is 74 m. The buoy was designed to minimize oscillations and rotations to allow reliable measurements of the surface heat budget. A large float placed between 8 and 13 m below sea level produces a strong upthrust that maintains the buoy in an almost vertical orientation and limits oscillations. Two nontwisting cables keep the body of the buoy connected to the anchor, placed on the bottom, and limit rotation. The emerged section of the buoy, shown in Fig. 1, is constituted by an 8-m-long tubing and a turret, whose base is placed about 6.5 m above sea level. The turret base was at about 4.5 m before 11 June 2016, when a 2-m extension was added to the buoy structure. Solar panels are placed east, south, and west of the turret, where power supply circuitry, data acquisition and transmission systems, and instruments for atmospheric measurements are placed.

Starting from its deployment, various instruments have been installed on the buoy. The present set includes meteorological sensors, a sonic anemometer, and radiometers in the atmospheric section; temperature/pressure sensors at various depths, a conductivity–temperature–depth (CTD) sensor, narrowband radiometers for downwelling and upwelling radiation at two depths, and a sensor for chlorophyll, chromophoric dissolved organic matter (CDOM), and backscatter at about 5-m depth. The Lampedusa OO was developed within the RITMARE Italian flagship project (http://www.ritmare.it/en) and contributes to the Italian Fixed-Point Observatory Network (IFON) for marine environmental monitoring (Ravaioli et al. 2016). Broadband radiometers to measure the downwelling SW and LW irradiance were installed in December 2015, together with a two-axis inclinometer that provides information on the radiometer attitude in two perpendicular axes, approximately corresponding to north–south and west–east. Information on the orientation of the buoy has not been acquired until now, and the tilt angles rotate with the buoy structure. Rotation of the buoy is limited (nominally, \(<5°\) for sea state \(<4\)). The installation of a compass is planned.

The two radiometers are placed on a single plate on an arm that extends south with respect to the buoy turret. The radiometers were at about 5.8 m above mean sea level before 11 June 2016 and at 7.8 m above sea level afterward. In April 2017 the plate with the radiometers was moved farther south (from 0.5 to about 1.5 m from the turret) to the position shown in Fig. 1. The shortwave
The CMP21 pyranometer was chosen because of the good cosine response (deviation < 1% up to 60° solar zenith angle, and generally < 2% up to 70° solar zenith angle) and the possibility to acquire the instrument temperature. The cosine response of the Eppley Precision Spectral Pyranometer, which has been used on
various buoys (Servain et al. 1998; Waliser et al. 1999; Burns et al. 2000; Cronin et al. 2006; Weller et al. 2012; Canepa et al. 2015), is expected to be of somewhat lower quality (Michalsky et al. 1995) than that for CMP21.

Eppley Precision Infrared Radiometers (PIR) have been mostly used on buoys (e.g., Burns et al. 2000; Cronin et al. 2006; Canepa et al. 2015). We have used the CGR4 because it displays a smaller solar radiation leakage than PIR (Meloni et al. 2012), and possibly a smaller effect from inhomogeneous dome temperature (Philipona et al. 2001). These properties may be particularly relevant when radiometers are not ventilated and shaded, as it is the case at OO.

Several solar panels were lost and the pole supporting the radiometer plate was bent during a strong storm that occurred on 16–17 January 2016. The radiometers were repositioned in horizontal position on 19 February 2016.

In this study, data from the buoy broadband radiometers and their attitude acquired during the first year of observation, essentially 2016, are used together with measurements made at the Lampedusa Atmospheric Observatory (AO; 35.52°N, 12.63°E). The AO was set up in 1997 on a promontory on the northeastern coast of Lampedusa. Figure 2 shows a map with the position of AO and OO, with a picture of AO. A variety of atmospheric observations have been progressively added at AO. These include measurements of meteorological parameters, ultraviolet, solar, and infrared radiation, aerosol properties, clouds, ozone, greenhouse gases, and so on (http://www.lampedusa.enea.it; Ciardini et al. 2016). Lampedusa contributes to the World Meteorological Organization Global Atmosphere Watch network, the Integrated Carbon Observation System, the Aerosol Robotic Network, and other measurement networks.

Shortwave and longwave irradiance observations, in particular, have been used in a number of studies to investigate relationships linking radiation and atmospheric aerosols (e.g., Casasanta et al. 2011; di Sarra et al. 2011; Meloni et al. 2005, 2015, 2018), clouds (Mateos et al. 2011), and atmospheric chemical composition (e.g., Mailler et al. 2016). The SW and LW radiometers operational at AO in the period of this study were Kipp and Zonen CMP21 and CGR4, respectively. They are installed on the roof of the AO main building, at about 50 m above mean sea level. They are regularly cleaned, and they are ventilated. The CGR4 is mounted on a solar tracker, and direct solar radiation is shaded. The pyranometer calibration is routinely referenced to the World Radiation Reference (WRR) solar irradiance scale (WMO 2014) approximately once per year, and the pyrgeometer calibration is referenced to the World Infrared Standard Group (WISG; WMO 2014) every 12–15 months.

The radiometers installed on the buoy were run on the roof of AO, in parallel with those routinely operated at the site, before and after deployment on the buoy. Table 1 reports the serial numbers of CMP21 and CGR4 radiometers operating at AO and OO and dates of the intercomparisons.

In this study we use the measurements made at AO, which are routinely cleaned and checked, as reference for a comparison with those made at OO. The distance between AO and OO is about 15 km. The observations
made on the buoy may be influenced by a number of factors, among which orientation and dome cleaning are believed to be relevant. Thus, the measurement made at OO are compared with those at AO to investigate the role of dome cleaning, radiometer attitude, and differences in altitude and albedo.

The radiometer signals (the thermopile voltage and the case thermistor resistance for both CMP21 and CGR4) are acquired with dataloggers. The thermopile voltages are acquired as differential voltage signals by the datalogger; the signal polarization is reversed during the measurement, and possible disturbances at 50 Hz are filtered out to improve the measurement accuracy.

Measurements are acquired every 30 s at AO, and every 1 s, together with the radiometer attitude, at OO. The high acquisition frequency was set up to investigate the effects of the platform motion. The nominal time constant (63% of final value) of CMP21 is < 1.7 s, and that of CGR4 is < 6 s. Thus, at least on the CMP21 data, we expect to be able to detect effects produced by the buoy oscillations.

Raw voltage signals and thermistor resistance values from CMP21 and CGR4 are stored. The thermometer resistance is converted into temperature following the Steinhart and Hart equation. The downwelling LW irradiance is obtained from the measurements of the radiometer signals (the thermopile voltage and the case temperature) using the following version of the expression by Philipona et al. (1995):

\[ I_{\text{LW}} = \frac{V}{C(T)}(1 + k_1 \sigma T^3) + k_2 \sigma T^4, \]

where \( C(T) \) is the instrument sensitivity in \( V \) per watts per meter squared corrected for its dependency on temperature, \( \sigma \) is the Stefan–Boltzmann constant, and \( k_1 \) and \( k_2 \) are constant values determined together with \( C \) during the calibration transfer procedure.

The same procedure is applied to signals acquired at AO and OO. Estimated 2-sigma (std dev) uncertainties on CGR4 measurements are within \( \pm 5 \text{ W m}^{-2} \) (Meloni et al. 2018); nighttime differences between collocated pyrgeometers are always within \( \pm 2 \text{ W m}^{-2} \), which is the threshold defined by Philipona et al. (2001) for well-calibrated instruments.

The downward shortwave irradiance is obtained from the acquired thermopile voltage signal and thermistor resistance. The instrument sensitivity is first corrected for its temperature dependence. The SW downward irradiance is obtained by dividing the thermopile voltage by the temperature corrected instrumental sensitivity, and by subtracting the instrumental thermal effect. This is calculated from the pyrgeometer voltage and the instrument temperature as described by Di Biagio et al. (2009). The cosine response error, as determined by the manufacturer, is < 0.7% at 60° and < 1.2% at 70° for CMP21 90206 and is < 1.3% at 60° and < 1.6% at 70° solar zenith angle for CMP21 140332. No corrections for this effect have been implemented. The 2-sigma estimated uncertainty on CMP21 measurements is 1.7%. This uncertainty is calculated taking into account the uncertainty on the calibration and that on the data acquisition system.

The calibration change before and after deployment on the buoy was negligible for the CGR4 and the CMP21. The differences between irradiances from CMP21 140332 calculated using the manufacturer calibration (July 2014) and those from CMP21 090206, referenced to WRR, were about 1.5% (90206 higher than 140332) before and after deployment on the buoy. The data from CMP21 140332 were thus corrected for thermal offset and referenced to the WRR. The CGR4 data were in agreement with the most recent calibration transfer to WISG.

3. Time series of SW and LW irradiances

a. Irradiance measurements and radiometer attitude

Figure 3 shows the evolution of shortwave and longwave irradiances and tilt angles in the north–south and west–east directions, acquired at 1 s time resolution, during January 2016. As expected, the tilt angles are strongly influenced by the wind and sea conditions. The radiometer angular deviations from the horizontal position are generally within a few degrees except during very rough sea conditions, when its inclination, as well as that of the buoy, may exceed 10°. Conditions were exceptionally rough during the 16–17 January storm, with buoy oscillations exceeding ±25°. As discussed in the previous section, during this event the four solar panels facing south were pulled out and the arm supporting the radiometer plate was bent. As a result, the radiometer plate was tilted by approximately 8° along the north–south direction (the southern side higher than the northern side of the plate) while a smaller change of about 2° occurred along the east–west axis.

In January cloudy conditions are generally associated with LW irradiance larger than 350 W m\(^{-2}\) and a fast variability of the SW component. As discussed previously, part of the variability of SW and LW irradiance is associated with the buoy motion, while deposition of dirt on the radiometer domes may also play a role. The SW irradiance measured at noon in cloud-free conditions on 27–29 January appears significantly lower than on 9 and 11–13 January, also characterized by cloud-free
conditions. This may be seen as a combination of different atmospheric conditions and the change in pyranometer orientation after the storm; the latter effect is believed to be dominant in this case.

The evolution of the same parameters of Fig. 3 is shown in Fig. 4 for July 2016. Because of more favorable weather and sea conditions, the radiometer attitude remains stable over extended periods of time, which are characterized by very small oscillations of the buoy. As expected, cloud-free periods are much more frequent than in January.

Figure 5 shows the frequency of occurrence of the radiometer tilt angles along the two axes for January 2016, based on the inclinometer data acquired at 1-s time resolution. Two modes for the tilt angles correspond to the plate mean orientation before and after the 16–17 January storm. The most frequent radiometer position was very close to horizontal before the storm (−0.20° along the
In the period 1–16 January 2016, 90% of the data are within ±1.7° along the west–east axis and within ±1.8° along the north–south axis.

Figure 6 shows the distribution of the radiometer tilt angles recorded in July 2016. Because of the better weather conditions, the distribution appears narrower than in January. The mean position for the east–west axis in July is at a tilt angle of 0.78°, and it is 0.08° along the north–south axis. In July 90% of the data are composed between ±1.0° of the mean tilt angle along the west–east axis and between ±1.3° of the mean tilt angle along the north–south axis.

The inclinometer data show that oscillations are somewhat larger along the north–south axis than west–east. The distributions of tilt angles are not fully symmetrical around the mean angle. These effects are attributed to the role of prevailing wind and ocean current at Lampedusa. Prevailing and stronger winds are from the northern and northwestern sectors, thus possibly inducing a larger buoy oscillation along these directions.
b. Daily and hourly average SW and LW irradiance

Hourly and daily (24h) averages of SW and LW irradiance, and of the tilt angles, were calculated from the measurements at OO and at AO. Figure 7 shows the evolution of the corresponding daily SW and LW irradiances throughout 2016. The shaded portion of the graphs corresponds to the period when the radiometer plate was tilted after the storm.

A good correspondence between the two datasets is present, including during most of the cloudy periods. This good correspondence supports the assumption that local orographic effects are very small at AO.

Systematic differences appear small, and somewhat larger for LW than for SW irradiances.

The time series of the differences between SW and LW daily averages at OO and AO, and daily average radiometer tilt angles at OO are shown in Fig. 8. Days with moderate (daily precipitation > 1 mm) and heavy (>10 mm) precipitation are also shown, together with days on which radiometer domes on the buoy were cleaned.

Precipitation may induce the cleaning or may lead to deposition of particles on the domes, mainly when occurring from dust laden clouds. Intense precipitation is
probably more likely to help cleaning the domes. Figure 8 does not show a clear correspondence between OO–AO differences and precipitation, possibly because of the variable effect of precipitation on the dome cleaning, or spatial inhomogeneity of rain processes. Conversely, intense precipitation events and manual dome cleaning seem to produce a reduction of the LW irradiance difference, and SW differences close to zero.

The radiometer attitude change occurred on 17 January evidently affected the SW irradiance, while the impact is difficult to detect for the LW irradiance. The radiometer attitude was adjusted on day 50 (19 February). On day 265 (21 September) the radiometer attitude along the west–east axis was improved while an offset in the north–south direction was introduced. Although this change may have produced an effect on the OO–AO differences, it is not clearly identifiable in Fig. 8.

Figure 9 shows the scatterplot between daily average SW and LW irradiances at OO and AO. Data from the period 16 January–19 February 2016 were excluded. Least squares fitting lines are drawn. The correlation coefficient is high in both cases. The mean bias (MB) has been calculated as the mean difference between measurements at OO and AO and is reported in Table 2. The difference between SW irradiance data at AO and OO is very small, with measurements at AO slightly larger than at OO. LW irradiance is conversely larger at OO than at AO, with a MB of about 7.4 W m\(^{-2}\). The root-mean-square deviation (RMSD) is about 11 W m\(^{-2}\) for both components.

Values of MB and RMSD were also calculated in different time intervals, up to 21 September, from 21 September to 31 December and from 17 January to 18 February. The results of the calculations are also reported in Table 2. The SW irradiance OO–AO differences are generally negative, except after 21 September. A somewhat larger OO–AO LW irradiance bias is found between 17 January and 18 February and after 21 September. The increase of the SW irradiance on the buoy after 21 September is consistent with the negative tilt along the north–south axis, which corresponds with the radiometer slightly inclined toward the sun, producing a small positive bias. Conversely, a large decrease of SW irradiance is found in the period with the large positive tilt along the north–south axis. It is interesting to note that the OO–AO difference in LW irradiance increases for both negative and positive tilt values. This is probably due to the fact that a larger tilt, independently of the axis, leads to increase the fraction of sea surface and to decrease the fraction of sky falling within the pyrgeometer field of view. In many cases this induces an enhancement of the measured LW

![Figure 7. Time series of (top) LW and (bottom) SW irradiances measured at OO and at AO. The shaded area corresponds to the period during which the radiometer plate was tilted after the storm.](https://example.com/figure7.png)
irradiance, and of its variability. For instance, the RMSD of the LW irradiance is larger during periods with the buoy radiometer mean tilt angle different from zero. Dome cleaning may, however, have had an effect, and it is difficult to totally attribute these differences to the change of tilt angle.

The OO–AO differences were also calculated from hourly averages. Fast cloud variability is expected to

![Fig. 8](image_url1)  
*Fig. 8. (top) Time series of the differences between SW and LW daily averages at OO and AO, and (bottom) daily average tilt angles of the radiometers at OO. Open triangles close to the top axis correspond to days with precipitation of greater than 1 mm; gray solid triangles correspond to days with precipitation of more than 10 mm. Full circles above the top axis mark the days on which radiometers at OO were cleaned.*

![Fig. 9](image_url2)  
*Fig. 9. Scatterplots between daily average (left) SW and (right) LW radiation measured at AO over land and at OO over the ocean, throughout year 2016. Data from 16 Jan and 19 Feb 2016, have been excluded. The linear least squares fit is shown for both components. The best fit and correlation coefficient are also displayed in each panel.*
produce larger effects on the hourly than on the daily averages. Similarly to the analysis of the daily averages, the mean bias between OO and AO was calculated over different time intervals in order to assess if the occurred attitude changes have affected observations at OO. Moreover, OO–AO differences were calculated also only over daytime for the SW component, and only for nighttime for the LW component. The summary of the results is reported in Table 3. The daytime SW data are selected by using only hourly values of >30 W m\(^{-2}\). LW hourly data between 2100 and 0300 UTC are selected for the nighttime.

As expected, the MBs of the daytime SW hourly averages are larger than for daily averages, which are calculated over 24 h and include nighttime data. Similarly, the RMSD is larger for the daytime SW data than for the 24-h datasets. This is also expected since the RMSD of nighttime data is extremely small. The daytime SW mean bias has a significant increase, by more than 9 W m\(^{-2}\), after 21 September, and reaches about +5 W m\(^{-2}\). All the SW biases are, however, <1% with respect to the corresponding average SW irradiance, except for the daytime SW for the 265–366 period (1.6%).

As suggested by Philipona et al. (2001), comparison of collocated pyrgeometers is favored in nighttime due to the absence of solar radiation, which may produce a differential heating of the dome, and may in part reach the detector due to solar radiation leakage of the filter. For this reason, the hourly LW irradiance measurements were also compared using only nighttime data. The MB values calculated throughout the whole day and in nighttime are similar, while RMSD is smaller for nighttime. The absence of ventilators on the buoy is expected to produce a larger bias in nighttime, when water condensation on the dome may occur more easily without ventilation. The behavior of RMSD seems to suggest much more stable conditions, and possibly, a reduced cloud variability, during nighttime.

The values of MB and RMSD were calculated over cloud-free periods to assess the role of clouds in the calculated differences between OO and AO. Daytime cloud-free hourly average data at AO were selected based on the cloud-screening algorithm described by Meloni et al. (2007). The algorithm, similar to that proposed by Long and Ackerman (2000), uses various thresholds on the absolute value of the global and diffuse solar irradiances, and on their time variability, and allows the identification of cloud-free conditions (cloud cover <2 oktas, and no clouds between the sun and the observer) also when high dust loads are present in the atmosphere (Meloni et al. 2007). The cloud-screening method can be applied to observations made at AO; thus, to remove the possible influence from small-scale clouds at OO, SW data whose hourly standard deviation >15% of the hourly irradiance, and LW data whose hourly standard deviation >2% of the hourly irradiance at OO, have been discarded. The MB and RMSD were calculated over the identified daytime cloud-free periods, and the derived values are reported in Table 3. MB and RMSD were also calculated for the all-sky conditions daytime LW data (data between 0700 and 1400 UTC were selected).

The values of LW irradiance MB for daytime cloud-free conditions are similar to those obtained in all-sky conditions. The corresponding RMSD is similar to that found for nighttime LW data, except during the last months of the year, when the largest impact from clouds is expected.

The clouds impact in a larger way on the SW irradiance. The SW irradiance mean bias shows a limited change, except for the period 21 September–31 December, when

---

**Table 2. Mean bias and root-mean-square differences between SW and LW daily averages (W m\(^{-2}\)) over different time intervals.**

<table>
<thead>
<tr>
<th>Day no. period</th>
<th>SW MB</th>
<th>SW RMSD</th>
<th>LW MB</th>
<th>LW RMSD</th>
</tr>
</thead>
<tbody>
<tr>
<td>1–16 and 50–366</td>
<td>−1.2</td>
<td>10.6</td>
<td>7.4</td>
<td>10.8</td>
</tr>
<tr>
<td>1–16 and 50–264</td>
<td>−2.2</td>
<td>10.5</td>
<td>6.2</td>
<td>8.5</td>
</tr>
<tr>
<td>17–49</td>
<td>−25.5</td>
<td>29.3</td>
<td>10.0</td>
<td>12.7</td>
</tr>
<tr>
<td>265–366</td>
<td>+1.3</td>
<td>11.0</td>
<td>10.3</td>
<td>14.6</td>
</tr>
</tbody>
</table>

---

**Table 3. Mean bias and root-mean-square deviation between hourly average SW and LW irradiances at OO and AO. Statistical parameters are calculated over different time intervals, over the 24h, and only for daytime or nighttime.**

<table>
<thead>
<tr>
<th>Daytime interval</th>
<th>1–16 and 50–366</th>
<th>1–16 and 50–264</th>
<th>265–366</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MB</td>
<td>RMSD</td>
<td>MB</td>
</tr>
<tr>
<td>Daytime SW</td>
<td>−1.8</td>
<td>57.5</td>
<td>−4.2</td>
</tr>
<tr>
<td>SW</td>
<td>−1.0</td>
<td>39.9</td>
<td>−2.1</td>
</tr>
<tr>
<td>Cloud-free daytime SW</td>
<td>+1.4</td>
<td>20.5</td>
<td>−0.2</td>
</tr>
<tr>
<td>Nighttime LW</td>
<td>+7.2</td>
<td>8.6</td>
<td>+6.2</td>
</tr>
<tr>
<td>Daytime LW</td>
<td>+8.4</td>
<td>10.3</td>
<td>+6.9</td>
</tr>
<tr>
<td>LW</td>
<td>+7.7</td>
<td>15.8</td>
<td>+6.3</td>
</tr>
<tr>
<td>Cloud-free daytime LW</td>
<td>+6.2</td>
<td>8.5</td>
<td>+6.2</td>
</tr>
</tbody>
</table>
it becomes significantly larger in cloud-free than in all-sky conditions. The direct component of solar radiation is a larger fraction of global irradiance in cloud-free conditions, and the associated cosine response errors are expected to play a larger role. A significant reduction of RMSD for cloud-free conditions is found. This reduction is between 57% and 64% with respect to that found in daytime all-sky conditions. Thus, more than half of the variability between SW measurements at AO and OO may be ascribed to clouds. The 5th and 95th percentile of the relative differences between SW irradiance measurements at OO and AO for cloud-free daytime conditions are −5% and +5.3%, respectively. This is in agreement with the differences found among collocated well calibrated pyranometers during an extended comparison lasting for 1 year (Habte et al. 2016).

As discussed above, the observed biases may be due to different possible causes. Cloud-free data collected on the buoy have been analyzed more in detail with the aim of separating the various possible contributions to the observed differences.

c. Acceptable deviation from the horizontal position

A simple criterion has been adopted to identify quasi-horizontal irradiance measurements on the buoy. The criterion is based on the definition of a maximum acceptable uncertainty on the direct SW component due to the radiometer tilt, and on a simplified description of the downwelling irradiance. The maximum acceptable uncertainty is assumed to be ±3 W m⁻². The direct irradiance on the horizontal plane \( I_d \) may be expressed as

\[
I_d = I_o \cos \theta \exp(-\tau/\cos \theta),
\]

where \( I_o \) is the solar extraterrestrial irradiance, \( \theta \) is the solar zenith angle, and \( \tau \) is a total atmospheric pseudo-optical depth (applicable to the whole solar spectral range). The change in \( I_d \), \( \Delta I_d \), associated with a change in solar zenith angle \( \Delta \theta \) is

\[
\Delta I_d = I_o \exp(-\tau/\cos \theta) \sin \theta [1 + \tau/\cos \theta] \Delta \theta,
\]

where \( \Delta \theta \) is the deviation of the instrument tilt angle in the plane containing the radiometer, the vertical, and the sun.

If we assume \( \Delta I_d = 3 \) W m⁻², the corresponding acceptable variation of solar zenith angle \( \Delta \theta_L \) depends on \( \theta \) and is given by

\[
\Delta \theta_L = 3/[I_o \exp(-\tau/\cos \theta) \sin \theta (1 + \tau/\cos \theta)].
\]

Figure 10 shows the behavior of \( \Delta \theta_L \) versus solar zenith angle.

The instantaneous value of \( \Delta \theta \) corresponding to the individual measurements on the buoy was calculated from the two axes’ attitudes as in Boers et al. (1998), assuming that the buoy is not rotating. We have selected all cases with the sum of the two tilt angles \( <\Delta \theta_L \) and compared the simultaneous measurements made at AO and at OO. This condition is more stringent than necessary; however, since we have no detailed information on the buoy rotation and the condition applies only to the direct component, we have preferred to make a conservative selection.

d. Comparison of selected instantaneous clear-sky data

Data belonging to the selected quasi-horizontal irradiance dataset were further classified, and a subset including measurements made during the 48 h following the cleaning of the domes on the buoy, and in cloud-free conditions was created. This subset thus includes data from several days in February, May, and June 2016. Cloud-free measurements were selected by visual inspection of the data obtained at AO and OO, and using sky imager pictures acquired every minute at AO.

Figure 11 shows the instantaneous SW irradiance measurements made at OO versus those at AO, for quasi-horizontal sensors, clean domes, and cloud-free conditions. The number of selected data is relatively small (about 100 data pairs). The linear least squares fit between buoy and land data is also shown in Fig. 11, together with correlation, MB, and RMSD. The mean bias is about −2 W m⁻² (SW irradiance at OO lower than at AO). The reader is reminded that the data were...
selected based on a ±3 W m⁻² acceptable uncertainty on the direct irradiance. Thus, the estimated bias is within the assumed limits for compatible measurements.

A similar analysis has been carried out for the LW irradiance. In this case, a weaker selection on the radiometer attitude was applied, due to the longer instrumental response time and lower expected dependency on the angle. For LW irradiance, all cases with both tilt angles smaller than 80° have been selected. The LW dataset also includes nighttime data. Figure 12 shows the scatterplot of LW irradiance measurements made at OO and AO for clean dome, quasi horizontal data, and cloud-free conditions. The figure comprises several days in February, May, and June.

The correlation coefficient between the selected LW measurements at OO and AO (Fig. 12) is smaller than for SW, also a result of the smaller range of values attained by the LW irradiance. The mean bias is about 6 W m⁻² (larger irradiance at OO than at AO), and the RMSD is 6.7 W m⁻². This RMSD is similar to that found in previous direct comparisons (Burns et al. 2000; Cronin et al. 2006).

Biases found for instantaneous data with quasi-horizontal radiometers, clean domes, and cloud-free conditions are very close to those found for the daily averages throughout 2016. This seems to suggest that dome cleaning and radiometer attitude, as far as they are close to the horizontal position, have a limited effect on the SW and LW irradiances for the occurring conditions. Moreover, contrary to what was found in other small islands (Gautier 1988; Bishop et al. 1997), orographically induced effects on cloud properties may be considered to be negligible at Lampedusa. Thus, we may assume that the observed OO–AO differences are primarily due to altitude and albedo.

e. Dependence on tilt angles

The dependence linking the SW irradiance and the radiometer tilt angle was investigated by using hourly mean data for January and February 2016. Within this time frame the radiometer attitude underwent significant changes, due to the bending of the radiometer supporting arm between 17 January and 19 February.

The solar zenith angle relative to the radiometer absorbing surface was calculated as in Boers et al. (1998) from the solar ephemeris and the two measured tilt angles under the assumption that the north–south axis is always pointing north (i.e., no rotation of the buoy). Differences between hourly data at OO and AO display a relatively large scatter (see section 3b). Data satisfying the following criteria were selected: hourly standard deviation at the buoy smaller than 10% of the value measured at AO, hourly SW irradiance at AO ≥ 100 W m⁻², and hourly standard deviation of the tilt angle along the north–south direction < 0.25°. This selection allows us to identify relatively cloud-free data and to avoid solar zenith angles larger than 80° possibly influenced by large cosine response errors, and highly variable radiometer attitudes. The percent difference between the SW irradiances measured at OO and at AO is plotted versus Δθ in Fig. 13. Four data points, clearly related to differences in cloud distributions at the two
sites, were removed from the graph. The percent difference shows an evident dependency on $D_u$, with a decreasing measured SW for increasing solar zenith angle with respect to the radiometer. No conclusion can be drawn on the dependency for negative values of $D_u$.

The deviation from the measured and the horizontal irradiance is estimated to be about 10% for 2° and about 20% for 4° variation with respect to the solar zenith angle. Waliser et al. (1999) estimated a 2%–3% change in SW irradiance for a 1° tilt toward the sun. This deviation seems to be smaller than found in the present analysis. Calculations by Katsaros and DeVault (1986) show that the relative error due to the pyranometer’s tilt depends on the solar zenith angle. Their calculations show that in clear-sky conditions the deviation may exceed 10% for a 6° tilt at solar zenith angles $> 55°$. MacWhorter and Weller (1991) performed measurements on a rocking system and derived deviations exceeding 10% for 5° tilts toward the sun at solar zenith angles $> 60°$. The deviation also depends, however, on the rocking amplitude and on the instrumental cosine response, and values larger than those reported by MacWhorter and Weller (1991) may occur.

The dependence of the deviation between hourly average measurements at OO and AO was also studied for the LW irradiance. No significant changes in the deviation versus the tilt angle were found. The relatively long instrumental time constant may also play a role.

4. Model calculations

The comparison between measurements at OO and AO show a difference of about $-2 \text{ W m}^{-2}$ for the SW irradiances, and of about $+6 \text{ W m}^{-2}$ for the LW irradiance. These differences are attributed to the different environmental conditions of the measurements. Altitude (for SW and LW) and albedo (for SW) are the main factors that may produce differences in the irradiances at the two sites. The effect of altitude is due to scattering, absorption, and emission by the atmospheric constituents comprised between the altitude of OO and AO, and the related differences in column amounts. Water vapor is expected to play an important role in the LW spectral range. Albedo changes primarily affect the upwelling SW irradiance; the downwelling irradiance is consequently influenced through downward scattering of upwelling radiation by atmospheric constituents. Radiative transfer simulations were carried out to verify if the observed differences are consistent with the expected albedo and altitude effects.

The MODTRAN, version 5.3, model has been used in the simulations (Berk et al. 2006). The model spectral resolution is 1 cm$^{-1}$. The DISORT (Stamnes et al. 1988) multiple scattering method with eight streams with the fast and accurate correlated-$k$ option was used for the simulations in the IR spectral region. No aerosol were included in the model.

The following parameters were changed in the simulations: sensor altitude, surface albedo, solar zenith angle, vertical water vapor and temperature profiles. Calculations were made with sensor altitude of 7 and 50 m, with ocean surface at 0 m and land surface at 45 m.

Two different values of the SW surface albedo have been used. The ocean albedo from Jin et al. (2011), calculated for a wind speed of 6 m s$^{-1}$, has been used to simulate the downwelling SW irradiance at OO. A mixed albedo, corresponding to 72% of ocean and 28% of barren/desert (Di Biagio et al. 2009) was used for the simulation at AO. The IR emissivity of the ocean surface was taken from Masuda et al. (1988). Calculations in the SW spectral range were made at the mean sun–Earth distance and at solar zenith angles of 10°, 25°, 45°, 65°, 75°, and 85°.

Two different atmospheric (i.e., pressure, temperature, and humidity) vertical profiles were used in the simulations. The profiles are derived from radiosonde measurements made at AO on 22 June 2013 (Meloni et al. 2018), as representative of the summer conditions, and on 28 February 2014, for winter conditions. The total column water vapor was 2.65 cm on 22 June 2013 and 1.14 cm on 28 February 2014. The column water vapor above 50 m altitude was 2.56 cm on 22 June 2013.
and 1.09 cm on 28 February 2014. The relative humidity at the surface was 80% on 22 June and 60% on 28 February.

Mean differences (MDs) between SW and LW measured irradiances at OO and at AO (the values from Fig. 11 and Fig. 12), and between modeled SW and LW irradiances at 7 m over the sea and at 50 m over land for the two selected atmospheric profiles are reported in Table 4. MD and RMSD among the model results at the two altitudes were calculated taking into account the 6 considered values of solar zenith angle used in the simulations.

The mean differences obtained from the model simulations are very close to those derived from the comparison of the instantaneous observations. However, the SW differences increase for decreasing solar zenith angle and, consequently, MD depends on the values of irradiance over which the mean is calculated. Moreover, they depend on the characteristics of the atmospheric profile, column water vapor amount, and aerosol properties. The results of Table 4 must thus be taken with caution. However, they suggest that the observed differences may be explained by the site characteristics. Radiative transfer calculations made varying altitude and surface albedo show that about 70% of the difference in the SW irradiances is due to albedo, and the remaining 30% to altitude. The difference between the LW irradiance at OO and AO is due to the combined effect of the additional water vapor in the lowest atmospheric layer, and its temperature.

5. Conclusions

Land and ocean radiation measurements at a limited distance (15 km) have been used to assess the quality of irradiance measurements made on the Lampedusa Oceanographic Observatory. Irradiances and radiometer attitudes have been acquired at 1 Hz on the buoy. The role of the radiometer domes cleaning and of the radiometer attitude are considered in the analysis. A radiative transfer model has been used to identify the origin of the differences between OO and AO.

The main findings of this study may be summarized as follows:

- The mean bias and RMSD between daily SW irradiances measured at OO and AO during periods with radiometers mean position close to the horizontal are about −2.2 and +10.5 W m⁻², respectively. The mean bias and RMSD between daily LW irradiances are +6.2 and 8.5 W m⁻², respectively. Small changes (<2°) of the radiometer mean tilt angle produce a <1% change (<2% when considering only daytime data) in daily SW irradiance at OO, and a small increase of the OO–AO LW irradiance difference.

- The comparison of hourly data produces similar biases and larger RMSD. On the basis of hourly averages, comparisons were made for daytime only and nighttime only data. The mean bias between OO and AO SW irradiance daytime observations is about −4 W m⁻² when the mean attitude of the OO pyranometer is close to horizontal and becomes +5 W m⁻² in late September, November, and December, when the radiometers were tilted toward south by about 1.5°.

- Clouds appear to contribute significantly to the RMSD of SW irradiance measurements at OO and AO. The RMSD of SW irradiances in all-sky conditions in daytime is more than 2 times that in cloud-free conditions. Ninety percent of the SW irradiance differences for cloud-free conditions are between −5% and +5%.

- The comparison between selected instantaneous measurements with horizontal radiometers, cloud-free conditions, and clean domes produces similar biases (−2.1 W m⁻² for SW and +6.0 W m⁻² for LW irradiances) and smaller RMSDs (8.8 W m⁻² for SW and 6.7 W m⁻² for LW irradiances) with respect to the daily averages for all conditions. The similar values of the bias suggests that the influence of averaging tilt angle changes associated with the buoy rocking motion is small, as is the effect of dome cleaning at Lampedusa.

- By selecting data during a period when the radiometers were off from the horizontal, the role of mean tilt changes on the hourly average SW irradiance was investigated. Data show that a mean tilt of 4° with respect to the solar zenith angle produces a 20% change in the measured SW irradiance; the effect of the radiometer tilt angle is small on the measured LW irradiances.

- Radiative transfer model simulations were used to assess the origin of the mean difference between SW and LW irradiances at OO and AO. The observed
differences are attributed to the effect of altitude (for the LW, with the additional emission from the lowest atmospheric layers) and of albedo (for the SW).

This analysis suggests that measurements of SW and LW irradiances may be obtained in the Mediterranean Sea with an accuracy similar to that obtainable from ground-based observations. Follow-up analyses are being dedicated to investigate the surface energy budget in the Mediterranean and to validate satellite estimates of surface irradiance.

The representativeness of ground-based measurements on the island of Lampedusa with respect to open-ocean conditions is also assessed in this study, and associated biases are identified. This analysis opens the possibility of using the long-term radiation record at AO as a proxy for open-ocean observations.
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