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ABSTRACT

Observation system simulation experiments are used to evaluate different dual-Doppler analysis (DDA) methods for retrieving vertical velocity $w$ at grid spacings on the order of 100 m within a simulated tornadic supercell. Variational approaches with and without a vertical vorticity equation constraint are tested, along with a typical (traditional) method involving vertical integration of the mass conservation equation. The analyses employ emulated radar data from dual-Doppler placements 15, 30, and 45 km east of the mesocyclone, with volume scan intervals ranging from 10 to 150 s. The effect of near-surface data loss is examined by denying observations below 1 km in some of the analyses. At the longer radar ranges and when no data denial is imposed, the “traditional” method produces results similar to those of the variational method and is much less expensive to implement. However, at close range and/or with data denial, the variational method is much more accurate, confirming results from previous studies. The vorticity constraint shows the potential to improve the variational analysis substantially, reducing errors in the $w$ retrieval by up to 30% for rapid-scan observations ($\leq$30 s) at close range when the local vorticity tendency is estimated using spatially variable advection correction. However, the vorticity constraint also degrades the analysis for longer scan intervals, and the impact diminishes with increased range. Furthermore, analyses using 30-s data also frequently outperform analyses using 10-s data, suggesting a limit to the benefit of increasing the radar scan rate for variational DDA employing the vorticity constraint.

1. Introduction

The ability to retrieve three-dimensional wind fields from velocity observations by two Doppler radars (Armijo 1969) has a wide range of applications. It can be used to study the structure, kinematic properties, and microphysical processes (e.g., hail growth in Ziegler et al. 1983) of convective phenomena, including squall lines (Carbone 1982; Roux et al. 1984; Kessinger et al. 1987), microbursts (Parsons and Kropfli 1990; Lee et al. 1992), heavy rain events (Shao et al. 2004), tropical cyclones (Kosiba and Wurman 2014; Wingo and Knupp 2016), supercells (Brandes 1977; Ray et al. 1975; Frame et al. 2009; Markowski et al. 2012; Calhoun et al. 2013; Atkins et al. 2014), and tornados (Marquis et al. 2008, 2012; Brandes 1984a,b; Dowell and Bluestein 1997, 2002a,b; Beck et al. 2006; Wurman et al. 2007; Kosiba et al. 2013; Wienhoff et al. 2018; Markowski et al. 2018). It can also be used to study the planetary boundary layer (Gal-Chen and Kropfli 1984) and inform climate model parameterizations (Ferrell et al. 2014).

The vertical velocity $w$ is of prime interest for such applications. In typical scanning geometries with shallow elevation angles, $w$ is poorly observed and the most difficult wind component to retrieve accurately. A common method of dual-Doppler wind analysis [first described in Brandes (1977)] is to map the radial wind observations to a Cartesian grid, estimate horizontal wind components $u$ and $v$ from the mapped data and an initial guess for $w$, vertically integrate the anelastic mass...
Methods and data to update the $w$ field, and iterate until the solution converges. However, substantial gaps between the lowest level of radar coverage and the surface (e.g., due to beam elevation, Earth curvature, and blockage by surface obstructions) can complicate the use of an impermeable lower boundary condition when integrating the mass conservation equation. Some investigators extrapolate data down to the surface, for example, by setting the divergence within the gap equal to a fraction of the divergence at the lowest radar level (Brandes 1977) or through downward propagation of directional cosine terms (Kosiba et al. 2013). However, explicit vertical integration of the mass conservation equation is prone to error accumulation (e.g., see Ray et al. 1980; Gao et al. 2004), and Ray et al. (1985) and Dowell and Shapiro (2003) showed that the iterative approach may diverge if stability conditions based on the observation geometry are not met.

More recently, variational methods have been explored as a way of avoiding these problems. Gao et al. (1999) and Potvin et al. (2012a) obtained good results in observation system simulation experiments (OSSEs) through minimization of a cost function with weak observation, mass conservation, and smoothness constraints, although the gap between the surface and the lowest level of radar data in those cases was small relative to the depth of the analysis domain. Subsequent OSSEs (Mewes and Shapiro 2002; Shapiro et al. 2009; Potvin et al. 2012b, hereafter PSX12) explored the issue of data scarcity near the ground and found that including a vertical vorticity equation as an additional weak constraint substantially improved the $w$ analysis, particularly for rapid radar scan rates.

As an extension of prior studies, the present study refines the approach detailed in PSX12 and explores the use of higher-resolution grids over a variety of radar ranges and scan intervals. The paper is organized as follows: section 2 gives an overview of data acquisition and analysis methods. Section 3 reports and analyzes the experimental results. Section 4 summarizes the findings and provides recommendations for further inquiry.

2. Methods and data

a. “True” wind fields and radar pseudo-observations

Efforts to refine dual-Doppler analysis (DDA) techniques are hindered by a lack of $w$ observations for verification. To circumvent that limitation, this study employs the commonly used OSSE approach (e.g., Clark et al. 1980; Gao et al. 1999; Mewes and Shapiro 2002; Shapiro et al. 2009; Potvin et al. 2012a; PSX12). Output wind and reflectivity fields from a high-resolution Advanced Regional Prediction System (ARPS; Xue et al. 2000, 2001) simulation of the 8 May 2003 Oklahoma City tornadic supercell, described in Xue et al. (2014) and Schenkan et al. (2014) serve as the “true” state. The storm and its environment are modeled on a terrain-following grid with 50-m horizontal spacing and vertical spacing stretched from a minimum of 20 m at the surface. Initial and boundary conditions are obtained from coarser-grid forecasts employing cycling assimilation of surface, rawinsonde, and radar observations, with progressive downscaling accomplished through one-way grid nesting. The lower boundary is semislip with stability-dependent surface drag (Byun 1990) and local roughness lengths estimated from land-use tables. The simulation includes a period of cyclical tornadogenesis (Fig. 1; see also Fig. 9d of Schenkan et al. 2014), which is selected for analysis here.

The analyses are performed on a 20 km $\times$ 20 km $\times$ 5 km grid encompassing the intense part of the storm, surrounded by a 26 km $\times$ 26 km $\times$ 5 km grid centered at the same location (Fig. 2). The outer grid is used to run provisional retrievals and apply an advection correction procedure (see next section). The 3-km buffer between the boundaries of the analysis grid and the outer grid ensures that all forward and backward trajectories originating within the analysis grid (used in the advection correction procedure) are included in the final analysis, as discussed in PSX12. A pair of emulated radars is placed east of the analysis grid at 2 m AGL, spaced 30 km apart (i.e., 15 km north and south of the grid center) in order to provide a sufficient cross-beam angle at all locations within the grid. To evaluate the effect of range on the results, radar pairs are placed 15 km (E15), 30 km (E30), and 45 km (E45) east of the grid center as shown in Fig. 2. To account for the data becoming more coarse as range increases (i.e., because of beam broadening), the (isotropic) analysis grid spacing $\Delta$ is 125 m for E15, 250 m for E30, and 375 m for E45. The “true” $w$ used for validating each analysis is obtained by smoothing the ARPS output to the corresponding analysis grid using Cressman (1959) interpolation with the cutoff radius set to $\Delta$.

Each volume scan encompasses the outer grid at time intervals $\tau$ ranging from 10 to 150 s. A volume scan consists of a series of conical sweeps at constant elevation angle $\phi$ [i.e., plan position indicators (PPIs)]. A single sweep at $\phi = 0^\circ$ is performed to ensure data coverage close to ground level [ignoring real-world problems arising from complex beam interactions with the ground, e.g., as described in Snyder and Bluestein (2014)], with subsequent sweeps starting at
$\phi = 0.5^\circ$ and increasing in elevation at $1^\circ$ increments up to the top of the analysis domain at the edge nearest to the radar. It should be noted that the analysis domain extends only from the surface up to 5 km AGL to acknowledge realistic limitations on the range of elevation angles that can be sampled using current radar technology when rapid updates are sought at high vertical resolution. For example, observing up to 10 km AGL (e.g., to include the equilibrium level in a severe storm environment) at $1^\circ$ increments from a range of 5 km (i.e., the approximate distance from the E15 placement to the edge of the analysis grid) would require a volume scan containing more than 60 PPIs, which is well outside the capabilities of current radars for the shorter scan times examined here. (See section 4 for further discussion.)

Radar observations are emulated using the method described in Dahl and Nolan (2018). Each resolution volume is assumed to contain a uniform distribution of ideal scatterers moving precisely with the wind. Thus, the radial wind at each grid point is computed from the air motion as follows:

$$V_i = (\mathbf{V}_i + w_t \mathbf{k}) \cdot \mathbf{r}_i.$$  \hspace{1cm} (1)

Here, $\mathbf{V}_i$ is the true three-dimensional wind at the $i$th grid point within the resolution volume, $\mathbf{r}_i$ is the range vector between the grid point and the radar, and $w_t$ is the hydrometeor terminal velocity calculated from the reflectivity at the grid point using the empirical formula described in Atlas et al. (1973). A simple weighting method [similar to the one described in

FIG. 1. “True” horizontal winds (vectors) and vertical winds (color fill) at 3 km above radar level, valid at the analysis time, within the provisional domain for the ARPS simulation. Hatched regions denote areas where the radar reflectivity is less than 5 dBZ. Occluded and developing tornado locations are denoted by “T1” and “T2,” respectively.

FIG. 2. Summary of virtual radar locations used in this study. North (R1) and south (R2) radars are placed 15 km (red, E15), 30 km (green, E30), and 45 km (blue, E45) east of the center of the provisional domain (solid box) and the analysis domain (dashed box) superimposed on the ARPS simulated vertical velocity field shown in Fig. 1.
Potvin et al. (2009)] is used to calculate the radial wind observation for each resolution volume:

\[ V_r(r, \theta, \phi) = \frac{\sum_{i=1}^{n} B_i R_i V_{ri}}{\sum_{i=1}^{n} B_i R_i}. \]  

(2)

Here, \( n \) is the number of grid points in a resolution volume centered at radius \( r \), azimuth angle \( \theta \), and elevation angle \( \phi \). The \( R_i \) is the range weight, given by

\[ R_i = \begin{cases} 1, & |\Delta r_i| < 0.3d \\ \min \left( \frac{0.5d - |\Delta r_i|}{0.2d}, 0 \right), & |\Delta r_i| \geq 0.3d \end{cases}. \]

(3)

where \( d = 100 \text{ m} \) is the range resolution of the radar and \( \Delta r_i \) is the difference between \( |r_i| \) and \( r \). (In other words, the range weight is trapezoidal, set to 1 for an observation whose range differs from the range to the center of the resolution volume by less than \( 0.3d = 30 \text{ m} \) and decreasing linearly to 0 for an observation for which the range difference is 50 m or more.) The \( B_i \) is the beam weight for the \( i \)th model grid point, given by

\[ B_i = \exp \left\{ -8 \ln 2 \left[ \left( \frac{\theta_i}{\theta_B} \right)^2 + \left( \frac{\phi_i}{\phi_B} \right)^2 \right] \right\}, \]

(4)

where \( \theta_i \) and \( \phi_i \) are the differences in radar-relative azimuth and elevation angles (respectively) between \( r, \theta, \phi \) and the center of the beam and \( \theta_B \) and \( \phi_B \) are the horizontal and vertical half-power beamwidths (set to 1.0°). The altitude of the beam center at a given \( (x, y) \) location is calculated using the 4/3 Earth radius model (Doviak and Zrnić 1993). Similar to PSX12, \( V_r \) observations corresponding to reflectivity < 5 dBZ are screened out, leaving data voids as shown in Fig. 1.

To convert the data from PPIs to the Cartesian grid, the observations are first mapped from \( (r, \theta, \phi) \) locations to gridded \( (x, y) \) locations along each PPI using Cressman interpolation. A spatially constant cutoff radius \( r_c \), as in PSX12, is used, as in PSX12. A cutoff radius roughly equal to the maximum data spacing \( D_{max} \) (698 m for E15, 901 m for E30, and 1128 m for E45) is commonly recommended (e.g., Trapp and Doswell 2000); however, better results are obtained for these experiments (see appendix A) by employing a smaller radius \( r_c = 400 \text{ m} \) for E15, 500 m for E30, and 600 m for E45, i.e., slightly greater than \( 0.5D_{max} \) and subsequently applying a two-pass Leise filter (Leise 1982). Linear vertical interpolation is used to transfer the resulting fields from PPI surfaces to the analysis grid.

b. Variational dual-Doppler analysis formulation and algorithm

Following PSX12, this study’s variational DDA obtains wind component estimates \( u', v', \) and \( w' \) by using the Polak–Ribiere conjugate gradient method (Press et al. 1992) to minimize a cost function:

\[ J = J_O + J_M + J_V + J_S, \]

(5)

where \( J_O, J_M, J_V, \) and \( J_S \) are penalty terms for observational, mass conservation, vertical vorticity equation, and smoothness constraints, respectively. Each term is assigned a constant weight denoted by a subscripted \( \lambda \). Here, the observational term

\[ J_O = \lambda_O \left[ \sum_{\text{Cart1}} (V_{r1}^{\text{obs}} - V_{r1}^a)^2 + \sum_{\text{Cart2}} (V_{r2}^{\text{obs}} - V_{r2}^a)^2 \right] \]

(6)

sums the squared difference between the radial wind observations \( V_{r1}^{\text{obs}} \) (interpolated to the Cartesian grid) for radars R1 and R2 and the corresponding analyzed radial wind \( V_{r}^a \). It should be noted that PSX12 sought to account for a finite scan rate by adjusting \( V_{r}^a \) from the analysis location and time to a shifted location corresponding to the time of observation; since one purpose of the current study is to focus specifically on errors associated with the vertical vorticity equation constraint, any mismatch between the local observation time and the analysis time is neglected in these tests. (This could be characterized as assuming that each scan is instantaneous or, equivalently, that the data are shifted perfectly from the local observation time to the analysis time prior to DDA.)

The terms \( J_M \) and \( J_V \) sum the squared residuals on the Cartesian grid from the anelastic mass conservation and anelastic vertical vorticity equations, respectively:

\[ J_M = \lambda_M \sum_{\text{Cart}} \left( \frac{\partial u'}{\partial x} + \frac{\partial v'}{\partial y} + \frac{\partial w'}{\rho \partial z} \right)^2, \]

(7)

\[ J_V = \lambda_V \sum_{\text{Cart}} \left[ \frac{\partial \xi'}{\partial t} + u' \frac{\partial \xi'}{\partial x} + v' \frac{\partial \xi'}{\partial y} + w' \frac{\partial \xi'}{\partial z} + \left( \frac{\partial v'}{\partial z} \frac{\partial w'}{\partial x} - \frac{\partial u'}{\partial z} \frac{\partial w'}{\partial y} \right) + \xi'' \frac{\partial v'}{\partial y} \right]^2, \]

(8)
where \( \rho(z) = (1 \text{kg m}^{-3}) \exp(-z/10\text{km}) \) is the baseline density profile, \( \delta^a = \partial u^a / \partial x - \partial u^b / \partial y \) is the analyzed horizontal vorticity, \( \delta^a = \partial u^a / \partial x + \partial v^a / \partial y \) is the analyzed vertical vorticity tendency \( \partial \zeta / \partial t \) is calculated externally and not updated during the analysis (see later discussion). The term \( J_S \) is formulated to minimize small-scale noise in the analysis wind fields and spread observational information into data voids:

\[
J_S = \lambda_1 \sum_{\text{Cart}} \left[ \frac{\partial^2 u^a}{\partial x^2} + \frac{\partial^2 v^a}{\partial y^2} + \frac{\partial^2 u^a}{\partial z^2} \right] + \lambda_2 \sum_{\text{Cart}} \left[ \frac{\partial^2 v^a}{\partial y^2} + \frac{\partial^2 v^a}{\partial z^2} \right] + \lambda_3 \sum_{\text{Cart}} \left[ \frac{\partial^2 w^a}{\partial z^2} \right].
\]

Preliminary tests (not shown) indicate that the best results are obtained in these experiments by weighting all smoothness terms equally as was done in PSX12; that is, \( \lambda_1 = \lambda_2 = \lambda_3 = \lambda_4 = \lambda_5 \). All first-order derivatives in (7) and (8) are calculated using two-point centered differences, and all second-order derivatives in (9) are calculated using three-point centered differences valid over \( 2\Delta \).

Similar to PSX12, each of the weights is expressed as the product of a nondimensional tuning parameter and a normalization factor in order to streamline the process of determining optimal settings. The observational constraint weight is normalized by the root-mean-square of the observed radial velocity:

\[
\lambda_0 = C_0 \left( \frac{1}{M_1 + M_2} \right) \left[ \sum_{\text{Cart}} (V_{\text{obs}}^{r_1})^2 + \sum_{\text{Cart}} (V_{\text{obs}}^{r_2})^2 \right]^{-1},
\]

where \( M_1 \) and \( M_2 \) are the total numbers of radial wind observations (mapped to the Cartesian grid) from radars R1 and R2 (respectively) and \( C_0 \) is set to 1.0 in all experiments. The mass conservation and smoothness weight normalization factors used in the provisional retrievals (which do not employ the vorticity constraint; see later discussion in this section) are estimated from azimuthal changes in observed radial velocity:

\[
\lambda_0 = C_0 \left( \frac{1}{M_1 + M_2} \right) \left[ \sum_{\text{Cart}} \left( \frac{1}{r_1} \frac{\partial V_{\text{obs}}^{r_1}}{\partial \theta} \right)^2 \right]^{-1}, \quad \text{and}
\]

\[
\lambda_0 = C_0 \left( \frac{1}{M_1 + M_2} \right) \left[ \sum_{\text{Cart}} \left( \frac{1}{r_2} \frac{\partial V_{\text{obs}}^{r_2}}{\partial \theta} \right)^2 \right]^{-1}.
\]

These formulas are similar to those used in PSX12. The current experiments were performed with tuned provisional parameters \( C_M^p = 0.001 \) and \( C_S^p = 0.0001 \) to provide the best possible estimates of the provisional \( u \) and \( v \) fields.

The \( u \) and \( v \) fields from the provisional retrievals provide a more direct way of normalizing the weights for the final DDA:

\[
\lambda_0 = C_M^f \left[ \frac{1}{N} \left( \sum_{\text{Cart}} \delta^2 \right) \right]^{-1},
\]

\[
\lambda_0 = C_V^f \left[ \frac{1}{N} \left( \sum_{\text{Cart}} \left( \frac{\partial^2}{\partial t^2} + 4u \frac{\partial^2}{\partial x^2} + 4v \frac{\partial^2}{\partial y^2} + \zeta \frac{\partial^2}{\partial z^2} \right) \right) \right]^{-1},
\]

\[
\lambda_0 = C_S^f \left[ \frac{1}{N} \left( \sum_{\text{Cart}} \left( \frac{\partial^2 u^a}{\partial x^2} + \frac{\partial^2 v^a}{\partial y^2} + \frac{\partial^2 w^a}{\partial z^2} \right) \right) \right]^{-1},
\]

where \( N \) is the number of grid points in the analysis domain, \( \delta^a = \partial u^a / \partial x + \partial v^a / \partial y \) and \( \zeta^a = \partial u^a / \partial x - \partial u^b / \partial y \) are the horizontal divergence and vertical vorticity of the provisional wind field (respectively), and \( \partial \zeta / \partial t \) is an estimate of local vorticity tendency (to be discussed). Note that, since the provisional retrievals are specifically tuned to obtain good retrievals of \( u \) and \( v \) but not \( w \), the cost function terms involving \( w \) are neglected when calculating the normalization factors. By contrast, the final retrievals are tuned to prioritize accuracy in \( w \) over accuracy in \( u \) and \( v \). Based on those tuning experiments (not shown), the nondimensional parameters for the final DDA are set to \( C_M^f = 0.5 \), \( C_V^f = 0.002 \) (when applicable; see the experiment descriptions below), and \( C_S^p = 0.0001 \).

As in PSX12, a spatially variable advection correction procedure (ADV) is used to evaluate \( \partial \zeta / \partial t \) in many of these experiments. As described in Shapiro et al. (2010a,b),
ADV tracks the motion of patterns in a scalar field \( R \) between two observation times \( t_1 \) and \( t_2 \) by minimizing a cost function with weak constraints based on the frozen turbulence hypothesis (i.e., treating \( R \) as conserved along pattern translation trajectories) and smoothness:

\[
J = \iint \left[ \alpha \left( \frac{\partial R}{\partial t} + U \frac{\partial R}{\partial x} + V \frac{\partial R}{\partial y} \right)^2 + \beta \left| \nabla_h U \right|^2 + \beta \left| \nabla_h V \right|^2 \right] dx dy dt.
\] (16)

Here, \( U \) and \( V \) are spatially varying (but steady state) pattern translation components. At each time step between \( t_1 \) and \( t_2 \), forward and backward trajectories are launched from each analysis grid point. The \( x \) is a data coverage footprint function set to 1 at a given grid point if data are present at the end of the corresponding backward trajectory at \( t_1 \) and at the end of the corresponding forward trajectory at \( t_2 \), as long as neither trajectory leaves the analysis grid; otherwise, \( x \) is set to 0. The \( \beta \) is the ADV smoothing parameter.

In PSX12, \( \frac{\partial \zeta}{\partial t} \) is calculated from radar data taken at time \( t^l \) (which is also the analysis time) and the subsequent scan time \( t^l + \tau \). First, \( U \) and \( V \) are obtained by applying ADV to the reflectivity field at those times. Provisional DDA is then used to obtain \( u^p \) and \( v^p \) (and, hence, \( \zeta^p \)) at those times. The local vorticity tendency at a gridpoint \( x = (x, y, z) \) at time \( t^l \) is estimated as

\[
\frac{\partial \zeta^p}{\partial t}(x, t^l) = \frac{\zeta^p(x', t^l + \tau) - \zeta^p(x, t^l)}{\tau}
- U(x)\frac{\partial \zeta^p}{\partial x}\bigg|_{x',t^l} - V(x)\frac{\partial \zeta^p}{\partial y}\bigg|_{x',t^l},
\] (17)

where \( x' = [x + \tau U(x), y + \tau V(x), z] \). The first term on the right-hand side is an estimate of the intrinsic (i.e., pattern following) evolution of \( \zeta^p \), and first-order derivatives are calculated using centered differences. Since the analysis is performed at the first observation time, this method constitutes a forward difference approximation and the calculated tendencies are valid at \( t^l + \tau/2 \) rather than at \( t^l \). To test the impact of this temporal mismatch, the current study includes one set of experiments (refADV_FD) using the PSX12 forward difference method and another set of experiments (refADV_CD) in which a centered difference approximation for \( \frac{\partial \zeta}{\partial t} \) valid at \( t^l \) is obtained instead, as follows: 1) apply ADV to the reflectivity over the interval from \( t^l - \tau \) to \( t^l \) to get pattern translation components \( U_1 \) and \( V_1 \); 2) apply ADV to the reflectivity over the interval from \( t^l \) to \( t^l + \tau \) to get pattern translation components \( U_2 \) and \( V_2 \); and 3) estimate the local vorticity tendency using

\[
\frac{\partial \zeta^p}{\partial t}(x, t^l) = \frac{\zeta^p(x', t^l + \tau) - \zeta^p(x, t^l - \tau)}{2\tau}.
\] (18)

where \( x'^{p} = [x - \tau U_1(x), y - \tau V_1(x), z] \), \( x'^{p} = [x + \tau U_2(x), y + \tau V_2(x), z] \), \( U(x) = 0.5(U_1 + U_2) \), and \( V(x) = 0.5(V_1 + V_2) \).

The refADV_FD and refADV_CD methods assume that the translation of the reflectivity field is closely related to the translation of the vertical vorticity field. These methods also treat \( U \) and \( V \) for a given trajectory as constant, which is likely to produce larger errors when \( \tau \) increases. Another option (the “uvADV” method) is to track the provisional wind components \( u^p \) and \( v^p \), rather than the observed reflectivity. In this method, \( u^p \) and \( v^p \) valid at \( t^l - \Delta t \) and \( t^l + \Delta t \) are obtained from ADV, where \( \Delta t = 5s \) is the ADV computational time step and \( \beta = 50 \text{ m}^2\text{s}^{-2} \). The (centered difference) local vorticity tendency estimate from this method is given by

\[
\frac{\partial \zeta^p}{\partial t}(x, t^l) = \frac{\zeta^p(x, t^l + \Delta t) - \zeta^p(x, t^l - \Delta t)}{2\Delta t}.
\] (19)

Figure 3 summarizes the algorithm for the uvADV method. First, observations from a pair of radars are mapped to the grids at times \( t^l - \tau \), \( t^l \), and \( t^l + \tau \). Provisional DDA with the vorticity constraint neglected is then performed on the observations valid at each time to get \( u^p \) and \( v^p \). The \( u^p \) and \( v^p \) are then advection corrected between \( t^l - \tau \) and \( t^l \) and between \( t^l \) and \( t^l + \tau \); the result provides \( u^p \) and \( v^p \) valid at times \( t^l - \Delta t \) and \( t^l + \Delta t \), from which \( \zeta^p(x, t^l - \Delta t) \) and \( \zeta^p(x, t^l + \Delta t) \) are calculated. The \( \frac{\partial \zeta}{\partial t} \) is then estimated from (19). Finally, the observations, \( \frac{\partial \zeta}{\partial t} \), and \( u^p \) and \( v^p \) valid at the analysis time [used to nondimensionalize the constraint weights; see (13)–(15)] are applied in the full DDA to retrieve \( u^p \), \( v^p \), and \( \zeta^p \).

It should be noted that the cost of ADV is not trivial. Another option for calculating \( \frac{\partial \zeta}{\partial t} \) is to simply time difference the vertical vorticity fields obtained from \( u^p \) and \( v^p \) at times \( t^l - \tau \) and \( t^l + \tau \):

\[
\frac{\partial \zeta}{\partial t}(x, t^l) \approx \frac{\zeta(x, t^l + \tau) - \zeta(x, t^l - \tau)}{2\tau}.
\] (20)

This “brute force” method (denoted “BF”) has the merit of removing any need for ADV. However, the risk of larger errors due to nonlinearity must be considered, particularly for large \( \tau \).

c. “Traditional” dual-Doppler analysis algorithm and verification method

As in Potvin et al. (2012a), analyses employing a retrieval method of the sort described in Brandes [1977;
referred to as the "traditional" approach (TRAD) are used for comparison with the variational method. In the traditional approach, the first guess for \( u_a \) and \( y_a \) is obtained from \( V_r1 \), \( V_r2 \), and the hydrometeor terminal velocity \( W_t \) [estimated from reflectivity based on the empirical formula in Atlas et al. (1973)] using (5) in Ray et al. (1980) with \( W_t \) set to zero. Centered differences are used to estimate the horizontal divergence of this first guess:

\[
\delta(x) = \frac{u''(x + \Delta x, y, z) - u''(x - \Delta x, y, z)}{2\Delta x} + \frac{v''(x, y + \Delta y, z) - v''(x, y - \Delta y, z)}{2\Delta y}
\]  

At the lateral boundaries, where centered differencing is not possible, \( \delta \) is set equal to the value at the nearest grid point in the interior of the analysis domain; for example, \( \delta(0, 0, z) = \delta(x, y, z) \). In these experiments, this yields better results than applying zero-gradient lateral boundary conditions for \( u_a \) and \( y_a \) or using forward or backward differences (e.g., discretizing over \( D_x \) instead of \( 2D_x \)) to calculate \( \delta \) at boundaries. The \( \delta \) estimate is then used in a finite difference form of the anelastic mass conservation equation with an impermeable lower boundary to obtain the first guess for \( w_a \):

\[
w_a(x, y, 0) = 0,
\]

\[
w_a(x) = \frac{\rho(z - \Delta z)w_a(x, y, z - \Delta z) - \Delta z\overline{\delta}(x, y, z)}{\rho(z)}.
\]

Density \( \rho \) is calculated from a standard density profile \( \rho(z) = \rho_o e^{-z/H} \), where \( H = 10^4 \) m. [The specification of \( \rho_o \) is inconsequential since it cancels out of (22).] The \( \overline{\delta} \) is given by

\[
\overline{\delta}(x, y, z) = \frac{\rho(z - \Delta z)\delta(x, y, z - \Delta z) + \rho(z)\delta(x, y, z)}{2}.
\]

The first-guess \( w_a \) field is combined with radial wind data to update \( u'' \) and \( v'' \), which are then used to update \( w'' \), and the process iterates until the solution converges (here defined as \( |\Delta[w''(x)]| \leq 0.1 \) m s\(^{-1}\) everywhere, where \( \Delta[w''(x)] \) is the iterative adjustment to \( w'' \) at location \( x \)). A two-pass Leise filter is applied after each iteration to remove noise arising from the finite differencing.

In the common scenario where data are missing near the ground (e.g., because of beam elevation or ground clutter), determining \( \delta \) in the layer between the lowest level of data and the surface is problematic. A typical method is to set the mean divergence in this layer equal to a specified fraction \( f_{LDL} \) (e.g., 0.9 in Brandes 1977) of the estimated divergence at the lowest data level. In the present study, the analysis is performed for values of \( f_{LDL} \) ranging from 0 to 4 at intervals of 0.25; the analysis with the lowest global root-mean-square error in \( w \) (\( w \) RMSE) is selected as the optimal TRAD analysis (see next section) for comparison with the variational DDA results.

It should be noted that this is purely an “upward integration” method, which has been shown elsewhere.
(e.g., Ray et al. 1980; Chong and Testud 1983) to be particularly susceptible to error propagation in the upper levels because of atmospheric density stratification. To reduce this error source, “downward integration” or some combination of the two [e.g., an error-weighted average of upward and downward integration results in Potvin et al. (2012a)] is often employed instead. This requires imposing an upper boundary condition, for example, impermeability if the upper boundary is near the equilibrium level or cloud top where vertical velocities are assumed to be small. [This assumption is often untenable; even when it is valid, Potvin et al. (2012a) report that uncertainties in estimating the horizontal divergence at the upper boundary can still produce substantial errors in the downward integration.] In the current study, such methods are not possible since the upper boundary is in the midlevels where intense vertical motion is present (for the reasons discussed in section 2a); thus, the implications of the upward integration method must be borne in mind when interpreting the results.

To provide a baseline for studying the relative impact of low-level data scarcity, control analyses including all available radar data (denoted D0, indicating “no denial”) are first performed for each radar placement using the traditional method (D0_TRAD) or variational DDA with \( C_F^V = 0 \), \( C_F^M = 0.5 \), and \( C_F^\xi = 0.0001 \) (D0_VAR_NV, where VAR denotes variational DDA and NV indicates that the vorticity constraint is not used). Analyses are then performed with observations below 1 km AGL excluded (denoted D1 to indicate “data denial below 1 km,” roughly equivalent to denying data below 1.5\(^\circ\) elevation at 30-km range). Variational DDA employing the vorticity constraint \( (C_F^\xi = 0.002) \) with scan interval \( \tau = 10, 30, 60, \) or 150 s are then performed with 1-km data denial using the reflectivity-tracking ADV methods with forward time differencing (D1_VAR_refADV_FD) and centered time differencing (D1_VAR_refADV_CD), the wind-tracking ADV method (D1_VAR_uvADV), and the brute force method (D1_VAR_BF). These methods are summarized in Table 1.

Each analysis is evaluated using global and level-by-level \( w \) RMSE based on the truth interpolated to the analysis grid. It is important to note from (7) and (8) that the variational \( w \) retrievals (which are based on centered differences) are not valid along the upper boundary. Therefore, the traditional analyses (which evaluate the vertical gradient of \( w \) using forward differences) are only performed up to \( z = 4.5 \) km, and the error statistics for all analyses are only calculated over the region of dual-Doppler coverage from \( z = 0 \) to \( z = 4.5 \) km.

### 3. Experimental results

#### a. Error statistics

Table 2 summarizes the global \( w \) RMSE for the various analyses. There are several items of interest. For the TRAD, the E30 placement produces the best result,
FIG. 4. Vertical velocity $w$ fields at $z = 4.5$ km AGL valid for the E15 radar placement: (a) traditional retrieval with no data denial; (b) traditional retrieval with 1-km data denial; (c) “true” $w$ filtered to the E15 analysis grid; (d) variational retrieval with 1-km data denial and vorticity constraint employing the uvADV method; (e) variational retrieval with no data denial and no vorticity constraint; and (f) variational retrieval with 1-km data denial and no vorticity constraint. Downdraft regions associated with the occluded tornado and trailing gust front are marked by the black circles and green ovals, respectively.
particularly when there is no denial of low-level data (D0); the w RMSE for the corresponding E15 and E45 placements is ~15%–20% greater. Comparing Figs. 4a and 4c and Figs. 5a and 5c, the E15 retrieval has spurious peaks and troughs throughout the domain that are not present in the E30 retrieval, particularly near the eastern boundary where the beam elevation angle becomes large. [In separate experiments applying the traditional method up to $z = 5\text{ km}$, the E15 analyses fail to converge because of violation of a stability...]

Fig. 5. As in Fig. 4, but for the E30 radar placement.
condition of the kind derived in Dowell and Shapiro (2003).] The error becomes quite large in some of these areas (likely exacerbated by the upward integration method employed, as discussed in section 2c), with the peak downdraft speed in the D1_TRAD analysis exceeding the true peak downdraft speed by more than 35 m s\(^{-1}\). As a result, the E15 TRAD \(w\) RMSE exceeds the E15 VAR_NV \(w\) RMSE by \(\sim 60\%\) for D0 and \(\sim 50\%\) for D1. For the E45 analyses, Fig. 6 shows that the retrieved \(w\) is heavily smoothed, as
would be expected because of the relative sparseness of the observations.

The w RMSE profiles in Fig. 7 clarify these points further. In all cases, the error for the VAR_NV analysis grows more rapidly with height when the radars are placed farther away, likely because of poorer resolution of the horizontal divergence associated with the more intense vertical motions. TRAD is only slightly less accurate than VAR_NV at all levels for the E30 and E45 placements when no data are missing, similar to the results reported in Potvin et al. (2012a). However, for the E15 placement (a more typical observation range for rapid-scan mobile Doppler radars in severe weather deployments), the error for TRAD becomes very large at upper levels, an indication of the sensitivity of the TRAD method to the coplane elevation angle as described in Dowell and Shapiro (2003). Furthermore, removing the lowest 1 km of data does substantially more damage to the TRAD analyses than to the VAR_NV analyses. From a comparison of Figs. 4b and 4f, Figs. 5b and 5f, and Figs. 6b and 6f, this increase in error appears to stem primarily from spurious amplification of the downdrafts that are present in the true wind field, although there is some overestimation of stronger updrafts at closer ranges as well.

It should be borne in mind that the tabulated TRAD results have the mean divergence optimally specified in the layer between the lowest level of radar data and the surface. Figure 8 shows the fractional increase ΔE in w RMSE as a function of $f_{LDL}$, given by

$$\Delta E(f_{LDL}) = \frac{E(f_{LDL}) - E_{min}}{E_{min}},$$  

(24)

where $E$ is the w RMSE for a given specification of $f_{LDL}$ and $E_{min}$ is the minimum value of $E$ for a given range and level of data denial. For the D0 retrievals (where the gap between the lowest data level and the surface is ~100 m), the optimal $f_{LDL}$ is ~1 (similar to Brandes 1977). When the depth of the data void is increased to 1 km for the D1 retrievals, the optimal $f_{LDL}$ is ~2.5–3.0.

However, Fig. 8 generally indicates that the global error is not very sensitive (over a range of “reasonable” values) to the specification of $f_{LDL}$. A partial explanation for this is that a single value of $f_{LDL}$ is applied globally in these experiments, whereas the optimal local $f_{LDL}$ varies widely in space because of the complexity of the wind field; adjusting the global value to reduce errors in some locations increases the errors at other locations, with little net effect on the global statistics. Thus, at least for this set of experiments, there is no global setting that will recover meaningful information when the lowest 1 km of data are missing. By contrast, the smoothness constraint employed in the data voids for the variational analyses enables a more localized treatment, which provides considerable benefit in this case as long as the constraint is appropriately tuned.

Transitioning to the Table 2 results for retrievals employing the vorticity constraint, obtaining $\partial \vec{\zeta}/\partial t$ with the brute force method (D1_VAR_BF) applied to 10-s radar data reduces the w RMSE (relative to the error when the vorticity constraint is not used, i.e., D1_VAR_NV) by 15% for E15 and 18% for E30. With regard to the increase in w RMSE due to data denial (i.e., relative to the D0_VAR_NV results), the increase for D1_VAR_BF is 32% less than the increase for D1_VAR_NV at the E15 placement and 50% less at the E30 placement. However, as shown in Fig. 9, the benefit deteriorates rapidly with increased $\tau$ at all levels. Furthermore, there is no benefit from using 10-s data for E45, whereas the 30-s data provide a small reduction in error (5% with respect to D1_VAR_NV and 23% with respect to the increase relative to D0_VAR_NV).

With a few exceptions, Table 2 generally shows that calculating $\partial \vec{\zeta}/\partial t$ from advection-corrected fields produces
less error than the brute force method and is more robust to changes in \( \tau \). Using forward time differences to obtain \( \partial \tilde{z}/\partial t \) (D1_VAR_refADV_FD) shows the smallest improvement; in contrast to the results reported in PSX12, the maximum error reduction for D1_VAR_refADV_FD is small (<10% relative to D1_VAR_NV) for the E30 placement and there is no improvement at all for the E45 placement. In fact, for most values of \( \tau \), the forward-difference vorticity tendency estimate actually produces a worse analysis than that obtained without the vorticity constraint, similar to what is seen for the D1_VAR_BF results.

It appears that the temporal mismatch (\( \tau/2 \)) noted in the previous section is a substantial factor, since the results are almost universally better when a centered time difference is used instead. The \( w \) RMSE values for D1_VAR_refADV_CD are substantially less than the values for D1_VAR_refADV_FD for a given placement and \( \tau \); they are also less sensitive to changes in \( \tau \). The global statistics in Table 2 and the \( w \) RMSE profiles in Fig. 10 indicate that the vorticity constraint is beneficial in D1_VAR_refADV_CD up to \( \tau = 60 \) s at longer ranges, although employing the vorticity constraint produces inferior results when \( \tau = 150 \) s regardless of the method used to calculate \( \partial \tilde{z}/\partial t \). In contrast, PSX12 reported that the vorticity constraint was beneficial out to \( \tau = 5 \) min. This difference is attributed to the higher resolution of the observations and analysis in the present study and the fact that the storm analyzed here is more energetic at small scales (i.e., undergoing cyclical tornadogenesis) than the one in PSX12.

Based on Table 2 and Fig. 11, D1_VAR_uvADV appears to be the most consistent at producing beneficial results; while it is outperformed slightly by D1_VAR_refADV_CD for all placements when \( \tau = 10 \) s and for E45 when \( \tau = 30 \) s, it is less sensitive to increases in \( \tau \). For example, for the E15 placement, D1_VAR_uvADV shows nearly identical benefit for \( \tau = 10 \) s and \( \tau = 30 \) s while the \( w \) RMSE in D1_VAR_refADV_CD increases by more than 0.5 m s\(^{-1}\) from \( \tau = 10 \) s to \( \tau = 30 \) s. This comparative robustness is also seen for the E30 and E45 placements, although it diminishes as the radar range increases. These results suggest that using the reflectivity field to track the evolution of the wind field works well for rapid scans in these experiments, but the mismatch between the reflectivity pattern translation and the wind field pattern translation may become significant beyond \( \tau = 60 \) s.

When the vorticity constraint is not used, Figs. 4–6 show examples of additional errors that occur in the variational analysis when the lowest 1 km of data are missing; for example, compare the downdrafts east of the occluded tornado location (black circles) and south of the trailing gust front (green ovals) in Figs. 4e, 4f, 5e, 5f, and 6f. Figures 4d, 5d, and 6d show that using the vorticity constraint partially restores these details. Comparing Figs. 4d and 4e, Figs. 5d and 5e, and Figs. 6d and 6e shows additional details that are retrieved more accurately with the

![FIG. 8. Fractional departure from optimal \( w \) RMSE [\( \Delta E \), defined by (24)] for traditional analyses with no radar data denial (D0) and denial of the lowest 1 km of data (D1), plotted as a function of the specified divergence in the layer between the lowest level of radar data and the surface. The divergence is specified as a fraction \( f_{LDL} \) of the divergence at the lowest data level.](image-url)
vorticity constraint even when compared with the variational analysis with no data denial; for example, the maximum retrieved updraft speed is closer to that of the filtered truth for Figs. 4d, 5d, and 6d than for Figs. 4e, 5e, and 6e (particularly in Figs. 5 and 6), and the representation of the smaller updrafts in the northeast corner of the domain is noticeably better in Figs. 4d, 5d, and 6d than in Figs. 4e, 5e, and 6e (particularly in Figs. 4 and 5). However, the utility of the vorticity constraint in reducing general errors decreases in these experiments as the distance from the radar increases and the processes associated with the stronger vertical motions become more poorly resolved.

b. Impact of scan interval on global error statistics

When using finite differences to solve time-dependent differential equations, it is commonly expected that a smaller time step $\tau$ will produce a more accurate solution. However, this is not necessarily the case, particularly when both spatial and temporal derivatives are discretized; for example, Falcone and Ferreti (1998) found that the upper bound for the total discretization error for a class of semi-Lagrangian advection schemes is $C_1 \tau^p + C_2 \Delta x^q / \tau$, where $C_1$ and $C_2$ are dimensional constants, $\Delta x$ is the space step (e.g., the analysis grid spacing) and $p$ and $q$ are the orders of the space and time discretization schemes respectively. In such cases, for a given $\Delta x$, there is an “optimal” value of $\tau$ below which the total error may actually increase.

Estimating $\frac{\partial \bar{z}}{\partial t}$ appears to pose a similar problem. For example, consider the brute force estimate given in (20). As noted previously, the $w$ RMSE values in Table 2
Here, $V_o$ is the initial amplitude of the wave, $r$ is the rate at which the wave amplifies or decays, $L$ is the wavelength, and $U$ is the phase speed. The wave is observed perfectly at a spatial interval $\Delta x_o$ and a time interval $\tau$, and the observations are mapped to a grid with spacing $\Delta x_o$ using Cressman interpolation with a cutoff radius $r_c$ with a two-pass Leise filter subsequently applied, similar to the method described in section 2. Unbiased random noise based on the global RMSE values of the provisional retrievals described in section 2b ($v^\prime$ RMSE) is then applied to obtain the analyzed field $v^\prime$. Finite differencing of $v^\prime$ is then used to estimate the local tendency of the gradient of the filtered truth $v_f$. (The gradient of $v_f$ may be thought of as the filtered vertical vorticity component $\partial v_f/\partial x$.) The normalized global RMSE of the local gradient tendency estimate is then calculated as a function of $\Delta x_o$, $r_c$, $v_f$, RMSE, $\Delta x_o$, $U$, $r$, $L$, and $\tau$; a full description of the method for these calculations is given in appendix B.

For comparison with the experimental results, the error for each radar placement is evaluated using the corresponding analysis grid spacing $\Delta x_o$ (125 m for E15, 250 m for E30, and 375 m for E45), observation Cressman radius $r_c$ (400 m for E15, 500 m for E30, and 600 m for E45), and $v_f$ RMSE (1.5 m s$^{-1}$ for E15, 2.1 m s$^{-1}$ for E30, and 2.6 m s$^{-1}$ for E45). The $\Delta x_o$ is specified as the mean azimuthal spacing between radar observations within the analysis domain (370 m for E15, 585 m for E30, and 828 m for E45). The advection correction tests give a typical pattern translation speed $U \sim 20$ m s$^{-1}$. Waves with steady ($\tau = 0$ s$^{-1}$) and growing (time-scale $1/r = 60$ s) amplitudes are considered; note that, because a centered difference is used for the time derivative, the RMSE will be the same for a given time scale whether the wave is growing or decaying. With these parameters set, the behavior of the global RMSE for a given radar placement can be examined as a function of $L$ and $\tau$.

For the simulated supercell used here, visual inspection of the true wind fields indicates a typical length scale $\sim 1$ km for fluctuations in $\zeta$. Fig. 12 shows the normalized global RMSE of the estimate of the local gradient tendency [relative to the analytical value given by (B6)], evaluated using either a steady-amplitude or an amplifying wave with a wavelength from 0.5 to 2.5 km. For a given wavelength, the error generally oscillates as a function of $\tau$, with the troughs and peaks (corresponding to the “optimal” and “most suboptimal” values of $\tau$) shifting to longer scan intervals as the wavelength increases. Changing the wave amplitude over time increases the oscillations in the RMSE, to the point that the secondary minimum for longer wavelengths at $\tau \sim 150$ s becomes prominent for closer radar placements. On the other hand, the E30 and E45 plots show that the relative benefit of using 10-s radar data instead of 30-s radar data for the brute force method decreases as the distance from the radar (and hence, in these experiments, the observation spacing $\Delta x_o$ and the analysis grid spacing $\Delta x_o$) increases, to the point that the 10-s results are worse than the 30-s results for the E45 placement. This suggests a relationship between $\Delta x_o$, $\Delta x_o$, and the optimal value of $\tau$.

Rigorous evaluation of this optimal $\tau$ is complicated by the intricacies of the wind field, inaccuracies in the radar observations, and the fact that the vorticity fields at $t' = \tau$ and $t' + \tau$ are calculated from provisional retrievals. These factors constitute separate error sources that are difficult to evaluate analytically. However, to illustrate the basic point, consider a case in which the fluctuation of the $v$ component of the wind is represented by a one-dimensional wave propagating in the $x$ direction at a constant speed, represented as

$$v(x,t) = V_o e^{i \omega t} \cos \left( \frac{2\pi}{L} (x - Ut) \right).$$  \hspace{1cm} (25)
suggest that this oscillation is substantially reduced for wavelengths $< 4\Delta x_n$. In that range, random errors arising from efforts to analyze poorly resolved features become substantial when $\tau$ becomes small; for example, the $\tau = 10$ s error is larger than the $\tau = 30$ s error for wavelengths near 0.5 km observed with the E45 placement (see Fig. 13).

Fig. 12. Normalized global RMSE in estimated gradient tendency of $v$ as defined in (25), as a function of wavelength and scan interval $\tau$, for (left) steady-amplitude waves or (right) waves amplifying with a scale time $1/r = 60$ s, where $r$ is the rate of growth for radars placed (top) 15, (middle) 30, and (bottom) 45 km east of the analysis location. The black box delineates the region plotted in Fig. 13.

The secondary minima near $\tau = 150$ s in Fig. 12 raise the possibility of good results being obtained with larger $\tau$ even when features are rapidly evolving, as long as those features are large enough to be well resolved by the observations. However, it is necessary to know the characteristics of the wind field a priori to assess whether this possibility exists. For instance, using $\tau = 150$ s
produces worse results if the translation speed $U$ changes from 20 to 10 or 30 m $s^{-1}$, as seen by comparing the upper-right panel in Fig. 12 with the RMSE plots in Fig. 14. In the absence of prior information regarding $U$, a value of $\tau$ between 10 and 30 s seems to be a comparatively “safe” choice, and the results in Table 2 bear that out. Overall, it is apparent from these tests that the issue of finding an optimal scan interval for using the vorticity constraint in a given situation is more complicated than one might expect, affected not only by the placement and scanning characteristics (e.g., beamwidth) of the radars but also by the size, translation speed, and intrinsic evolution of the features being observed.

4. Summary and conclusions

This study uses an OSSE approach to evaluate different dual-Doppler analysis (DDA) techniques for retrieving vertical velocity from rapid-scan radar observations of a simulated tornadic supercell from a variety of ranges, with radars placed 15, 30, and 45 km east of the analysis grid center. Emphasis is placed on circumstances where substantial amounts of boundary layer data are missing. These techniques are summarized in Table 1. Along with the commonly used method of vertically integrating the anelastic mass conservation equation (a TRAD method), variational methods employing weak constraints involving mass conservation, smoothness, and (for some analyses) a vertical vorticity equation are tested. For the variational method employing the vorticity constraint, different methods for estimating the local vertical vorticity tendency are also tested: local centered time differencing of provisional horizontal wind retrievals at times adjacent to the analysis time (VAR_BF), forward time differencing based on trajectories obtained from advection correction of reflectivity fields obtained at the analysis time and the next scan time (described in PSX12 and denoted VAR_refADV_FD), a centered time difference version of the previous method (VAR_refADV_CD), and centered differencing based on advection correction of provisionally retrieved horizontal wind components (VAR_uvADV).

In this test case, the traditional method performs nearly as well as the variational method with no vorticity constraint (VAR_NV) at longer ranges when data exist within ~100 m of the ground (i.e., the experiments denoted “D0”). The computational expense of the traditional method is also much less than that of the variational method. However, at a closer range more...
typical of mobile radar observations, the accuracy of the traditional analysis deteriorates rapidly with height (particularly above \( \sim 3 \text{ km AGL} \)) and stability problems (see Dowell and Shapiro 2003) are noted if the analysis is attempted up to 5 km AGL. Furthermore, the variational method is less sensitive to loss of near-surface data, presumably because the smoothness constraint in the variational method provides a more flexible, localized way of approximating conditions in data voids.

The results from variational methods employing the vorticity constraint are mixed. On the one hand, there is evident potential for considerable improvement over the VAR_NV results when substantial amounts of low-level data are missing, with the error due to data denial reduced by 50\% in some instances. However, the benefit is noticeably less at longer ranges, and it is unclear in those instances whether the benefit justifies performing the provisional retrievals and advection correction required to obtain the local vorticity tendency estimate, the computational expense of which can increase the time required to run the full DDA by a factor of 2–3 depending on the grid resolution. It should also be noted that the current vorticity constraint described in (8) does not include any treatment of subgrid mixing, which may be more of a factor at longer ranges as the observations and analysis grid coarsen. Furthermore, it is clear that using an incorrect estimate for the local vorticity tendency may harm the analysis relative to what would be obtained by not using the vorticity constraint at all. For this simulated storm at these resolutions, accurately estimating the local vorticity tendency requires a good method (with the VAR_refADV_CD and VAR_uvADV methods clearly outperforming the VAR_BF and VAR_refADV_FD methods) and radar scans every 10–30 s; the vorticity constraint is useless for the 150-s scan interval, regardless of method.

It should also be noted that dual-Doppler coverage from the surface to 5 km AGL requires two radars scanning at elevation angles ranging from near 0° up to 40° for the E15 placement. Sampling this span at \( \sim 1° \) increments (as emulated in this study) within the required time frame would be very difficult using existing radars. Such tasks are becoming more feasible because of advancements in radar technology; for example, the Atmospheric Imaging Radar (AIR; Isom et al. 2013) transmits simultaneously over a 20° field of view and theoretically could cover the required volume in two sweeps. However, determining an optimal scan time (for the purposes of the DDA method presented here) is also complicated by results demonstrating that more frequent observations may actually harm finite-difference local vorticity tendency estimates in some instances.

In summary, the variational DDA method with the vorticity constraint shows promise for reducing errors in high-resolution vertical velocity retrievals from radar observations of severe convective storms, in agreement with the coarser-resolution results reported in previous studies. Additional cases should be examined to test the generality of these findings. If these results can be generalized, substantial challenges remain for both acquiring the needed data and refining the analysis method (e.g., by finding a way to include subgrid mixing in the vorticity constraint), although it is anticipated that continued advancements will reduce those challenges in the near future.
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APPENDIX A

Radar Data Objective Analysis Using Cressman Interpolation with a Leise Filter

Objective analysis of radar data is complicated by the spherical geometry of the scans and the consequent spatial variations in observation density. As described by Trapp and Doswell (2000), Cressman (1959) interpolation offers a comparatively sharp response function and is therefore attractive when trying to retain finescale details, but selection of an appropriate Cressman radius is challenging. First, a smaller radius may produce discontinuities in the analyzed fields, whereas a larger radius may smooth them excessively. Second, the response function oscillates when the wavelength of the observed phenomenon is small, producing undesirable sidelobes and consequent phase shifts in the interpolated fields; the wavelength range containing these sidelobes is greater when a larger Cressman radius is used.

The presence of these artifacts at small wavelengths suggests a possible method of mitigation, namely, applying the filter described by Leise (1982) to the results of the Cressman analysis. As noted by Cai (2005), the Leise filter has a cutoff wavelength of \( 2\pi \Delta \) and reduces wavelengths of \( 2^{n+1} \Delta \) by \( \sim 24\% \), where \( n \) is the number of filter passes and \( \Delta \) is the grid spacing (125 m for the E15 placement, 250 m for E30, or 375 m for E45). Thus, a two-pass Leise filter eliminates wavelengths \( \leq 4\Delta \), which is on the order of the maximum spacing \( D_{\text{max}} \) of the observations for the E15 (\( 4\Delta = 500 \text{ m} \), \( D_{\text{max}} = 698 \text{ m} \)),
E30 (4Δ = 1000 m, $D_{\text{max}} = 901$ m), and E45 (4Δ = 1500 m, $D_{\text{max}} = 1128$ m) placements. Also, $8\Delta$ wavelengths, which are on the order of $2D_{\text{max}}$, are substantially damped.

Three Cressman interpolation methods are considered here: 1) use a small Cressman radius (close to but greater than $0.5D_{\text{max}}$ to ensure that at least one observation is included in the analysis at any location) in an effort to retain as much detail as possible; 2) use a Cressman radius twice as large as that of method 1 to obtain a smoother analysis; or 3) use the same Cressman radius as in method 1 and subsequently apply a two-pass Leise filter in an effort to obtain a smooth analysis that retains detail. Each method is performed on each set of $V_r$ observations described in the main text. The selected Cressman radius for methods 1 and 3 is $400$ m for the E15 placement, $500$ m for E30, and $600$ m for E45, while the selected Cressman radius for method 2 is $800$ m for E15, $1000$ m for E30, and $1200$ m for E45. The model output $u$, $v$, $w$, and reflectivity fields at the analysis time are smoothed to the analysis grids using a Cressman radius of $\Delta$ to provide the true state corresponding to each analysis.

Visual inspection of radial velocity plots (e.g., see Fig. A1) reveals that the artifacts produced by method 1 include azimuthal discontinuities that become more apparent as the range increases (e.g., in the region plotted in Fig. A2). These artifacts stem from the use of a constant Cressman radius. They are not evident in the results from methods 2 and 3, which are compared statistically by calculating the RMS differences in $V_r$ and azimuthal $V_r$ gradient $[(1/r)(\partial V_r/\partial \theta)]$ between each analysis and the true fields. The results are listed in Table A1 (for E15), Table A2 (for E30), and Table A3 (for E45). It is clear that method 3 (using the smaller Cressman radius with subsequent Leise filtering) generally

---

**Fig. A1**. Radial velocity $V_r$ fields at $z = 3$ km relative to the E15 R2 radar placement, interpolated to the E15 analysis grid at the analysis time. (a) “True” $V_r$ from the ARPS simulation. (b) Radar-observed $V_r$ interpolated using a 400-m Cressman radius and no Leise filter. (c) Radar-observed $V_r$ interpolated using an 800-m Cressman radius and no Leise filter. (d) Radar-observed $V_r$ interpolated using a 400-m Cressman radius and two-pass Leise filter.
gives better statistical results than method 2 (using the larger Cressman radius). The sole exception is that the azimuthal $V_r$ gradient from method 2 is slightly more accurate for E45; however, in that case, the difference between the two methods is less than 10%, whereas method 3 outperforms method 2 by much greater margins at closer ranges because of greater retention of finescale features. Therefore, method 3 is used for all experiments in this study.

APPENDIX B

Evaluating Errors in Estimating Local Gradient Tendency for a Propagating Wave

The task is to estimate the local tendency of the gradient in a wave $v(x, t)$ with amplitude $V$ and wavelength $L$ propagating in the $x$ direction at a speed $U$ and observed perfectly at a spatial interval $\Delta x$, and a time interval $\tau$. The amplitude varies in time as

$$V(t) = V_0 e^{\tau r},$$  \hspace{1cm} (B1)

where $r$ is the rate of growth or decay. The equation for the true $v$ is

$$v(x, t) = V_0 e^{\tau r} \cos \left( \frac{2\pi}{L} (x - Ut) \right).$$ \hspace{1cm} (B2)

<table>
<thead>
<tr>
<th>Radar</th>
<th>Analysis Method</th>
<th>$V_r$ RMSE (m s$^{-1}$)</th>
<th>$\frac{1}{r} \frac{\partial V_r}{\partial \theta}$ RMSE ($10^{-3}$ s$^{-1}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>R1</td>
<td>800-m Cressman, no Leise</td>
<td>2.36</td>
<td>9.28</td>
</tr>
<tr>
<td></td>
<td>400-m Cressman, two-pass Leise</td>
<td>1.74</td>
<td>7.32</td>
</tr>
<tr>
<td>R2</td>
<td>800-m Cressman, no Leise</td>
<td>2.18</td>
<td>8.55</td>
</tr>
<tr>
<td></td>
<td>400-m Cressman, two-pass Leise</td>
<td>1.56</td>
<td>6.81</td>
</tr>
</tbody>
</table>

FIG. A2. As in Fig. A1, but zoomed to the regions bounded by the black boxes in that figure.
All errors are calculated relative to the truth filtered to the analysis grid using Cressman interpolation with a cutoff radius \( r_c \) set to the analysis grid spacing. The filtered truth \( \nu_f \) is given by

\[
v_f(x, t) = \int_{x-r_a}^{x+r_a} \int_{y-r_a}^{y+r_a} \frac{f(x', y')}{(x-x')^2 + (y-y')^2} \, dx' \, dy'.
\]

Applying (B3) in (B2) and substituting \( \gamma = x' - x \) yields

\[
v_f(x, t) = V_f e^{\gamma} \cos \left( \frac{2\pi}{L}(x - Ut) \right), \quad (B4)
\]

where

\[
V_f = \frac{1}{\pi} \int_{r_a}^{r_a} \int_{y-r_a}^{y+r_a} \frac{2\pi \gamma}{(x^2 + \gamma^2)} \, dx \, dy.
\]

The true value of the filtered local gradient tendency is given by

\[
\frac{\partial^2 \nu_f}{\partial x \partial t}(x, t) = \left( \frac{2\pi}{L} \right)^2 UV_f e^{\gamma} \cos \left( \frac{2\pi}{L}(x - Ut) \right) - \frac{2\pi}{L} r V_f e^{\gamma} \sin \left( \frac{2\pi}{L}(x - Ut) \right). \quad (B6)
\]

For an estimate valid at time \( t \), observations of the true, unfiltered \( \nu \) given by (B2) are taken at times \( t - \tau \) and \( t + \tau \) at locations \( m\Delta x_a \), where \( m \) is an integer. Cressman interpolation with cutoff radius \( r_c \) is used to map these observations to a stencil of 11 analysis grid points centered at \( x \) with spacing \( \Delta x_a \). A two-pass Leise filter is applied to the stencil to obtain intermediate values \( \nu_{int} \) at locations \( x - \Delta x_a \) and \( x + \Delta x_a \). Random, unbiased error is then added to \( \nu_{int} \) to approximate the error introduced by the provisional retrievals. For a given radar placement, the standard deviation of this error is set equal to the root-mean-square error for the corresponding provisional retrievals of \( \nu (\nu^p \text{ RMSE}) \), calculated with respect to the filtered truth \( \nu_f \). Thus, the final analyzed value of \( \nu \) is given by

\[
\nu(x, t) = \nu_{int}(x, t) + N(0, \nu^p \text{ RMSE}), \quad (B7)
\]

where \( N(0, \nu^p \text{ RMSE}) \) denotes a normally distributed random value with mean 0 and standard deviation equal to the \( \nu^p \text{ RMSE} \).

Centered differences are used to estimate the local tendency of the gradient at \( x \):

\[
\frac{\partial}{\partial t} \left( \frac{\partial \nu}{\partial x} \right) \bigg|_{x,t} = \frac{1}{4\Delta x_a} \left[ \nu'(x + \Delta x_a, t + \tau) - \nu'(x - \Delta x_a, t + \tau) - \nu'(x + \Delta x_a, t - \tau) + \nu'(x - \Delta x_a, t - \tau) \right]. \quad (B8)
\]

The total interpolation error at \( (x, t') \) is

\[
E(V_r, x, \Delta x_a, \Delta x_a, r, \tau, L, U, r) = \frac{\partial^2 \nu_f}{\partial x \partial t}(x, t') - \frac{\partial}{\partial t} \left( \frac{\partial \nu}{\partial x} \right) \bigg|_{x,t'}.
\]

To simplify matters, the analysis time as set to \( t' = 0 \). The error is also normalized by \( (2\pi/L)^2 UV_f \) [the maximum value of (B6) when \( r = 0 \) and \( t = 0 \)], which gives

\[
E(x, \Delta x_a, \Delta x_a, r, \tau, L, U, r) = \cos \left( \frac{2\pi x}{L} \right) - \frac{r L}{2\pi U} \sin \left( \frac{2\pi x}{L} \right) - \frac{1}{4\Delta x_a \tau U} \left( \frac{L}{2\pi} \right)^2 \left[ \nu'(x + \Delta x_a, \tau) - \nu'(x - \Delta x_a, \tau) - \nu'(x + \Delta x_a, -\tau) + \nu'(x - \Delta x_a, -\tau) \right]. \quad (B10)
\]

### Table A2. As in Table A1, but for radar placement E30.

<table>
<thead>
<tr>
<th>Radar</th>
<th>Analysis Method</th>
<th>( V_f ), RMSE (m/s)</th>
<th>( 1\sigma_{V_f} ) RMSE (10^{-3} m/s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>R1</td>
<td>1000-m Cressman, no Leise</td>
<td>2.45</td>
<td>6.62</td>
</tr>
<tr>
<td></td>
<td>500-m Cressman, two-pass Leise</td>
<td><strong>2.07</strong></td>
<td><strong>6.11</strong></td>
</tr>
<tr>
<td>R2</td>
<td>1000-m Cressman, no Leise</td>
<td>2.40</td>
<td>6.22</td>
</tr>
<tr>
<td></td>
<td>500-m Cressman, two-pass Leise</td>
<td><strong>2.07</strong></td>
<td><strong>5.79</strong></td>
</tr>
</tbody>
</table>

### Table A3. As in Table A1, but for radar placement E45.

<table>
<thead>
<tr>
<th>Radar</th>
<th>Analysis Method</th>
<th>( V_f ), RMSE (m/s)</th>
<th>( 1\sigma_{V_f} ) RMSE (10^{-3} m/s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>R1</td>
<td>1200-m Cressman, no Leise</td>
<td>2.66</td>
<td>5.07</td>
</tr>
<tr>
<td></td>
<td>600-m Cressman, two-pass Leise</td>
<td><strong>2.59</strong></td>
<td><strong>5.37</strong></td>
</tr>
<tr>
<td>R2</td>
<td>1200-m Cressman, no Leise</td>
<td>2.64</td>
<td><strong>4.65</strong></td>
</tr>
<tr>
<td></td>
<td>600-m Cressman, two-pass Leise</td>
<td><strong>2.61</strong></td>
<td><strong>4.93</strong></td>
</tr>
</tbody>
</table>
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Assuming the observation spacing $\Delta x_o$ and the wavelength $L$ are both integer multiples of a common length scale $\Delta x_i$ (e.g., $\Delta x_i = 1$ m if $\Delta x_o$ and $L$ are both expressed to the nearest meter), the interpolation error is periodic in $x$ with a period of (at most) $L = \kappa L$, where $\kappa = \Delta x_o/\Delta x_i$. The global RMSE is then given by

$$\text{RMSE}(\Delta x_o, \Delta x_i, r_o, \tau, L, U, r) = \left( \frac{1}{L} \int_{x_o}^{x_o + L} \left[ E(x, \Delta x_o, \Delta x_i, r_o, \tau, L, U, r) \right]^2 \, dx \right)^{0.5}. \quad (B11)$$

An analytic solution for (B11) is difficult to obtain because of the interpolation and filtering used to obtain $\psi$. Instead, the integral is treated as a discrete sum over $K(=L_1/\Delta x_i)$ points, providing the normalized global RMSE values reported in section 3b:

$$\text{RMSE}(\Delta x_o, \Delta x_i, r_o, \tau, L, U, r) = \left( \frac{1}{K+1} \sum_{k=0}^{K} \left[ E(k\Delta x_i, \Delta x_o, \Delta x_i, r_o, \tau, L, U, r) \right]^2 \right)^{0.5}. \quad (B12)$$
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