Accurate Absolute Measurements of Liquid Water Content (LWC) and Ice Water Content (IWC) of Clouds and Precipitation with Spectrometric Water Raman Lidar

JENS REICHARDT,a CHRISTINE KNIST,a NATALIA KOUREMETI,b WILLIAM KITCHIN,c AND TARAS PLAKHOTNIKc

a Richard-Aßmann-Observatorium, Deutscher Wetterdienst, Lindenberg, Germany
b Physikalisch-Meteorologisches Observatorium Davos/World Radiation Center, Davos Dorf, Switzerland
c School of Mathematics and Physics, University of Queensland, Saint Lucia, Queensland, Australia

MANUSCRIPT received 8 June 2021, in final form 20 August 2021

ABSTRACT: A detailed description is given of how the liquid water content (LWC) and the ice water content (IWC) can be determined accurately and absolutely from the measured water Raman spectra of clouds. All instrumental and spectroscopic parameters that affect the accuracy of the water-content measurement are discussed and quantified; specifically, these are the effective absolute differential Raman backscattering cross section of water vapor $\sigma_{\text{vap}}^d(\pi)/d\Omega$, and the molecular Raman backscattering efficiencies $\eta_{\text{liq}}$ and $\eta_{\text{ice}}$ of liquid and frozen microparticles, respectively. The latter two are determined following rigorous theoretical approaches combined with Raman Lidar for Atmospheric Moisture Sensing (RAMSES) measurements. For $\eta_{\text{liq}}$, this includes a new experimental method that assumes continuity of the number of water molecules across the vertical extent of the melting layer. Examples of water-content measurements are presented, including supercooled liquid-water clouds and melting layers. Error sources are discussed; one effect that stands out is interfering fluorescence by aerosols. Aerosol effects and calibration issues are the main reasons why spectral Raman measurements are required for quantitative measurements of LWC and IWC. The presented study lays the foundation for cloud microphysical investigations and for the evaluation of cloud models or the cloud data products of other instruments. As a first application, IWC retrieval methods are evaluated that are based on either lidar extinction or radar reflectivity measurements. While the lidar-based retrievals show unsatisfactory agreement with the RAMSES IWC measurements, the radar-based IWC retrieval which is used in the Cloudnet project performs reasonably well. On average, retrieved IWC agrees within 20% to 30% (dry bias) with measured IWC.
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1. Introduction

Water content and phase of clouds are key to a better understanding of weather and climate processes (Baker 1997; Illingworth et al. 2007), and so considerable research effort has been dedicated to measuring these quantities over the last decades, be it in situ or remotely. Active remote sensing of liquid water content (LWC) and ice water content (IWC) from the ground, from aircraft and satellites is attempted using lidar or radar. Early studies explored techniques that were based on different combinations of both (Intieri et al. 1993; Donovan and van Lammeren 2001; Wang and Sassen 2002), in some cases augmented by using different sensors (Delanoë and Hogan 2008), or multiple radars (Gaussiat et al. 2003). These multi-instrument observations are costly, and the synergistic approach is inherently difficult. Therefore, interest in single-instrument methods developed and continues in parallel to this day, starting with a radar retrieval of LWC (Ovtchinnikov and Kogan 2000). Somewhat later, retrieval methods for IWC were proposed as well, either based on a single lidar (Heymsfield et al. 2005, 2014), or radar (Hogan et al. 2006). But all these methods share the same shortcoming: the LWC and IWC estimates provided are derived from observables that are not directly connected to water content, because extinction and elastic scattering of light or reflectivity of radio waves depend strongly on particle size, shape, and orientation and not on water mass per volume.

A solution to this problem exploits the Raman effect. Raman scattering is active in all physical states. In vapor, scattering is proportional to the number of water molecules. Raman spectra of water vapor, liquid water, and ice, although overlapping, can be easily separated due to their specific spectral characteristics (Slusher and Derr 1975; D’Arrigo et al. 1981; Pershin and Bunkin 1998; Suzuki et al. 2012; Plakhotnik and Reichardt 2017). One instrumental line of development followed the approach to measure not only the Raman scattering of water vapor but also that of water condensate by means of an additional discrete detection channel (Whiteman and Melfi 1999; Veselovskii et al. 2000; Rizi et al. 2004; Wang et al. 2004; Sakai et al. 2013). The advantage of a simple instrument setup is obvious, but it turned out that measurements with these instruments are difficult to calibrate and can hardly be corrected for interfering signals such as the fluorescence of aerosols. Probably because of these obstacles, until today, there is no lidar of this type that could provide reliable continuous measurements of LWC or IWC.

The competing experimental development line, a spectrometric lidar, is technically more complex. With this instrument,
spectrally resolved measurements of the complete water Raman spectrum could be performed which would hold the prospect of resolving the before-mentioned issues. The pioneering work by Bukin et al. (1983) and especially Arshinov et al. (2002), who examined the Raman spectrum of fog and liquid-water clouds for the first time, ignited vivid research activity in this field (Kim et al. 2009; Park et al. 2010; Sakai et al. 2013; Liu and Yi 2013). Eventually, Reichardt (2012, 2014, hereinafter referred to as R14) showed for the first time how calibrated Raman spectra of clouds can be obtained with spectrometric water lidars such as the Raman Lidar for Atmospheric Moisture Sensing (RAMSES) at the Lindenberg Meteorological Observatory of the German Meteorological Service (Reichardt et al. 2012). These measurements opened up the perspective of direct determination of IWC and LWC. However, this task proved to be quite challenging. Unlike with water vapor, no high-quality data from other instruments are readily available for comparison, so the water-content measurement could not be calibrated relative to some external reference profile but instead calibration had to be absolute.

This contribution describes in detail the steps necessary to get from the lidar measurement of the Raman spectrum of a cloud to its water content, thereby continuing the work by R14. First, section 2 gives an overview of the instrumental and spectroscopic parameters that determine the accuracy of the water-content measurement. Section 3 elaborates these parameters and quantifies them, starting with the careful characterization of the RAMSES water spectrometer (section 3a). Then sections 3b and 3c present theoretical results obtained for the relative Raman cross section for droplets and ice particles, respectively. Examples of particularly interesting water-content measurements are discussed in section 4 together with error sources such as interfering fluorescence by aerosols. Section 5 presents the results of a study dedicated to the evaluation of broadly used IWC retrieval methods. Finally, section 6 summarizes the findings and briefly discusses ongoing and future application of the new measuring technique.

2. Theory

a. Spectrum calibration

According to R14, the profile of the calibrated Raman backscatter coefficient spectrum \( S(z) \) as measured with the water spectrometer can be written in aggregate form as [R14, Eq. (11)]

\[
S(z) = \{ \beta(\lambda_1, z), \beta(\lambda_2, z), \ldots, \beta(\lambda_{32}, z) \},
\]

with \( \beta(\lambda_i, z) \) being the spectral backscattering coefficient at center wavelength \( \lambda_i \) of detection channel \( i, 1 \leq i \leq 32 \), and height \( z \). Depending on height and wavelength, \( \beta \) consists of varying contributions from the Raman spectra of \( \text{N}_2 (\beta_{\text{nit}}) \), water ice (\( \beta_{\text{ice}} \)), liquid water (\( \beta_{\text{wq}} \)), and water vapor (\( \beta_{\text{vap}} \)), and the fluorescence spectrum of atmospheric aerosols (\( \beta_{\text{aer}} \)).

Neglecting differential overlap and light extinction by atmospheric particles for clarity, one can find the following expression for the ratio of detector signals \( N'(\lambda_i, z) \) to \( N'(\lambda_{\text{nit}}, z) \):

\[
\frac{N'(\lambda_i, z)}{N'(\lambda_{\text{nit}}, z)} = k_{\text{cal}} \frac{\beta(\lambda_i, z)}{\beta_{\text{nit}}(\lambda_{\text{nit}}, z)},
\]

and specifically [R14, Eq. (9)]

\[
\frac{N'(\lambda_{\text{vap}}, z)}{N'(\lambda_{\text{nit}}, z)} = k_{\text{cal}} \frac{\beta_{\text{vap}}(\lambda_{\text{vap}}, z)}{\beta_{\text{nit}}(\lambda_{\text{nit}}, z)}.
\]

Here, \( N' \) denotes the measured signal corrected for dead-time effects, background light, clear-air light transmission, and relative receiver efficiency; \( N'(\lambda_{\text{nit}}) \) and \( N'(\lambda_{\text{vap}}) \) are the signals of those detector channels whose spectral bandwidths include the \( Q \) branch wavelengths \( \lambda_{\text{nit}} \) of molecular nitrogen and \( \lambda_{\text{vap}} \) of water vapor, respectively. To indicate that the Raman differential backscattering cross sections, \( d\sigma_{\text{eff}}(\pi)/d\Omega \), of each channel effectively depend on the spectrometer function and the position of the \( Q \) branch center wavelength relative to the channel center wavelength, the superscript ”eff” is inserted.

The calibration constant \( k_{\text{cal}} \) is obtained from Eq. (3) using the water-vapor Raman method. Its defining equation can be found as Eq. (10) of R14. However, the notation is not optimum for the following discussion of quantitative water-content measurements and therefore has to be reformulated to show explicitly the dependence of \( k_{\text{cal}} \) on \( d\sigma_{\text{eff}}(\pi)/d\Omega \):

\[
k_{\text{cal}}^{-1} = K \frac{d\sigma_{\text{nit}}^{\text{eff}}(\pi)/d\Omega}{d\sigma_{\text{vap}}^{\text{eff}}(\pi)/d\Omega},
\]

with \( K \) a constant.

Substituting \( k_{\text{cal}} \) in Eq. (2) with the expression of Eq. (4), one obtains for \( \beta(\lambda, z) \):

\[
\beta(\lambda, z) = k_{\text{cal}}^{-1} \frac{\beta_{\text{nit}}(\lambda_{\text{nit}}, z)}{N'(\lambda_{\text{nit}}, z)},
\]

\[
= k_{\text{cal}}^{-1} \frac{d\sigma_{\text{nit}}^{\text{eff}}(\pi)/d\Omega}{d\sigma_{\text{vap}}^{\text{eff}}(\pi)/d\Omega} \cdot \beta_{\text{nit}}(\lambda_{\text{nit}}, z).
\]

with \( K' = K_{\text{cal}}, e_{\text{nit}} \) the atmospheric \( \text{N}_2 \) fraction, and \( n \) the molecule number density of air (obtained from the 6-hourly radiosonde soundings at Lindenberg). As evident from Eq. (7), the results of the calibration procedure do not depend on the effective Raman differential backscattering cross section of \( \text{N}_2 \); however, this is not the case for \( d\sigma_{\text{vap}}^{\text{eff}}(\pi)/d\Omega \). The backscatter spectrum as a whole is linearly proportional to \( d\sigma_{\text{vap}}^{\text{eff}}(\pi)/d\Omega \), and thus its accurate determination is of great significance for the anticipated absolute water-content measurements.

b. Spectrum decomposition

After calibration, the Raman spectra of liquid and frozen water have to be extracted from \( S \). Here the difficulties are not only that the ice Raman spectrum (\( S_{\text{ice}}, 395 < \lambda < 407 \text{ nm} \))
overlaps with the one of liquid water ($S_{\text{liq}}$, $395 < \lambda < 410$ nm), but also that the Raman spectrum of water vapor ($S_{\text{vap}}$, $403 < \lambda < 414$ nm) and the broadband fluorescence spectrum of atmospheric aerosols ($S_{\text{aer}}$) interfere. As a first step, the aerosol effect is removed. This is done by calculating the mean spectral backscatter coefficient of the so-called reference spectrum $S_{\text{ref}}$ [R14, Eq. (13)] where only aerosol fluorescence is observed and subtracting it from $\beta(\lambda, z)$ ($\lambda_i > 395$ nm). Neglecting a possible wavelength dependence of the aerosol fluorescence can cause a fluorescence residual in the 15-nm range of the water Raman spectrum, but analysis of cloud-free but aerosol-laden air masses indicate that the associated error, if detectable at all, is minute (Fig. 5, R14). Incidentally, aerosol fluorescence can have a detrimental effect on water-content measurements if not accounted for, as will be demonstrated in section 4. It can only be corrected for in measurements with spectrometric water Raman lidars, observations with lidars utilizing discrete condensate detection channels are doomed to failure.

Next, the water-vapor Raman spectrum is subtracted, for a detailed description of the procedure see R14. Generally, the vapor spectrum used for the correction is determined from the actual measurement profile at cloud-free heights. If atmospheric conditions do not permit this approach, a reference water-vapor Raman spectrum obtained from previous measurements is adopted instead with the temperature ($T$) dependence taken into account. The resultant condensate Raman spectrum $S_{\text{con}} = S_{\text{liq}} + S_{\text{ice}}$ is then decomposed to get $S_{\text{liq}}$ and $S_{\text{ice}}$, and finally the total liquid-water and ice Raman backscatter coefficients $\beta_{\text{liq}}^R$ and $\beta_{\text{ice}}^R$, respectively, are calculated by integrating the corresponding spectra (see R14).

One side effect of the vapor correction is that for wavelengths longer than approximately 407 nm the Raman spectrum of liquid water becomes unreliable because here Raman scattering by water vapor dominates and so subtraction of this spectral component leads to signiﬁcantly from $\text{d} \sigma_{\text{mic}}^{\text{eff}}(\pi)/\text{d} \Omega$, the differential Raman backscatter cross section determined in laboratory experiments for large-volume samples (ice or liquid water).

Be $\eta$ the efficiency with which microparticles emit Raman light in the backward direction as compared to the bulk sample:

$$\eta = \frac{\text{d} \sigma_{\text{mic}}^{\text{eff}}(\pi)/\text{d} \Omega}{\text{d} \sigma_{\text{mic}}^{\text{eff}}(\pi)/\text{d} \Omega},$$

then Eqs. (8) and (9) can be rewritten as

$$\text{LWC} = m_{\text{H}_2\text{O}} \left[ \frac{\text{d} \sigma_{\text{mic}}^{\text{eff}}(\pi)/\text{d} \Omega}{\text{d} \sigma_{\text{mic}}^{\text{eff}}(\pi)/\text{d} \Omega} \right]^{-1} \beta_{\text{liq}}^R,$$

$$\text{IWC} = m_{\text{H}_2\text{O}} \left[ \frac{\text{d} \sigma_{\text{mic}}^{\text{eff}}(\pi)/\text{d} \Omega}{\text{d} \sigma_{\text{mic}}^{\text{eff}}(\pi)/\text{d} \Omega} \right]^{-1} \beta_{\text{ice}}^R.$$
radiation field of the laser pulse in the plane of the front face of the RAMSES fiber. A wedge filter is used to divert a small light fraction (20%) to a wavemeter (Laser Spectrum Analyzer, HighFinesse GmbH, Germany; uncertainty < 1 pm) and an energy monitor device, which is a pyroelectric radiometer with a responsivity that is spectrally uniform within 0.5%. The attached electrometer (Keithley 6517B) has been calibrated based on the quality management system of Physikalisch-Meteorologisches Observatorium Davos/World Radiation Center (PMOD/WRC).

ATLAS is computer-controlled so that automatic operation is possible and measurement sequences are selectable (Gröbner et al. 2016). For the first time ATLAS was used to characterize a time-resolving spectrometer, which made changes to the system software necessary. To enable direct communication between ATLAS and the RAMSES spectrometer, a local area network was set up. Thus, vital ATLAS status information could be stored in real time together with the spectrum data.

One noticeable difference between a routine lidar measurement and the ATLAS experiment is that the fiber is shone on directly instead of being illumined by backscattered light, which means that the effective bin width of the spectrometer is comparable to the ATLAS pulse length and thus much smaller than the range bin of the multichannel scalers (200 ns). The short illumination time and the therefore transiently high count rates require low signal intensities, and have to be taken into account when the signals are corrected for nonlinearities.

2) MEASUREMENT RESULTS

To investigate the spectrometer response in the range of the water-vapor spectrum, two experiments were conducted: 1) ATLAS was tuned in the range from 405.0 to 409.0 nm with a step width of 50 pm, and the water spectrometer was operated with a fixed center wavelength (CWL) of 397.0 nm (standard setting). Scans were performed for three different signal attenuations. Because of the relatively slow detector electronics, data were measured with an effective ATLAS pulse repetition frequency of 125 Hz. Measurement time per wavelength step was 130 s. Additionally, a control run with ultralow light intensity (count rate < 1 Ms⁻¹; 200 pm resolution, 340 s integration time) was completed. 2) The ATLAS wavelength was set at the Q branch of the water-vapor Raman spectrum (407.5 nm for the RAMSES transmitter wavelength of 354.72 nm), and the water spectrometer CWL was tuned between 396.7 and 397.3 nm (50 pm step width, 100 s integration time).

Figure 1 presents the signals of spectrometer detectors D24 through D30 measured in the first experiment with medium attenuation as an example, the curve shapes obtained in the other measurement series are all similar. The results can be summarized as follows. First, after correction for output pulse energy, the sum over all detector signals is nearly wavelength independent, 408.2 nm. No features are discernible that can be correlated with the photon-insensitive areas between the detectors. However, shadowing near the detector-row edges leads to reduced spectrometer sensitivity in channels D30 and D31. Second, the fraction of total available signal exhibits a virtually identical (albeit shifted) dependence on wavelength for all detectors. The contribution of the water-vapor Raman spectrum to signal D28 is maximum, but also significant to those of the neighboring detectors D27 and D29. D28 peak sensitivity of about 87% is confirmed by all measurement series, and matches the experimental value determined previously with the operational RAMSES instrument in Lindenberg (spectrometer CWL scans under stable atmospheric conditions with a narrow-band water-vapor interference filter inserted in front of the fiber coupler). Finally, with regard to minimal cross talk with the adjacent detectors (D27, D29), the standard spectrometer CWL of 397.0 nm is a reasonable choice.

Convolution of the detector spectral responses with the water-vapor Raman spectrum (Avila et al. 1999) yields the effective relative Raman backscattering cross section of each channel. The results are shown in Fig. 2. About 81.6%
of Raman backscattering by a water molecule in the vapor phase is collected by detector D28. D28 is used for the water-content measurement, so it is an important observation that its temperature dependence is small. Roughly 15\% of inelastic scattering is lost to the flanking channels while the insignificant remainder is distributed between the detectors farther out.

3) EFFECTIVE ABSOLUTE DIFFERENTIAL RAMAN BACKSCATTERING CROSS SECTION OF WATER VAPOR

The ATLAS measurements together with the publications by Penney and Lapp (1976) and Avila et al. (1999) allow one to calculate the absolute value of $d \sigma_{\text{vap}}^\text{eff}(\pi)/d\Omega$. Penney and Lapp (1976) measured the absolute Raman-scattering cross section of water vapor at wavelengths of 488 and 514 nm. It is reported that the spectrometer function was nearly rectangular in shape with an FWHM of 31 cm$^{-1}$ (spanning the $v_1 Q$ branch). Under the assumption that the $v_1 Q$ branch was centered in the spectrometer bandwidth, their results correspond to a spectral width of about 514 pm in the water-vapor Raman spectrum (407.125–407.639 nm) and an absolute cross section of $6.35 \times 10^{-34}$ m$^2$ sr$^{-1}$ when excited with the RAMSES laser wavelength of 354.72 nm. The measurement error is about 10\%. Convolution of the RAMSES spectrometer function with the spectral data of Avila et al. (1999) yield the same UV wavelength interval a cross section slightly larger than $6.24 \times 10^{-34}$ m$^2$ sr$^{-1}$ for temperatures $<0^\circ$C, which is only 2\% smaller than the value deduced from Penney and Lapp (1976). An artificial widening of the slit by $\pm 50$ or $\pm 150$ pm gives only slightly higher results. Considering the experimental unknowns, the agreement can be considered as excellent. For detector channel D28 used for the water-content measurements, it follows

$$d \sigma_{\text{vap}}^\text{eff}(\pi)/d\Omega = (5.2 \pm 0.6) \times 10^{-34} \text{ m}^2 \text{ sr}^{-1}. \quad (13)$$

b. Relative Raman cross section for droplets: $\eta_{\text{liq}}$

The relative Raman cross section of droplets has been the subject of publications before (Veselovskii et al. 2002; Plakhotnik and Reichardt 2018); however, these earlier results are not adequate for liquid-water clouds with predominantly small droplets, because the problem of structural resonances was not sufficiently investigated. Structural resonances, i.e., enhancement of backscattering for droplet diameters resonating with the laser or Raman wavelengths, determine the magnitude of $\eta_{\text{liq}}$ to a substantial extent, and the effect of the resonances depends in turn on several factors.

First, pulse duration and light absorption. Pulsed excitation may not be sufficiently long to reach a steady-state value which is necessary for strong resonances. In our calculations, the pulse effect was accounted for by an effective absorption coefficient, which is 3.3 times larger than the natural absorption of liquid water at 355 nm, and 5.6 times larger at 403.75 nm.

Second, computational resolution. In small droplets, the resonances are relatively broad, and therefore, the enhancement of Raman backscattering is observed for extended diameter ranges. To obtain a satisfactory representation of the resonance bands, the computations were carried out with high resolution for droplets < 55 \mu m [section 3b(3)].

Third, the droplet size distribution. The effect is discussed in section 3b(3), where $\eta_{\text{liq}}$ values for different cloud types and drizzle are provided. In principle, the finite width of the scattered Raman spectrum affects $\eta_{\text{liq}}$ as well. However, this effect is only significant if the relative width of the cloud size distribution is narrower than the relative width of the Raman band, i.e., narrower than about 2\%.

Fourth, deviation from the perfect spherical shape. When cloud droplets reach a critical diameter and start to fall with an appreciable fall speed, aerodynamic forces act on the drop and cause shape deformations and oscillations. As a result, the degeneracy of many structural resonances is lifted and the narrow resonances turn into wider bands. The radiative loss of these resonances may increase too, and the coupling
between the incident wave and the resonances becomes less efficient than in the case of an exact sphere. These factors tend to decrease the significance of the resonance for nonspherical particles, although theoretically the resonances do not cease to exist. The effect of shape distortions on $\eta_{\text{liq}}$ is investigated in the following sections 3b(1) and 3b(2) using a spheroidal particle model.

1) RAMAN SCATTERING BY SPHEROIDS

The electromagnetic field inside a spheroid is calculated with a freely available code for computing $T$ matrices (Somerville et al. 2016), optimized for speed and adopted for multiprecision toolbox ADVANPIX (calculations for particles larger than about 4–5 $\mu$m require quadruple accuracy). The validity of the $T$-matrix method for the field computation is discussed by Auguié et al. (2016). The inner field is then used for determining the Raman differential backscattering cross section as described in Plakhotnik and Reichardt (2018).

It is assumed that the exciting laser pulse (355 nm) is linearly polarized, the spheroids are randomly oriented, and the lidar receiver is polarization insensitive. Refractive indices of liquid water (Harvey et al. 1998) are used consistently through all computations. Given that the difference of the refractive indices for water and ice is about 3%, the results are very similar for both except for the exact position of narrow structural resonances. Such resonances depend on the geometrical shape of the particles much more than on the small variation of the refractive index. For a perfect sphere the off-resonance value of $\eta$ changes less than 10% if the refractive index of ice is used instead of liquid water.

Once maximum dimension and aspect ratio of the spheroid were selected, the computations were performed for the 2 polarization planes of the incident wave and 19 angles ($0 \leq \gamma \leq \pi/2$) between the direction of the particle’s symmetry axis ($c$ axis) and the direction of the wave vector. Finally, results were rotationally and polarization averaged. Because the calculations are extremely time consuming and numerically challenging, the largest size parameter for which $\eta_{\text{liq}}$ could be obtained was about 75.

Figure 3 highlights the results obtained for randomly oriented oblate and prolate spheroids (aspect ratio of 1/3 and 3, respectively) with maximum dimensions around 8.25 $\mu$m. For comparison, smoothed $\eta_{\text{liq}}$ values of spheres are also shown. Relative Raman scattering tends to decrease with deviation from the spherical shape. The effect is much more pronounced for prolate than for oblate spheroids. Note also that the resonances are observed only for the oblate spheroid. Qualitatively this can be understood by considering a ray propagating nearly perpendicular to the axis of rotation. Such a ray will be confined in a small region near the equator in the case of the oblate spheroid but will drift away in the prolate spheroid. With $\gamma$ values of $\eta_{\text{liq}}(\gamma)$ generally increase and the resonances are observed for aspect ratios significantly larger, or smaller, than unity, but the resonance strengths of prolate spheroids are much more susceptible to the deviation from an ideal sphere and appear only at higher $\gamma$. For aspect ratios of 1/3 and 3, one finds off-resonance $\eta_{\text{liq}}$ values of ∼2.65 and ∼2.4 and mean $\eta_{\text{liq}}$ values of 2.71 and 2.44, respectively. For maximum dimensions between 8.25 and 8.5 $\mu$m, the mean $\eta_{\text{liq}}$ of spheres is ∼2.8.

2) RAMAN SCATTERING BY OSCILLATING DROPLETS

Depolarization measurements of clouds and precipitation suggest that shape oscillations reveal themselves only in raindrops whose sizes are currently beyond our computing power (Szakáll et al. 2010). Nevertheless, a qualitative understanding of the effect can be gained by studying droplets of smaller diameter, between 7.82 and 7.92 $\mu$m and between 8.31 and 8.41 $\mu$m in our case. Only the lowest-frequency term of the classical solution of an oscillating droplet was considered (Tsamopoulos and Brown 1983), the maximum amplitude of the oscillation was 2.5% of the sphere size, the amplitude increment was 0.25%. The oscillating spheroids were randomly oriented, as in the previous computations $\eta_{\text{liq}}$ values were obtained for 19 different scattering geometries for each asphericity. Finally, the results were rotationally and temporally averaged.

Figure 4 illustrates our findings. Effective Raman backscattering of an oscillating droplet shows a generally smoother dependence on diameter than a sphere of same mass. Evidently, broader features of $\eta_{\text{liq}}$ are averaged out by the rotation and vibration as the black lines have no trend within the simulated ranges. The number of resonances observed depends on the amplitude increment, for continuous deformation there would be no sharp spikes at specific values of the diameter.

Averaged over the size range 8.31–8.41 $\mu$m, mean $\eta_{\text{liq}}$ is the same for oscillating and static spheres ($\eta_{\text{liq}} = 2.7$), but this is not generally the case. The size range 7.82–7.92 $\mu$m, for example, encompasses a sphere resonance which is not only exceedingly strong ($\eta_{\text{liq}} = 3800$ at 7.873 $\mu$m) but also wide enough to affect the range-averaged relative Raman scattering ($\eta_{\text{liq}} = 3.9$). Our calculations show that this resonance is extremely sensitive to shape distortions which reduce its
contribution to Raman backscattering substantially ($\eta_{\text{liq}} = 2.9$). Summarizing, the results suggest that oscillations tend to reduce the effect of resonances on $\eta_{\text{liq}}$. In oscillating drizzle and raindrops the effect can be expected to be further limited, because the width of structural resonances decreases with size and higher-frequency terms of the oscillations will likely reduce the resonance strength. With this caveat in mind, we will use the off-resonance $\eta_{\text{liq}}$ values of droplets for large atmospheric drops [section 3b(3)].

3) SPECIFIC $\eta_{\text{liq}}$ VALUES

As shown in the preceding section, structural resonances increase the value of the effective Raman backscattering cross section of nonoscillating spheres even if averaged over a size range. For this reason, it is important to use resonance-resolving data for calculation of $\eta_{\text{liq}}$ of liquid-water clouds. Previously, we published an $\eta_{\text{liq}}$ dataset that extends to droplet sizes large enough to be applicable to hydrometeors such as drizzle (Plakhotnik and Reichardt 2018), but its resolution is insufficient to properly account for resonances in liquid-water clouds with smaller effective radii which made a rerun at higher resolution in the size range of cloud droplets necessary. Figure 5 compares high- and low-resolution $\eta_{\text{liq}}$ data. Because the large number of resonances could not be resolved graphically, the high-resolution data are smoothed for illustrative purposes. Because of the resonances, $\eta_{\text{liq}}$ values increase from nonresonant levels by, for instance, about 40% for spheres with diameters of 3.5 mm ($\eta_{\text{liq}} = 2.95$), 23% at 20 $\mu$m ($\eta_{\text{liq}} = 2.60$), and 14% at 45 $\mu$m ($\eta_{\text{liq}} = 2.56$).

The high-resolution data were used to determine the relative Raman backscattering cross sections of standardized liquid-water clouds with different droplet size distributions (Plass and Kattawar 1971; Deirmendjian 1975; Shettle 1990). It is found that $\eta_{\text{liq}}$ does not vary with cloud type significantly, values calculated for cumulus, stratocumulus, stratus, altostratus, and nimbostratus range between 2.58 and 2.74 with an average of

$$\eta_{\text{liq}} = 2.63 \pm 0.07 \quad \text{(cloud).}$$

Finally, in view of the discussion in the previous section 3b(2), a good estimate for the effective relative Raman backscattering of drizzle and light precipitation is the off-resonance $\eta_{\text{liq}}$ value of large spheres [Fig. 5], which is

$$\eta_{\text{liq}} = 2.2 \pm 0.2 \quad \text{(drizzle, rain).}$$

c. Relative Raman cross section for ice particles: $\eta_{\text{ice}}$

The determination of $\eta_{\text{ice}}$ is a difficult task because, in contrast to $\eta_{\text{liq}}$, the nonspheroidal shape of the ice particles...
makes a direct calculation impossible. Furthermore, the modeling of the inelastic backscatter of microparticles, which was considered as an alternative because of previous encouraging studies (Weigel et al. 2006), has proven to be complex and error prone. In addition, it has not yet been possible to establish a relationship between the model results and Raman backscattering by bulk ice. For these reasons, an experimental approach to the estimation of $\eta_{\text{ice}}$ is pursued instead. It is based on the idea that $\eta_{\text{ice}}$ can be obtained from a RAMSES measurement of a melting layer if it is ensured that the total number of water molecules in the condensed phases does not change during the phase transition.

To make sure that this requirement is met, several criteria were defined for the selection of a suitable measurement:

1) A frontal system should be observed. Then the assumption is justified that the whole cloud migrates and melts through the 0°C level (continuity is guaranteed) and not only some ice particles precipitate from an otherwise stable stratified ice cloud.

2) The optical properties must support the findings (depolarization ratio increases with height, backscatter coefficient outside the lidar dark band relatively constant).

3) The relative humidity with respect to ice or water should be close to 100%, so that the loss of the liquid phase to the vapor phase can be neglected.

4) Only cases with LWC profiles constant in heights below the melting layer should be selected as a further indication of negligible losses to the gas phase.

5) The measurement must yield with good statistical error LWC and IWC in the ice cloud over a sufficiently large penetration depth (optical depth < 2).

6) The separation of the phases in liquid water below and water ice above the melting layer (no mixed-phase cloud) should be complete and unambiguous.

7) The spectral properties (Raman spectra) must support the findings.

All requirements are met by the exceptional RAMSES measurement on 17 June 2015.

EXPERIMENTAL DETERMINATION OF $\eta_{\text{ice}}$

On 17 June 2015, RAMSES was operated continuously. A frontal system entered the RAMSES field of view around noon. The bottom edge of the cirrus was descending, by the time the spectrometers were activated after night fall around 2000 UTC, it had almost reached the 0°C level at 3 km. First melting was observed 30 min later, but a dry air layer at 2 km blocked the hydrometeors from falling further down. It took until 2200 UTC to saturate the air, and precipitation developed unhindered thereafter. RAMSES was finally shut down automatically at 2320 UTC because of rain.

Figure 6 presents the lidar profiles of the RAMSES measurement during 2202–2222 UTC. Water-vapor Raman scattering $\beta_{\text{vp}}^R$ and thus the number density of water molecules in the gas phase, is remarkably height independent between 2.7 and 3.2 km, which means that the key requirement of negligible water losses to the vapor phase is fulfilled. Condensed-water Raman scattering $\beta_{\text{con}}^R$ is equally independent of height, particularly between ~2.9 and 3.1 km. Raman backscatter coefficients $\beta_{\text{ice}}^R$ and $\beta_{\text{liq}}^R$ indicate a smooth transition from ice to liquid water with decreasing height, with the 50% point at 3 km close to the 0°C level. At this altitude, a minimum in $\beta_{\text{con}}$ (the so-called lidar dark band, a characteristic feature of a melting layer; see Di Girolamo et al. 2012, and references therein) and a profound change in the elastic optical particle properties are observed, underpinning the phase transition. Analysis of the cloud Raman spectra confirms pure liquid water below 2.8 km and ice above 3.2 km, and a mixture in between. In summary, given the experimental evidence it is justified to consider the number of condensed water molecules, $n_{\text{con}}$, a conserved quantity in the height range around the 50% point.

To determine $\eta_{\text{ice}}$, three different $\eta_{\text{liq}}$ values are chosen that are representative of large cloud drops [Eq. (15), section 3b(3)]. Then $\eta_{\text{ice}}$ is varied until $n_{\text{con}}$ is height independent. Two different altitude ranges are considered, a narrow range centered around the 50% point and a broad range covering the entire melting layer, to study the robustness of the results. For the narrow height interval (2.90–3.05 km), the analysis yields fitting pairs of $\eta_{\text{liq}}$ and $\eta_{\text{ice}}$ of 2.0 and 1.62, 2.2 and 1.80, and 2.4 and 1.96, for the broad height interval (2.87–3.23 km) one finds the pairs 2.0 and 1.90, 2.2 and 2.10, and 2.4 and 2.30.

In all cases, $\eta_{\text{ice}} < \eta_{\text{liq}}$ is found, which is in general agreement with the computation results presented for spheroids in section 3b(1). Although the model spheroids are comparatively small (maximum dimension of about 8 μm), the investigations still suggest that deviations from the spherical shape lead to a reduction of $\eta_{\text{ice}}$ values, so the finding is therefore to be expected. Incidentally, $\eta_{\text{ice}}/\eta_{\text{liq}}$ of the narrow and broad interval are about 0.82 and 0.95, respectively, which is similar to the theoretical ratios of prolate and oblate spheroids to spheres [0.86 and 0.96, section 3b(1)]. Given the differences in shapes and sizes, this similarity between model and natural cloud may be regarded as coincidental, but still it is an interesting observation that may hint at some optical resemblance, perhaps that the geometro-optics limit has been reached in the artificial particles and that therefore size does not play a significant role.

In summary, analysis of the RAMSES measurement on 17 June 2015 yields

$$\eta_{\text{ice}} = 1.9 \pm 0.3.$$  \hspace{1cm} (16)

Note that the systematic uncertainty in $\eta_{\text{ice}}$ is doubled by considering both height intervals. Future analyses of similar measurement cases may reduce the systematic error.

4. Measurement examples

The examples presented in this section are intended to showcase the measurement capability of a spectrometric water Raman lidar such as RAMSES. The investigation of scientific issues is reserved for future publications.

a. Supercooled cloud

In the night of 19–20 April 2015 RAMSES observed a dynamic cloud system between 4 and 10 km. Measurement
conditions were favorable: boundary layer clouds were absent, and the aerosol load and associated fluorescence were low. Most cloud occurrences showed the optical signature of cirrus clouds with either randomly oriented (high lidar and depolarization ratios) or horizontally aligned particles (strongly depressed lidar and depolarization ratios). The one exception was a layered cloud around 5 km that entered the RAMSES field of view at 2020 UTC and showed little variability for the next 2 h.

Figure 7 presents the RAMSES measurement of this cloud at 2100 UTC. Because of the low water content and the relatively high altitude of the cloud, it was necessary to increase the data integration time to 40 min (twice the standard integration time) and the bin width from 60 to 90 m in order to obtain cloud Raman spectra with acceptable accuracy. The Raman spectrum of the upper layer of the cloud (5.0–5.4 km) is shown in Fig. 7d. The optical particle properties corroborate the spectral analysis (Fig. 7b). The lidar ratio (corrected for multiple scattering) exhibits values around 20 sr and the depolarization ratio is very small at the bottom of the layer and shows a moderate increase with penetration depth, which are both typical features of water clouds. The RAMSES measurement yields temperatures of about −20°C of the supercooled cloud, and a relative humidity with respect to liquid water around saturation (Fig. 7c).

LWC is calculated using the liquid value of clouds [Eq. (14)], maximum LWC is 15 mg m⁻³ (Fig. 7a). Measurement
errors are mostly statistical, uncertainties due to the estimated errors in $\eta_{\text{liq}}$ have a negligible effect only. However, selection of an $\eta_{\text{liq}}$ value that is appropriate for the measurement situation is important. For illustration, also the LWC profile is shown for which the large-drop $\eta_{\text{liq}}$ value [Eq. (15)] has been assumed. The latter exhibits LWC values 20% larger which is more than the random error and thus statistically significant.

Below 5 km, the air is subsaturated with respect to water so cloud droplets cannot survive for long. Water content is low, and the spectrum decomposition indicates predominantly frozen water (not shown). The optical properties are characteristic of horizontally aligned ice particles, with $\delta_{\text{par}}$ and $S_{\text{par}}$ as low as 1% and 2 sr, respectively. So most likely an ice virga of the supercooled cloud is observed.

b. Melting layer

In the night of 20–21 December 2015 a massive cloud system passed over the Lindenberg site. RAMSES started operation at 1600 UTC and measured for 13 h uninterruptedly. Around 2330 UTC the cloud base lowered from 4 to around 3 km where it intersected the $0^\circ\text{C}$ level. Figure 8 visualizes the temporal development of the melting layer for the next 2.5 h. Below 2.4 km, relative humidity with respect to water drops sharply. Virga develops before midnight and around 0100
UTC with clearly discernable lidar dark bands. The dark band coincides with a sharp transition in the particle depolarization ratio and a significant change in condensed-water Raman backscattering. An important distinction from the measurement example in section 4a is that strongly fluorescent aerosols were present. As evidenced by the reference backscatter coefficient, a thin aerosol filament floated around a height of 1.4 km before widening strongly after 0130 UTC.

Figure 9 shows the RAMSES profiles of two particularly interesting measurement episodes. Whereas IWC values are relatively stable above the 0°C level, LWC of the precipitation is decreasing along its fall. The reduction is caused by the low humidity, the rain droplets lose water mass to the vapor phase. This observation is in stark contrast to the measurement case of 17 June 2015 [Fig. 6, section 3b(1)] where no LWC decrease was observed. Interestingly, below 1.7 km $\delta_{\text{H}_2\text{O}}$, starts to rise even though LWC and particle backscatter coefficient continue their decline. A possible explanation is a shift in the droplet size spectrum to larger diameters with distance from the melting layer. In subsaturated air, the smaller droplets evaporate first. Eventually, only the largest drops survive,
and these drops tend to oscillate in shape which, in turn, causes \( \delta_{\text{par}} \) to increase. As discussed in section 3b(2), shape distortions should not affect \( \eta_{\text{liq}} \) significantly, at least when the distortions are small and of spheroidal form, but still the LWC values measured below 1.7 km should be treated with some caution.

Accurate water-content measurements are only possible if the effect of aerosol fluorescence is thoroughly accounted for. To demonstrate its impact, the results of the analysis of the spectrometer data without fluorescence correction are shown in Fig. 9 as well. In the case of LWC, the fluorescence-induced systematic errors are very large. In fact, the LWC profile is completely determined by fluorescence in both magnitude (systematic errors reach up to several 100%) and vertical features (cf. the reference backscatter coefficient in Fig. 8). Note that the fluorescence correction removes these features completely (for instance, the apparent maximum in uncorrected LWC around 1.4 km, which is entirely caused by the fluorescence of the aerosol filament). In comparison, the measurement error arising from the uncertainty in \( \eta_{\text{liq}} \) (about 9%)
is very low. The same can be said for IWC if aerosol fluorescence is significant in the presence of ice clouds. A good example for such a case was provided previously (Reichardt et al. 2018a); in the measurements presented in Fig. 9 the fluorescence effect on IWC is largest around an altitude of 3.5 km at 2348 UTC. In relative terms, it is much smaller than the fluorescence errors in LWC. For IWC, the uncertainty in $\eta_{\text{ice}}$ (about 16%) and the random error remain the dominant error sources. Summarizing, the effect of aerosol fluorescence on the water-content measurements can be significant. Its correction can only be accomplished with spectrometric water lidars, and not with lidar instruments that are equipped with a single condensed-water detection channel only.

Another aspect to be discussed is the effect of statistical errors on the decomposition of the water spectrum. Because of light extinction, the spectral data become increasingly noisy upon penetration of the cloud. The random errors of the individual spectral Raman backscatter coefficients ($\beta$) add uncertainty to the splitting of the water spectrum and thus phase discrimination becomes more and more unreliable. In fact, ambiguity in the water phase is the dominant cause for the upper bound of the water-content measurement. An instructive example is the RAMSES measurement in Fig. 9b. Here, above 3 km band decomposition yields two layers of supercooled liquid water. While this could be entirely possible, the optical particle properties do not support this conclusion. $\beta_{\text{par}}, \delta_{\text{par}},$ and $S_{\text{par}}$ all suggest a homogeneous ice cloud. If the cloud really consisted only of ice, IWC would be almost height independent just like these properties. So it can be assumed that the phase determination yielded incorrect results caused by statistical errors. The water-content measurements could be extended to higher altitudes if the phase of the cloud were known from auxiliary data, because then band decomposition would not be necessary and the integrated Raman backscatter coefficient $\beta_{\text{con}}$ could be used directly. For instance, if $T < -40^\circ\text{C}$, one can exclude the liquid phase (Wetlauffer 1999) and safely calculate IWC. Also, the elastic optical particle properties may clearly indicate a certain water phase, but generally statistical errors limit the range of the water-content measurement.

Incidentally, an interesting outcome of the RAMSES measurement is the decrease in $S_{\text{par}}$ upon phase transition. This is not to be expected, because in liquid-water clouds $S_{\text{par}}$ values are close to 20 sr (see the supercooled cloud in section 4a) and so one might assume similar values in drizzle, or rain. Careful tests of the RAMSES analysis software and the multiple-scattering code confirm the low $S_{\text{par}}$ values. High-resolution Mie computations actually reveal similar lidar ratios, but these are restricted to rather small diameter ranges and are thus unlikely to serve as an explanation.

5. Evaluation of IWC retrieval methods

In this section standard single-sensor methods for retrieving IWC either from ground-based lidar or cloud radar observations are evaluated by comparing them with IWC measurements from RAMSES. The IWC retrieval methods involve the use of in situ microphysical observations, from which empirical (power-law) relations between the IWC and the lidar particle extinction coefficient ($\alpha_{\text{par}}$) or the IWC and the radar reflectivity factor ($Z$) are obtained. Investigating the validity of these methods is relevant as they are used both for satellite applications (Heymsfield et al. 2014) and for the continuous application at various ground-based stations across the globe, such as the Cloudnet sites (Illingworth et al. 2007) and the Aerosol, Clouds and Trace Gases Research Infrastructure (ACTRIS) sites (Pappalardo 2018). Methods for retrieving IWC profiles from ground-based remote sensing observations are not examined at this point because the RAMSES dataset of liquid-water clouds is not large enough for statistical analysis.

For the IWC retrieval evaluation, one year of RAMSES measurements have been analyzed for pure-ice and mixed-phase clouds, approximately 200 IWC profiles from a total of 21 measurement nights were selected that passed the quality checks. Figure 10 shows the observed IWC mean values as a function of height and their standard deviations. As was to be expected, IWC decreases with height above the mean freezing level. IWC values are spread out over a wide range for all altitudes, as indicated by the standard deviation. The number of data points increases with $T$ (decreases with height), in 10°C segments starting with $-50^\circ\text{C}$ to $-40^\circ\text{C}$; these are 94, 342, 652, 683, and 835 (not shown). IWC values for $T < -50^\circ\text{C}$ are virtually absent (10 data points).

First, the lidar-based IWC retrieval methods by Heymsfield et al. (2005, 2014) are evaluated. Both have in common that they establish functional relations between retrieved IWC
and the optical particle extinction coefficient of the kind 

\[ IWC_{\text{ret}} = a a_{\text{par}}^b, \]

with \( a \) and \( b \) being either independent of \( T \):

\[ IWC = 119 a_{\text{par}}^{1.22}, \]

(17)

\[ IWC = 527 a_{\text{par}}^{1.32}, \]

(18)

or dependent on \( T \):

\[ IWC = [89 + (0.62047) a_{\text{par}}^{1.02 - 0.00281 T}], \]

(19)

\[ IWC = 0.00532 (T + 90)^{2.55} a_{\text{par}}^{1.31 \exp(0.00477 T)}, \]

(20)

Equations (17) and (19) are taken from Heymsfield et al. (2005), and Eqs. (18) and (20) from Heymsfield et al. (2014).

They differ in the way how they derive \( a_{\text{par}} \) from the in situ measurements of cirrus clouds with particle probes, and the selection of the aircraft campaigns analyzed.

The in situ data used in the study by Heymsfield et al. (2005) have been obtained mainly in lowlatitude ice clouds produced by deep convection, but measurements in thin tropical and northern midlatitude synoptically generated cirrus are also included. Noteworthy, in the temperature range of the RAMSES measurements the data exhibit a strong dependence on geographical location. Heymsfield et al. (2014) deploys a microphysical dataset which is substantially larger and more diverse. Particle measurements from 10 aircraft field programs are analyzed, spanning latitudes from the Arctic to the tropics and temperatures from −86°C to 0°C. IWC and \( a_{\text{par}} \) for \( T > -55°C \) are from a combination of in situ–generated cirrus in midlatitudes and convectively generated cirrus at low latitudes. IWC shows a different dependence on \( a_{\text{par}} \) for data groups designated as warm and cold cirrus. For this reason, coefficients \( a \) and \( b \) are not only provided for the entire datasets but also for subsets to investigate the effects of sampling region and temperature range.

The relations of Eqs. (17)–(20) were applied to the optical extinction profiles of the pure-ice and mixed-phase clouds observed with RAMSES and then compared with the simultaneously measured IWC of which the mean profile is shown in Fig. 10. The extinction coefficient is corrected for multiple scattering following the approach of Hogan (2008). To provide optimum input information to the multiple-scattering model, the projection-area equivalent particle size is not assumed static but dynamically estimated based on ambient \( T \) (Heymsfield and Platt 1984) and particle optical properties, the latter to account for particle phase and spatial alignment. Figure 11 illustrates the performance of the lidar-based IWC retrievals. Shown is the relative difference between retrieved and measured IWC as a function of \( IWC_{\text{RAMSES}} \). The red curves highlight mean differences of the \( T \)-dependent relations (with error bars) and the blue curves those of the \( T \)-independent relations. The corresponding individual data points are shown as gray symbols.

In the case of Heymsfield et al. (2005), the \( T \)-dependent retrieval overestimates IWC by about 40% independently of IWC magnitude (Fig. 11a). The error bars are large, demonstrating that while on average the retrieval may be seen as satisfactory, for a specific measurement deviations from the true IWC value can be substantial. In contrast, the \( T \)-independent retrieval underestimates IWC by about 30%. This is to be expected, because in the RAMSES IWC dataset relatively warm cirrus temperatures are predominant, and, for given \( a_{\text{par}} \), the IWC values of the two retrievals increasingly differ with temperature, with the \( T \)-independent IWC being smaller.

The \( T \)-dependent retrieval of Heymsfield et al. (2014) overestimates IWC even more (by at least 60%) and exhibits an IWC-dependent bias (Fig. 11b). This trend is removed when the \( T \)-independent retrieval (all cirrus data) is used; however,
bias is a function of the radar reflectivity and ambient temperature.

\[ \log_{10}(\text{IWC}) = 0.000242Z_T + 0.0699Z - 0.0186T - 1.63 \]  

MIRA-35, the 35 GHz pulsed polarimetric Doppler radar of the Lindenberg Meteorological Observatory (Görsdorf et al. 2015), is located at a distance of about 200 m from RAMSES. We applied relation (21) to the MIRA-35 measurements of the pure-ice and mixed-phase clouds to retrieve IWC; the temperature profiles were taken from a weather prediction model. The cloud radar-based IWC estimates were then compared with the RAMSES IWC measurements. It is generally expected that the radar reflectivity-based algorithms will produce biased results, because cloud radar calibration constitutes a major challenge. In the case of MIRA-35, the manufacturer performed a budget calibration before delivery in April 2004, which means that gain and loss of all components were determined separately to estimate the radar constant. Varying parameters (e.g., transmit power) are measured during the operation; however, the aging of electronic components and transient technical malfunctions can still lead to a drift, or variations, in the radar constant and thus to a reduction in the accuracy of Z. To account for these systematic errors, comparisons between MIRA-35 and a collocated 24 GHz micro rain radar are performed on a routine basis in rain events for altitudes of 500 m and a reflectivity range between about 0 and 20 dBZ. The mean differences vary between about −6.0 and −3.3 dB over time, the Z measurements with MIRA-35 are corrected accordingly.

Figure 12 shows the IWC comparison. The scatter of data points is significantly smaller than with the lidar-based methods discussed above, which is reflected in lower errors. Overall, the radar-only retrieval tends to underestimate IWC slightly. For all IWC, the mean dry bias is between 20% and 30%, or smaller. In view of the indirectness of the radar method, this can be regarded as remarkably good performance, at least on average. But the scatter of the individual biases cautions that even with a well-calibrated cloud radar only rough estimates of IWC can be obtained: retrieved and true IWC values can easily differ by a factor of 2.

6. Summary and outlook

Continuing the work of R14, a detailed description has been given of how the LWC and the IWC can be determined accurately and absolutely from the calibrated water Raman spectra of clouds. All instrumental and spectroscopic parameters that affect the accuracy of the water-content measurement have been discussed and quantified, starting with the careful characterization of the RAMSES water spectrometer. One important factor that determines the accuracy of the water-content measurement is the molecular Raman backscattering efficiency of cloud particles. For water droplets, a rigorous theoretical approach
combined with massive computing have yielded $\eta_{lhq}$ values of $2.2 \pm 0.2$ for drizzle and light rain and $2.63 \pm 0.07$ for nonprecipitating clouds. Furthermore, the effect of shape oscillations on $\eta_{lhq}$ has been studied. For the nonspheroidal particles of ice clouds, such a theoretical approach does not exist and modeling efforts have proven to be extremely challenging, so an experimental method had to be developed. It is based on the assumption of continuity of the number of water molecules over the vertical extent of melting layers. Several strict selection criteria were defined to select the RAMSES measurement that best meets this basic requirement. The analysis of this case then yielded an $\eta_{hec}$ value of $1.9 \pm 0.3$. While the problem can be regarded as solved for liquid-water clouds and light precipitation, there is still work to do for cirrus clouds, both experimentally and theoretically. It can be expected that these efforts will lead to a further reduction in the systematic uncertainty of the IWC measurement.

Examples of particularly interesting water-content measurements have been presented, including supercooled liquid-water clouds and melting layers. Error sources have been discussed. One effect that stands out is interfering fluorescence by aerosols, especially in the boundary layer (as demonstrated in this study), but also in the free troposphere (Reichardt et al. 2018a) and stratosphere (Immler et al. 2005). Aerosol effects and calibration issues are the main reasons why spectral Raman measurements are required for quantitative measurements of LWC and IWC, the use of discrete detection channels is insufficient to solve the associated problems.

Finally, IWC retrieval methods have been evaluated that are based on either lidar extinction or radar reflectivity measurements. It turns out that the lidar-based retrievals proposed by Heymsfield et al. (2005, 2014) show unsatisfactory agreement with the RAMSES IWC measurements. The reason is likely that the in situ dataset that was used to determine IWC and extinction coefficient cannot be considered geographically representative for the RAMSES measurements at mid-latitudes, but other effects such as particle orientation might also play a role. In contrast, the radar-based IWC retrieval of Hogan et al. (2006) performs reasonably well. For individual measurements, the retrieval error is significantly lower than for the lidar-only retrievals, and on average retrieved IWC agrees within 20% to 30% (dry bias) with measured IWC. Currently, evaluation of retrieval methods is extended to multisensor retrievals.

In summary, with this study the groundwork has been laid for direct measurements of atmospheric water in all of its three phases with spectrometric Raman lidar such as RAMSES, the operational high-performance multiparameter Raman lidar at the Lindenberg Meteorological Observatory site. RAMSES is thus well suited for future cloud microphysical studies, and for evaluating cloud models or the cloud data products of other instruments. Furthermore, especially after the upgrade of the instrument with two fluorescence spectrometers (Reichardt et al. 2018a,b), investigations into the coexistence of, or interaction between, clouds and aerosols can be performed as well.

A disadvantage of spectrometric lidar measurements is that such measurements are only possible at night, under favorable atmospheric conditions and often only in the lower cloud ranges (up to an optical depth of approximately 2) because the Raman return signals from clouds are extremely weak, which makes them particularly vulnerable to background light and light extinction. To overcome these limitations, efforts are made to develop a retrieval technique which allows one to obtain estimates of IWC under all measurement conditions. The work is ongoing, but initial results are encouraging as first applications demonstrate (Strandgren 2018; Rybka et al. 2021).
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