Correcting PAR Data from Photovoltaic Quantum Sensors on Remote Weather Stations on the Great Barrier Reef
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ABSTRACT: The study addresses a network of remote weather stations on the Great Barrier Reef (GBR) that house Licor192 quantum sensors measuring photosynthetically active radiation (PAR) above water. There is evidence of significant degradation in the signal from the sensors after a 2-yr deployment. Main sources of uncertainty in the calibration are outlined, which include degradation of the photodiode, soiling of the sensors by dust and salt spray, cosine responses, and sensitivity to air temperature. Raw PAR data are improved using correction factors based on a cloudless PAR model. Uncertainties in cosine responses of the instrument are low but significant errors may occur if the supporting platform is misaligned and not horizontal. A set of recommendations are provided to improve the quality of the PAR data.

SIGNIFICANCE STATEMENT: A method is described to correct historical PAR data collected on the Great Barrier Reef, such that these valuable observations may be improved and used effectively.
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1. Introduction

Surface irradiance measurements in marine regions are difficult for various reasons including logistics, maintenance, calibration, and costs. Often wave action transports dust, aerosol salts, and algae suspended in the marine environment to the sensing surface of the radiometer, thus creating an aerosol/salt layer that acts to deplete some of the radiation reaching the sensor (Habte and Sengupta 2016; Johnson et al. 2014; Mant and Pillai 2010). This process changes the calibration over time, requiring constant cleaning of radiometers on oceanic platforms, a task that strains resources in isolated locations. Radiometers installed on ships and mooring systems need to be mounted with uninterrupted sky views, therefore mimicking conditions in the nearby open ocean free of artificial obstructions (Brando et al. 2016; WMO 2008). This may not be achievable in many practical applications, and often additional errors occur due to blockage of solar radiation by obstructions or incorrect levelling of the radiometer sensing surface (Menyhart et al. 2015; MacWhorter and Weller 1991).

Data errors produced by these processes may be substantial and they warrant a reexamination of the approaches used in obtaining solar radiation fluxes from fixed oceanic platforms such as towers and buoys. Ideally, measurements of incoming radiation in isolated and difficult environments could be covered by cheaper but more numerous lower-quality instruments with good quality control routines. The approach is justified as a network of radiometers is well suited for sampling spatial and temporal variability in surface irradiance responding to changes in atmospheric constituents—aerosols and clouds (Madhavan et al. 2017; Schenk et al. 2015). However, degradation of these cheaper instruments may be prevalent. Given the logistical difficulties of frequent replacement, it is useful to examine the feasibility of detecting and correcting data for possible errors between calibrations.

The Australian Institute of Marine Sciences (AIMS) has maintained a network of weather stations over the Great Barrier Reef (GBR) (Fig. 1 and Table 1; Bainbridge 2017) since the late 1980s, which also include measurements of photosynthetically active radiation (PAR) using LICOR192 quantum sensors (https://www.licor.com/env/products/light/quantum.html). The instruments are nominally replaced every two years with newly calibrated instruments, but often replacement periods are longer depending on ship logistics and other priorities. Useful high-quality data rely on valid and frequent calibrations, a laborious and often impractical task in oceanic environments. For pyranometers, they involve laboratory or field calibrations where the sensor is compared with a standard instrument or standard lamp [WMO 2008; Forgan 1996; International Organization for Standardization (ISO); ISO 1993]. The calibrated data may be used with confidence provided there has been no signal degradation between calibrations. Often this is not the case and in this study we explore a practical approach to monitor and correct the signal output by referencing the signals to a radiative transfer model. These corrections may be applied to either historical data or in real time depending on the method of acquisition.

The subsequent sections of the manuscript describe various aspects of the need to, and approaches for, correcting PAR observations. The need for corrections is discussed in section 1.
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Section 2 outlines how the Licor quantum sensor functions, standard calibration techniques, and typical instrumental errors. Section 3 discusses the radiative transfer model, its validation with measured data, and how the correction process is applied. Section 4 compares a Licor corrected with our technique against high-quality measured PAR data. Section 5 is a discussion of results, mainly outlining the usefulness and applicability of the technique. Finally, the outstanding points of the study are summarized in section 6.

2. Data acquisition

a. Licor 192 underwater quantum sensor

By definition, spectral solar irradiance at Earth’s surface $E_\lambda$ (W m$^{-2}$ nm$^{-1}$) defines the incoming solar radiant energy crossing a unit horizontal surface per unit of time in a narrow wavelength interval (Iqbal 1983). Quantum irradiance measures PAR in photon units, which may be defined as (see appendix)

$$\text{PAR} \left(\mu \text{mol m}^{-2} \text{s}^{-1}\right) = C \int_{\lambda_1}^{\lambda_2} E_\lambda d\lambda,$$  \hspace{1cm} (1)

where $C$ is a constant given as 0.0008362 and $\lambda$ is wavelength (nm). Silicon sensors are popular to measure solar radiation for their high current output, rapid response time, low dark current, and wide sensitivity to solar wavelengths [see Table 2 and publications by Kerr et al. (1967) and McPherson (1969)]. Quantum sensors such as the LI192 use a silicon photodiode in combination with a glass optical filter ensuring a linearly increasing response between 400 and 700 nm and zero elsewhere. This design mimics the wavelength dependence as seen inside the integral of Eq. (1), therefore minimizing errors with incoming PAR (Licor 1992; McPherson 1969; Fig. 2).

<table>
<thead>
<tr>
<th>Station No.</th>
<th>Station</th>
<th>Location</th>
<th>Start date</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Bramble Cay</td>
<td>9.142°S, 143.876°E</td>
<td>July 2015</td>
</tr>
<tr>
<td>2</td>
<td>Saibai Island</td>
<td>9.388°S, 142.632°E</td>
<td>April 2016</td>
</tr>
<tr>
<td>3</td>
<td>Masig Island</td>
<td>9.760°S, 143.401°E</td>
<td>June 2013</td>
</tr>
<tr>
<td>4</td>
<td>Badu Island</td>
<td>10.157°S, 142.162°E</td>
<td>May 2018</td>
</tr>
<tr>
<td>5</td>
<td>Thursday Island</td>
<td>10.595°S, 142.220°E</td>
<td>January 2012</td>
</tr>
<tr>
<td>6</td>
<td>Lizard Island</td>
<td>14.691°S, 145.466°E</td>
<td>February 2012</td>
</tr>
<tr>
<td>7</td>
<td>Agincourt Reef</td>
<td>15.983°S, 145.822°E</td>
<td>March 1991</td>
</tr>
<tr>
<td>8</td>
<td>Myrmidon Reef</td>
<td>18.274°S, 147.382°E</td>
<td>November 1987</td>
</tr>
<tr>
<td>9</td>
<td>Davies Reef</td>
<td>18.832°S, 147.634°E</td>
<td>October 1991</td>
</tr>
<tr>
<td>10</td>
<td>Cleveland Bay</td>
<td>19.139°S, 146.899°E</td>
<td>December 1999</td>
</tr>
<tr>
<td>11</td>
<td>Hardy Reef</td>
<td>19.186°S, 149.183°E</td>
<td>June 1989</td>
</tr>
<tr>
<td>12</td>
<td>Cape Bowling Green</td>
<td>19.305°S, 147.393°E</td>
<td>July 1987</td>
</tr>
<tr>
<td>14</td>
<td>Square Rocks</td>
<td>23.099°S, 150.886°E</td>
<td>July 2000</td>
</tr>
<tr>
<td>15</td>
<td>Heron Island</td>
<td>23.440°S, 151.980°E</td>
<td>September 2012</td>
</tr>
</tbody>
</table>

FIG. 1. Map of northern Australia showing the locations of the weather stations recording PAR. Each number in the map represents a specific weather station as shown in Table 1.
Several design features improve the signal quality. An acrylic diffuser channels the light into a vertical shaft containing the sensor/filter combination. The diffusing head slightly protrudes, absorbing solar radiation from the sides and countering reflection losses from the top at high solar zenith angle. A raised circular lip at the edge minimizes absorption at very large zenith angles by blocking some of the light (Kerr et al. 1967; Licor 1992). King and Myers (1997) and Michalsky et al. (1995) estimated cosine errors for a range of Licor sensors including the LI192. The authors show that errors associated are small and less than 5% in the solar zenith angle range from 0° to 75°.

In this study we determine cosine errors for four instruments using laboratory facilities at In-situ Marine Optics, Perth, Western Australia. The instruments are placed in a rotating stand and exposed to a laser source operating at 532 nm. The angle of incidence for the expanded light beam changes as the rotating stand changes position. A range of signals are obtained covering incidence angles from −90° to +90°. Normalizing the instrument response to “1” at 0° incidence angle, the cosine error (CE) may be defined as in Eq. (2):

$$CE(\theta) = \frac{\text{Signal}(\theta)}{\cos(\theta)}.$$  

Figure 3 shows CE as a function of incidence angle for four different sensors. In general, absolute errors are under 5% in the zenith angle range of −70° to +70°, but rapidly increase past 80°. The CE pattern is slightly nonsymmetrical around 0°, a feature that also appears in Michalsky et al. (1995) for the Licor quantum sensor (their Fig. 4c).

Table 2 summarizes various features of the LI192 as reported by the manufacturer and from the literature including this work (Licor 1992; King et al. 1998; King and Myers 1997; Michalsky et al. 1995, 1991; Ross and Sulev 2000). Being a solid-state device, the response time is rapid (<1 μs) and it can monitor high frequency variability in PAR induced by cloud cover. The zero offset is small at less than 1 μmol m⁻² s⁻¹, which contrasts with thermopile pyranometers where emission from glass domes can be a substantial source of offset error (Ji 2007; Dutton et al. 2001). Cosine errors and related azimuthal errors (Fig. 3) have a maximum of around 5% for angles of incidence less than 70°.

The sensor signal is strongly linear with PAR, a feature that will be used in this study. Ross and Sulev (2000) show that errors caused by spectral changes in solar irradiance during the day will produce errors of less than 1% in estimates of PAR from the Licor quantum sensor. Additionally, cloud effects will not affect the linearity of the signals as cloud.

### Table 2. ISO criteria for pyranometer classification (ISO document 9060).

<table>
<thead>
<tr>
<th>Feature</th>
<th>First class</th>
<th>Second class</th>
<th>Licor quantum sensor</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time for 95% response</td>
<td>&lt;10 s</td>
<td>&lt;30 s</td>
<td>&lt;1 μs</td>
</tr>
<tr>
<td>Zero offset due to both radiation and temperature</td>
<td>±21 W m⁻²</td>
<td>±41 W m⁻²</td>
<td>&lt;1 μmol m⁻² s⁻¹</td>
</tr>
<tr>
<td>Percentage change in responsivity per year</td>
<td>±1.5%</td>
<td>±3.0%</td>
<td>On occasions &gt;10%</td>
</tr>
<tr>
<td>Nonlinearity percentage change in responsivity from 500 to 1000 W m⁻²</td>
<td>±1.5%</td>
<td>±3.0%</td>
<td>&lt;±1% up to 10² μmol m⁻² s⁻¹</td>
</tr>
<tr>
<td>Errors introduced by spectral instrument response</td>
<td>±1.5%</td>
<td>±5.0%</td>
<td>&lt;1% (Ross and Sulev 2000)</td>
</tr>
<tr>
<td>Temperature response (−10° to 40°C)</td>
<td>±2.0%</td>
<td>±4.0%</td>
<td>±3% from std temperature of calibration</td>
</tr>
<tr>
<td>Cosine error from horizontal</td>
<td>±2.0%</td>
<td>±5.0%</td>
<td>&lt;5% at incidence angles less than 70°</td>
</tr>
</tbody>
</table>

![Figure 2. Spectral response of Licor serial number (SN) 7152 quantum sensor obtained from laboratory calibration. Data have been normalized to a maximum value of 1. A Lambda Scientific LEO1-94 monochromator has been used in combination with a tungsten-bromine lamp and a reference photodiode (Thorlabs FDS100). Data have been provided by In-situ Marine Optics Pty. Ltd.](image)
transmission is slowly varying over wavelength, varying by a few percent over the PAR wavelengths (Serrano et al. 2015; Stephens 1994; Kylling et al. 1997).

Changes in responsivity due to temperature and yearly degradation are substantial. According to the manufacturer (Licor 1992), a maximum uncertainty of $\pm 0.15^\circ$C per degree is expected at temperatures different from the calibration temperature of 25°C. Raich et al. (2007), King et al. (1998), and Michalsky et al. (1991) have developed correction factors that may be applied to Licor silicon pyranometers based on instrumental temperatures. Licor quantum sensors do not record temperatures as a standard product and seasonal changes in responsivity could occur. This potential source of uncertainty needs correction factors, which are able to address responsivity changes occurring at short time scales perhaps responding to instrumental temperatures or other processes.

Sensor drift changes are given as less than $\pm 2\%$ yr$^{-1}$ (Licor 1992) under normal conditions and with proper maintenance and cleaning of the sensors. These conditions are often not met in oceanic environments where sensors are unattended and exposed to the elements for long periods. On occasions, a signal change as high as 10% yr$^{-1}$ has been found in our study, a result of not only instrument signal degradation but of other factors as well related to the stability of the platform, fouling of the sensing surface or even incorrect programming of the datalogger. These issues will be discussed in the next sections.

b. Deployment and calibration

AIMS maintains a network of automated near-real-time weather stations along the GBR and into Torres Strait with 15 of these having above water PAR sensors (Table 1). These stations deploy a LI-COR LI-192 Underwater Quantum Sensor using factory-supplied “in-air” calibrations. The instruments are positioned on fixed and rigid platforms either on a 6-m-high reef-mounted pole or a larger 10-m tower, on tourist pontoons or other available infrastructure. Ideally sensors installed in marine platforms should be at 10-m height above mean sea level, which correspond to WMO recommendations for wind sensors (WMO 2008). However, in most cases due to practical considerations the instruments are fixed at lower elevations but not lower than 6 m from mean sea level. This elevation provides some protection from sea spray and other aerosols. Care has been taken to ensure a minimum of obstructions in the sensor field of view and a levelling sensing surface as per WMO guidelines (WMO 2008). The sensors are levelled using custom made mounts, but on moored platforms, such as tourist
pontoons, it is not possible to ensure the sensors are always perfectly horizontal.

The sensors are interfaced to a Campbell Scientific CR1000 logger with a logging rate of 1 Hz and an integration time of 10 min. There is direct two-way communication back to AIMS with integrated data being retrieved every 10 min, thus providing near real time measurements of reef-based PAR. The data are available via the AIMS Weather Station website (www.aims.gov.au/docs/data/data.html). Instruments are nominally replaced every 2 years corresponding to factory recommendation (Licor 1992). Often replacement periods are longer due to practical considerations involving priorities in ship time, time of year, and disruption by extreme weather events such as tropical cyclones. The replaced instruments are then sent to the Licor for recalibration.

c. Some evidence of signal degradation in the PAR instruments

Cloudless days were selected so as to examine the instrument performance in more simple conditions. Selection was based on satellite data (www.worldview.earthdata.nasa.gov) and the smoothness of the graphical trace on clear days as described in more detail in section 3c(1). In some instances, there are significant deficiencies in both the diurnal pattern of PAR as well as the daily seasonal trends. Under cloudless conditions and with high aerosol load with low diurnal changes in the GBR region (Masiri et al. 2007; Nunez 1993), it is expected that surface PAR will be symmetrical about solar noon. On occasions this condition is not met as shown in Fig. 4a.

Measured PAR in the morning is noticeably larger than afternoon PAR for Myrmidon Reef during 2019/20 with instrument UWQ99276. This anomaly persisted for all five cloudless days in the dataset, discounting isolated events related perhaps to an aerosol increase in the afternoon. This hysteresis may be explained as either a cosine response that depends on azimuth sun orientation, incorrect leveling upon deployment, or a combination of both effects. All four cosine response curves in Fig. 3 show an azimuth dependence in the cosine response, but differences are not large, less than 5% at zenith angles below 70°. By contrast at 70°, differences in the morning/afternoon PAR are just under 19%, suggesting that levelling errors upon deployment could be partly to blame. For the entire day differences average to 14.9%. Figure 4b shows a graph similar to Fig. 4a, but for Cleveland Bay. The morning/afternoon PAR are very symmetrical with differences under 2% and averaging to 0.6%.

The lack of consistency in the diurnal pattern for cloudless days is to be expected given the different platforms used and the exposed, unattended nature of these sites. Individual deployment on poles might produce errors in the data if the poles depart from a vertical position. By contrast a large structure anchored to a reef will provide a more stable platform, minimizing levelling errors. Additional errors might arise from soiling of the sensor surface as shown for two sensors, a new one and one exposed to the environment for two years (Fig. 5). For pyranometers, various degrees of sensor soiling reduce the output energy by 0.2%–27% (Habte and Sengupta 2016; Feuermann and Zemel 1993), and deviations from ideal cosine responses can typically decrease or increase by up to 8%–10% depending on the radiation angle of incidence (Michalsky et al. 1991; King and Myers 1997; Patil et al. 2013).

Surface soiling and drift in the instrument electronics will affect not just the diurnal signal but the daily total as well. Licor (1992) lists the calibration to be stable to within ±2% yr−1. However, the accuracy of measured solar radiation is linked to the normal environmental conditions that the instrument is exposed to (ISO 2018), and in the case of the L1192 some form of regular maintenance is assumed. Long-term degradation may be observed in Fig. 6, which shows daily PAR for instrument UWQ8392 deployed at Masig Island (9.760°S, 143.401°E). The instrument underwent a minimum of maintenance and no recalibration since its deployment in July 2013. Monthly average PAR shows yearly seasonality with maxima in the summer months superimposed on a yearly downward trend. A regression of the data gives a yearly decay of 2.73 mol m−2 day−1, which corresponds to 10.1% of the long-term daily average.

The issue of bird disturbance could potentially affect the signal degradation, although this is unlikely. All marine PAR stations were fitted with bird deterrents for PAR sensors. Our experience is that they have had limited success as birds tend to break the rods. It is straightforward to note if a bird were perched on the sensor as the signal would jump to zero or close to it. It is not frequent and can be easily detected in the records. Field checks on the sensors during replacement and during normal operations reveal no bird deposition on the sensors.

3. Correcting raw PAR data

a. Correction equations

The approach consists of using a validated PAR model for cloudless conditions as a reference to correct for both diurnal and long-term daily trends. For any solar zenith angle z, a corrected PAR (PARcorr) may be written as the product of two correction terms: c1, which depends on days after deployment (d), and a second correction c2, which is independent of deployment date but only depends on zenith angle (z):

\[
PAR_{\text{corr}}(d, z) = PAR_{\text{raw}} \times c_1(d) \times c_2(z),
\]

(3a)

\[
c_1(d) = \frac{\left(\frac{PAR_{\text{mod}}}{\text{noon}}\right)_{\text{noon}}}{\left(\frac{PAR_{\text{raw}}}{\text{noon}}\right)_{\text{noon}}},
\]

(3b)

These two corrections are developed on cloudless days and applied to all 10-min data as in Eq. (3a). It is expected that close to deployment dates c1 ≈ 1.0 and will increase/decrease as the measurement period (d) progresses. Estimating c1 at solar noon is convenient as z is minimum and cosine error effects are also minimized (Fig. 3). The final expression for c1 will involve some linear or nonlinear function of d, which is fitted to the data, and which will be applicable for all days of the measurement period.
Correction for zenith angle (c2) is assumed constant for the measurement period but changes throughout the cloudless day with $z$. This diurnal correction is performed once the raw signals are corrected for long-term changes as per c1. In this part of the analysis we use a radiative transfer model to examine the sensitivity of the PAR signal to cosine responses shown in Fig. 3. Finally, the sensitivity to changes in the deviation of the platform from the horizontal is also examined.

Fig. 4. Cloudless PAR for morning and afternoon vs solar zenith angle in years 2019/20 for (a) Myrmidon Reef and (b) Cleveland Bay. Also shown are the percentage differences between the two datasets when averaged over 5° intervals: $100 \times \frac{\text{PAR}_{\text{morn}} - \text{PAR}_{\text{aft}}}{\text{PAR}_{\text{morn}}}$. 
The underlying assumptions behind the approach relate to the applicability of these two corrections, obtained in cloudless conditions to the general case of all-sky conditions. The instrument linearity (Table 2) supports this assumption so that any solar noon corrections will translate linearly to any time of the day and to cloudy days as well. Any change in noontime correction relates well to the change in the slope of the factory calibration as there is no significant change in the intercept and no intercept correction is done (J. Li 2021, personal communication). The second correction $c_2(z)$ has also been derived for cloudless conditions and is influenced by the cosine response of the instrument (Fig. 3), the ratio of direct to diffuse irradiance and the platform tilt. In the absence of diffuse irradiance data, $c_2(z)$ must be regarded as a coarse approximation, which is able to account for cosine responses in cloudless conditions, although less effective for cloudy cases.

The Libradtran 1.7 radiative transfer model

The approach assumes a model that can replicate cloudless conditions approximating the instrument calibration accuracy of $\pm 5\%$. Correction relationships for photovoltaic pyranometers have been developed by various authors (Raich et al. 2007; King et al. 1998; King and Myers 1997). They involve spectral estimates of cloudless irradiance using radiative transfer models or polynomial functions. A variety of radiative transfer models have been used to represent solar radiation in photovoltaic research. They range from empirical or semiempirical (Clack 2017; Mondol et al. 2008; De Soto et al. 2006; Myers 2005; Bird 1984) to radiative transfer models (Razagui et al. 2020; Utrillas et al. 1998; Gueymard 2008, 1995). In this study the Libradtran radiative transfer package (Mayer and KYlling 2005) is used due to its wide acceptance and use, its versatility, and its ease of operation. Details follow below.

The UVSPEC module in the Libradtran 1.7 suite of programs has been used to model surface PAR for cloudless skies (Mayer et al. 2020; Mayer and KYlling 2005). UVSPEC is a one-dimensional multilayered plane parallel radiative transfer program using a discrete ordinate method, a six-stream option and correlated-k LOWTRAN absorption. Input data consist of a tropical atmosphere with background stratospheric aerosol conditions (Shettle 1989), a constant broadband surface albedo of 5% typical of an ocean surface (Jin et al. 2004; Payne 1972), and varying precipitable water vapor and tropospheric aerosols. Model outputs were restricted to wavelengths between 400 and 700 nm, therefore covering the PAR region.

Model sensitivity to precipitable water vapor and aerosol optical depth for the study region was next examined. Monthly precipitable water vapor (pwv) and aerosol optical depth (AOD) at 555 nm were selected from the MODIS Aqua instrument gridded product (MYD08_M3.006 obtained at https://giovanni.gsfc.nasa.gov). Monthly data, available as 18318 averages, were recorded for each of the 15 weather stations in Table 1. A total of 180 values of pwv and AOD were obtained for the year 2020 (15 stations $\times$ 12 months). For each dataset, the 1st and 99th percentiles and the mean values were chosen and used as input into the model (Table 3).

Fig. 5. Two contrasting Licor 192 underwater quantum sensors. The left instrument is new and has never been exposed. The right one has been measuring PAR for 2 years on a platform in the GBR. The entire surface of the exposed instrument is encrusted with salt particles and dirt, which changes the albedo of the acrylic diffuser.

Fig. 6. Trend in daily measured PAR for Masig Island. A linear regression through the data gives a sensitivity loss of 10.1% yr$^{-1}$.
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FIG. 5. Two contrasting Licor 192 underwater quantum sensors. The left instrument is new and has never been exposed. The right one has been measuring PAR for 2 years on a platform in the GBR. The entire surface of the exposed instrument is encrusted with salt particles and dirt, which changes the albedo of the acrylic diffuser.
There is very little sensitivity to water vapor as expected as the PAR region does not cover the infrared water vapor bands (Iqbal 1983). Absolute differences are less than 0.5% in model output when pwv averages are used versus the two extremes. This feature appears at both $z = 0^\circ$ and $z = 60^\circ$. Higher sensitivities are obtained for AOD when averages are compared against the two extremes. Absolute values are under 2% at $z = 0^\circ$ and under 5% at $z = 60^\circ$. In the absence of detailed data at each site, “rural” values of pwv = 3.35 cm and AOD = 0.159 have been used for all model runs. A constant factor of 4.57 (W m$^{-2}$)$^{-1}$ has been used to convert from watts per square meter to quantum irradiance in the photosynthetically active region (appendix). The conversion factor was estimated for a range of $z$, $\tau_{atm}$, and pwv, with resultant differences in the conversion factor of at most $\pm 0.2\%$ from the above value. A least squares polynomial approximation to the model PAR using solar zenith angles gave the following:

$$PAR_{mod} = -7.1165 + 768.8941cz + 4023.1678cz^2$$
$$- 4180.1969cz^3 + 1575.0067cz^4;$$
$$R^2 = 0.999; \text{ r.m.s. error } = 3.2 \mu\text{mol m}^{-2} \text{s}^{-1}; n = 21,$$

(4)

where “cz” is cosine of the zenith angle and $PAR_{mod}$ are in units of $\mu\text{mol m}^{-2} \text{s}^{-1}$. Equation (4) assumes a mean sun–Earth distance of 1. A correction factor is used for days with sun–Earth distances greater or less than 1 (Iqbal 1983).

The model relationship described in Eq. (4) was evaluated using two high-quality experimental data in the region. The first consisted of 1-min averages from a Kipp and Zonen CM-11 Moll–Gorzynski pyranometer measuring broadband solar irradiance at Townsville Airport (19.248°S, 146.766°E). This high-quality secondary standard instrument (ISO 2018), forms part of the Australian Bureau of Meteorology network and is subject to data reduction and maintenance protocols following the Global Climate Observing System and Baseline Surface Radiation Network (GCOS/BSRN). Calibrations performed at 6-monthly intervals following the alternate method (Forgan 1996) are within than the recommended uncertainty of 3%.

Images for 2017 were scanned for cloudless days using a once-daily satellite view from EOSDIS worldview (https://worldview.earthdata.nasa.gov). Data from the selected days were graphically displayed as line traces and checked for smoothness and regularity. This procedure permitted the selection of 12 days covering 9 months that were cloudless, therefore ensuring a range of climate conditions in the dataset. As no measured PAR data were available at Townsville, the Libradtran model was developed to convert measured broadband solar radiation ($E_{BB}$ in W m$^{-2}$) to PAR (in $\mu$mol m$^{-2}$ s$^{-1}$). A constant factor of 4.57 transforms the data from energy units to quantum units as discussed above. The transformation equation included both solar zenith angle and pwv obtained as monthly averages, this last variable being necessary given the strong water vapor absorption in the near-infrared bands (Iqbal 1983). The parameterization used similar aerosol conditions as in the estimate of PAR along with solar zenith angle ($0^\circ$–85°) and pwv of 1, 10, 20, 30, 40, and 50 cm. Parameterization for $PAR_{mod}$ ($\mu$mol m$^{-2}$ s$^{-1}$) is shown in Eq. (5):

$$PAR_{mod} = -23.0055 + 0.4649E_{BB} + 10.1637pwv$$
$$- 0.8229pwv^2;$$

$$R^2 = 0.995; \text{ r.m.s. error } = 3.3 \mu\text{mol m}^{-2} \text{s}^{-1}; n = 90.$$

(5)

Comparisons between measured and modeled 1-min PAR at Townsville Airport are shown in Fig. 7a. The two datasets are highly correlated with a coefficient of variance greater than 0.998 and an RMS (measured minus model) of 49 $\mu$mol m$^{-2}$ s$^{-1}$, or 3.9% of the measured average. Figure 7b shows how the ratio $PAR_{mod}/PAR_{meas}$ varies with solar zenith angle. These have been obtained by averaging over 5° zenith angle intervals. The ratio is expected to be 1 for a perfect agreement between model and instrument. Part of the error will be introduced by the cosine response of the instrument. Ratios are less than 1, but above 0.95 until around 70° zenith angle.

A second comparison has been done against a Satlantic Hypercor spectral radiometer operating at Lucinda Jetty Coastal Observatory (LJCO: 18.522°S, 146.386°E). The instrument, maintained and operated by CSIRO (www.clim.csiro.au/html/ljco.html and www.seabird.com/hyperspectral-radiometers) consists of a holographic brazed diffraction grating that spreads the incident light into a linear diode array. The signal at each diode is integrated as a function of time, therefore establishing the signal strength. Spectral irradiance calibration is provided by the
factory based on a tungsten-halogen 1000-W lamp that has a calibration traceable to the U.S. National Institute of Standards (NIST) and further validated with in situ laboratory calibrations using Integrated Marine Observing System (IMOS) facilities (Hill et al. 2010). Spectral data are provided at 5-min integration intervals at a spectral resolution of 10 nm.

Fourteen cloudless days were selected for Lucinda Jetty using the same method as in the Townsville comparison. The period extended from August 2015 to June 2016 to match the Lucinda radiometer data stored in the Australian Ocean Data Network (AODN; https://portal.aodn.org.au/). Spectral data were integrated at 5-min intervals in the range 400–700 nm to arrive at irradiance units and changed to quantum units following the above conversion factor. Figure 8a shows the scatterplot of measured versus modeled PAR using Eq. (4).

Agreement is good with a correlation of 0.998 and an RMS difference of 35.7 μmol m$^{-2}$ s$^{-1}$, or 2.8% uncertainty of the mean value. Ratios of average model to average measured PAR grouped in 5° bins are shown in Fig. 8b. The ratios are close to 1 with a scatter of ±0.02 from 0° to 60°, which is in agreement with the cosine errors from the manufacturer. The error increases in the interval 60°–82° but is still under the cosine error of 10% listed by the manufacturer in this interval (www.seabird.com/hyperspectral-radiometers).

c. Applying the technique for continuous PAR data

Having developed a cloudless-sky PAR model, a series of steps need to be applied to manage the raw PAR and perform the correction as described in Eq. (3). These are shown in Fig. 9. First, a zenith angle corresponding to the midpoint of a
10-min period is estimated. Knowing the zenith angle, a corresponding cloudless PAR is estimated. The next step involves estimating cloudless days. Noontime ratios \( c_1(d) \) (model/measured) are extracted for cloudless days and applied to all data using an interpolation scheme. The zenith angle correction \( c_2(z) \) is then obtained for cloudless days once the noontime corrections are available. The final corrected value \( \text{PAR}_{\text{corr}} \) is given as the product \( c_1(d) \times c_2(z) \times \text{PAR}_{\text{raw}} \), which is shown in Fig. 9.

The next sections describe each of these steps in more detail using data collected at Cape Bowling Green (19.305°S, 147.393°E).

### 1) EXTRACTING CLOUDLESS DAYS

Separating cloudless from cloudy episodes is labor-intensive. Recent approaches deal with extracting cloudless periods from a time series of global, direct and diffuse irradiance from well-calibrated broadband instruments (Perez et al. 1987; Long and Ackerman 2000; Reno and Hansen 2016; Gueymard et al. 2019). Most of the techniques partition the global irradiance into direct and/or diffuse irradiance to develop clearness indices according to various criteria. Our requirements are not similar as our data are not calibrated, and in addition, there is no diffuse irradiance measured. However, Reno and Hansen (2016) applied a series of criteria based on similarity between measured and cloudless modeled irradiance to extract cloudless conditions. The technique was robust and compared well with other methods. We have adopted a modified form of this approach as shown below.

For every day of record a cloudless irradiance is produced and compared with measured PAR at 10-min averaging intervals (Fig. 10). Modeled cloudless irradiance (\( \text{PAR}_{\text{mod}} \)) is multiplied by a constant factor \( (F) \) of 2.0 and then lowered in steps of 0.1 (2.0, 1.9, ..., 1.0, ..., 0.2). Measured and modeled irradiance are compared at every step using a normalized standard deviation as shown in Eq. (6):

$$\text{DIFF}_F = 10^\left(\sqrt{\frac{\sum_{i=1}^{N} (\text{PAR}_{\text{mod}} - F \times \text{PAR}_{\text{meas}})^2}{N}}\right) \times 100,$$  \hspace{1cm} (6)
where $\text{PAR}_{\text{meas}}$ and $\text{PAR}_{\text{modi}}$ are measured and modeled 10-min irradiances ($i$) and $\text{DIFF}_i$ is an index of deviation applied over the entire day ($i = N$) and expressed in percentages. Cloudless days will have a low $\text{DIFF}_i$ value approaching 10% or lower for a particular value of $F$. No value of $F$ will provide a low $\text{DIFF}_i$ in cloudy days by virtue of the variability in $\text{PAR}$. Additionally, a value of $F$ expresses the constant factor by which the raw $\text{PAR}$ has decreased or increased throughout the day.

Figure 11 (right axis) shows the factor $F$ for the deployment period of instrument UWQ99287 at Cape Bowling Green. It was deployed on 19 November 2015 and picked up on 6 November 2017. A threshold of 5% or less was used for $\text{DIFF}_i$ to detect cloudy days, giving 95 cloudless days for the 2-yr period. These were then checked by examining the visual trace for smoothness. Cloudless conditions are detected immediately upon deployment, on day 0, with an $F$ factor of 0.9. This $F$ factor remained constant until day 127 when it went to 0.8 and going down again to 0.7 on day 327. The lowering of $F$ relates to a decreasing instrument sensitivity when recording cloudless days.

![Flow diagram](image_url)

**Fig. 9.** Flow diagram describing details of the correction procedure.

![Graph](image_url)

**Fig. 10.** Cloudless-day detection. Model irradiance (heavy line) is diminished by a constant factor in steps of 0.1. At each step the standard deviation between measured and modeled values are estimated for all 10-min data. A cloudless day will be accepted if it is below a certain standard deviation threshold. In the above example, a cloudless day meets the criterion when multiplying all modeled data by 0.6.
2) ESTIMATING NOONTIME CORRECTION RATIOS

For each cloudless day a noontime correction ratio $c_1(d)$ is applied, Eq. (3b), and these are plotted on the left $Y$ axis of Fig. 11. They trace a smooth nonlinear curve that increases in time as the instrument decreases in sensitivity. A cubic polynomial fit to the data gives

\[
c_1(d) = 1.356 \times 10^{-9} d^3 - 2.010 \times 10^{-6} d^2 + 1.154 \times 10^{-3} d + 1.083; \\
R^2 = 0.902, \text{ RMS } (X_i - Y_i) = 0.027,
\]

where $d$ is day after deployment. The above expression is applied to all days of the deployment period, is taken as constant during the day, and is used to correct for all 10-min irradiance $\text{PAR}_{\text{raw}}$ as in Eq. (3a).

3) ESTIMATING ZENITH ANGLE CORRECTION RATIOS

Applying $c_1$ to all 10-min data will account for seasonal degradation, but diurnal discrepancies caused by cosine errors could still appear in the data. To account for this effect a second correction $c_2(z)$ is applied, which is the instantaneous ratio of model PAR ($\text{PAR}_{\text{mod}}$) to the measured ($\text{PAR}_{\text{raw}}$) corrected for seasonal degradation ($c_1 \times \text{PAR}_{\text{raw}}$) as shown in Eq. (3a). In ideal conditions $c_2(z)$ will equal 1 with perfect cosine response and no tilt in the platform. We examine this effect in two stages: first, by using a modeled virtual instrument that uses the cosine responses of the four Licor sensors listed in Fig. 3; and second, by examining errors introduced by tilting of the instrument platform.

Cosine responses shown in Fig. 3 were modified for the analysis. Each response estimated over incidence angles $90^\circ$ to $-90^\circ$ were changed to two responses, covering $0^\circ$ to $+90^\circ$ and assumed to be representative of two different instruments. This step is suitable for the analysis, which is concerned with typical errors introduced by the cosine responses. As a result, a total of eight cosine responses were available for the virtual instrument.

The Libradd tran model was executed with the same input conditions as already described in section 2b. Direct and diffuse PAR irradiance was estimated at 5° zenith angle intervals from $0^\circ$ to $85^\circ$. This dataset was used with a virtual instrument using the eight different cosine responses. As a first step diffuse irradiance from Libraddtran is compared with the virtual instrument using a specific cosine response. An approximate ratio ($C_d$) between the two diffuse irradiances may be obtained by assuming isotropic radiance ($R$) from the sky:

\[
C_d = \frac{2\pi R \int_{\theta=0}^{\theta=90} \sin \theta \cos \theta \sin \theta d\theta}{\int_{\theta=0}^{\theta=90} \sin \theta f(\theta) d\theta},
\]

where the left-hand side of Eq. (8) is a cloudless-sky model diffuse irradiance ($E_{\text{DIFFM}}$) and the right-hand side represents the equivalent instrument measurement with its own cosine response.

![Fig. 11. Plot of $c_1(d)$ vs day after deployment $d$ (left $y$ axis). Plot of daily correction factor $F$ vs day after deployment $d$ (right $y$ axis). Instrument UWQ99287 was deployed on 19 Nov 2015 and picked up on 6 Nov 2017.](image-url)
Table 4. Comparison of global PAR irradiance using a virtual instrument with Libradtran 2.0.4 estimates. Each row corresponds to a different cosine response curve covering a solar zenith angle range from 0° to 85° in steps of 5°. RMS represents the RMS difference between the model with and without a specific cosine response. The last column represents the uncertainty (%) when normalized by the mean global radiation $E_{GLM} (=294.5 \text{ W m}^{-2})$.

<table>
<thead>
<tr>
<th>Instrument</th>
<th>Cosine response range</th>
<th>RMS difference (W m$^{-2}$)</th>
<th>$100 \times \text{RMS}/E_{GLM}$ (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>7157</td>
<td>0 to +90</td>
<td>2.10</td>
<td>0.71</td>
</tr>
<tr>
<td>7157</td>
<td>0 to -90</td>
<td>6.09</td>
<td>2.07</td>
</tr>
<tr>
<td>7830</td>
<td>0 to +90</td>
<td>4.37</td>
<td>1.49</td>
</tr>
<tr>
<td>7830</td>
<td>0 to -90</td>
<td>2.16</td>
<td>0.73</td>
</tr>
<tr>
<td>8957</td>
<td>0 to +90</td>
<td>2.60</td>
<td>0.88</td>
</tr>
<tr>
<td>8957</td>
<td>0 to -90</td>
<td>4.38</td>
<td>1.49</td>
</tr>
<tr>
<td>10045</td>
<td>0 to +90</td>
<td>6.59</td>
<td>2.23</td>
</tr>
<tr>
<td>10045</td>
<td>0 to -90</td>
<td>3.35</td>
<td>1.13</td>
</tr>
<tr>
<td>Average</td>
<td></td>
<td>3.95</td>
<td>1.3</td>
</tr>
</tbody>
</table>

and eight different instrument cosine responses are presented in Table 4. Differences are small, covering a range between 2.10 and 6.59 W m$^{-2}$. These translate to percentage differences between 0.71% and 2.23% of the mean model irradiance of 294.5 W m$^{-2}$. Figure 12 shows average differences between global irradiance from the model and eight estimates from the virtual instruments as a function of solar zenith angle. Averages are estimated over absolute values and they show that differences are under 5% up to a zenith angle of 80°. Based on these results, it is unlikely that instrument cosine responses is an important factor in increasing the overall instrument uncertainty.

The platform stability, however, could present more serious problems. Instruments based on poles or similar platforms are not mounted on gimbals and these could shift over time due to wave action, strong currents, or soil movement. At present there is no method to assess how horizontal the sensor surface was when examining historical data. However, a sensitivity test may be performed to assess the likely errors associated with tilting of the platform. As in the previous section the Libradtran model was used to estimate direct and diffuse PAR irradiance.

Data for 21 December were chosen as they correspond to the Southern Hemisphere summer solstice with high irradiance levels. Coordinates for Myrmidon Reef were used along with a range of cloud conditions and two tilt angles, 5° and 15°. Table 5 gives details of the model inputs.

A sensing surface was designed with a tilt angle $\theta$ to the vertical and at some azimuth angle $\omega$ to the local south (Fig. 13). The global PAR irradiance received by the tilted plane may be written as (Iqbal 1983)

$$E_{GL} = E_{DIR} \times \cos(\theta_{INC}) + E_{DIFF} \times (1 - \text{GVF}) + E_{GLM} \times 0.05 \times \text{GVF}.$$ (10)
The first term on the right of Eq. (10) describes the direct beam irradiance incident on the tilted plane with incidence angle \( \theta_{\text{INC}} \). Diffuse irradiance received from the sensing surface will depend on the ground view factor GVF, which is the fraction of the irradiance on the sensor from the water surface assuming equal and isotropic irradiance from the sky and water (Iqbal 1983). It may be written as

\[
\text{GVF} = \frac{1}{2} [1 - \cos(\alpha)].
\]  

(11)

Using this relationship, the second term on the right describes the diffuse irradiance on the sensor from the sky, while the last term is the irradiance from the sky after reflection by the water surface. All terms in Eq. (10) may be readily obtained with the exception of \( \theta_{\text{INC}} \), which may be estimated in terms of the direction cosines of the direct beam and the normal \( N \) to the tilted surface in Fig. 13 (Arfken et al. 2005).

Equation (10) was used to estimate \( E_{\text{GLI}} \) for all conditions described in Table 5. Percentage difference between horizontal irradiance \( [E_{\text{GLM}} = E_{\text{DIRM}} \times \cos(\alpha) + E_{\text{DIFF}}] \) and sensor irradiance \( (E_{\text{GLI}}) \) was estimated at each 15-min time step. Figure 14 presents results for two different tilt angles. Several features are noticeable in the two diagrams. Positive differences appear in the morning while negative differences are prominent in the afternoon, a result of the northeasterly aspect of the surface resulting in low \( \theta_{\text{INC}} \). Percentage differences in both figures are minimized by cloud cover. For example, a cloud cover of 3/10 will reduce differences by 20%–25% while 7/10 coverage will bring differences down by approximately 50%. Differences go down markedly with lower tilt angle. At 1500 EST they are \(-11.7\%\) for clear skies and 15° tilt (Fig. 14a) but are much lower at \(-4.4\%\) for a tilt angle of 5° (Fig. 14b).

Estimating uncertainties due to sensor inclination is difficult as there is an added dependence on cloud cover. However, positive differences appear to be at or below 5% but negative differences are much higher in absolute magnitude when \( \theta_{\text{INC}} \) is large, which produce low direct irradiances. These results argue for the need to keep the sensing surface as horizontal as possible and if achievable, under 10° tilt angle.

Given the satisfactory performance of the cosine response, the second correction \( c2(z) \) was taken as 1.0 indicating no change in the raw signal due to diurnal changes in solar zenith angle \( za \). The assumption is made that changes in platform inclination are small, and in most cases will introduce irradiance differences of under 5%. As a result, Eq. (3b) may be written as

\[
\text{PAR}_{\text{corr}}(d, za) = \text{PAR}_{\text{raw}}(d, za) \times c1(d). \tag{12}
\]

4) UNCERTAINTY ANALYSIS

It is possible to provide an estimate of the total uncertainty in \( \text{PAR}_{\text{corr}}(d, za) \) of Eq. (12). The noontime ratio \( c1(d) \) has an uncertainty related to a least squares fit of the seasonal trend. Similarly, \( \text{PAR}_{\text{raw}} \) is an approximation as there are uncertainties associated with responses of the instrument due to instrumental cosine errors or changes in the platform inclination. For purposes of the uncertainty analysis, it is convenient to define \( \text{PAR}_{\text{corr}} \) as being dependent on two parameters:

\[
\text{PAR}_{\text{corr}} = [\text{PAR}_{\text{raw}} \pm 4\%] \times c1(d), \tag{13}
\]

FIG. 13. Geometry for solar radiation incident on an inclined plane. Direct radiation from the sun subtends a zenith angle \( za \) with respect to the local vertical \( V \) and an azimuth angle \( az \) with a reference line, typically north. The tilted plane is characterized by a tilt angle \( \alpha \) and azimuth angle \( \omega \) with respect to south. Direct irradiance on the tilted plane is determined by \( \theta_{\text{INC}} \), the angle between the direct beam and \( N \).
where the uncertainty in $\text{PAR}_{\text{raw}}$ arises from inherent instrument errors such as cosine responses, temperature responses, or platform misalignments. In the previous section we showed that cosine response uncertainties were small, averaging less than 2% but errors due to platform alignments were larger. In the absence of detailed platform data, we have chosen the uncertainty in $\text{PAR}_{\text{raw}}$ as 4%, a daily average for a platform having a tilt of $5^\circ$ and facing NE. Using propagation of error analysis (Young 1962), we can derive an uncertainty in $\text{PAR}_{\text{corr}}$:

$$
\delta\text{PAR}_{\text{corr}} = \frac{\delta\text{PAR}_{\text{corr}}}{\delta c_1} \delta c_1 + \frac{\delta\text{PAR}_{\text{corr}}}{\delta\text{PAR}_{\text{raw}}} \delta\text{PAR}_{\text{raw}} = \text{PAR}_{\text{raw}} \delta c_1 + c_1 \delta\text{PAR}_{\text{raw}},
$$

and $\delta\text{PAR}_{\text{raw}}$ is simply 0.04$\delta\text{PAR}_{\text{raw}}$. However, $\delta c_1$ will depend on the characteristics of the trend as will be discussed in the validation section.

5) TRENDS IN RAW VERSUS MEASURED DAILY IRRADIANCE

Raw 10-min PAR data may now be corrected as in Eq. (3a) once the functions for $c_1$ are determined. As already discussed, $c_1$ is applied to all-sky conditions. In the case that the first cloudless day ($d_0$) occurs after deployment, $c_1(d)$ is taken as equal to $c_1(d_0)$ for all days before $d_0$. If instrument pickup occurs after the last cloudless day $d_n$, $c_1(d) = c_1(d_n)$ for all days after $d_n$.

Fig. 14. Percentage difference between inclined and horizontal irradiance for (a) a tilt angle of $15^\circ$ and (b) a tilt angle of $5^\circ$. In both cases the surface has an aspect of $30^\circ$ from north.
Figure 15 shows the daily pattern for corrected and raw PAR for the duration of the deployment period of instrument UWQ4917 at Cape Bowling Green, a period of 732 days. Daily differences between the two datasets increase over time. Upon deployment daily differences are 7.7% with the corrected PAR being slightly higher. Just before pickup these differences have increased to 27.6%.

4. Instrument intercomparison

All instruments are sent to the factory after the field season where they are recalibrated with a quartz-halogen lamp traceable to NIST. An indication of degradation could be performed by comparison of the multiplier constant before and after recalibration. However, a proper assessment of the...
technique must involve simultaneous comparison of PARcorr with in situ independent measurements of PAR. The reason is that the correction factors applied in this study are not only dependent on the changing properties of the instrument, but on deployment characteristics such as local obstructions, instrument leveling, and instrument wiring. Furthermore, instrument sensors are cleaned at the factory, which might change the optical properties of the diffuser and further complicate the task of correcting the recorded data.

Two field comparisons have been performed here. They involve independent measurements using an MS9 multispectral sensor from In-situ Marine Optics (http://insitumarineoptics.com/ms9/). The instrument records incoming spectral solar irradiance in nine distinct silicon photodiode channels covering the ultraviolet and visible bands (364.0, 385.3, 439.9, 491.1, 548.6, 589.6, 635.4, 658.4, and 700.9 nm). Each channel records irradiance with a 10 nm full width half maximum. Irradiance cosine response is less than 3% uncertainty from 0° to 60° incidence angle. Calibration is obtained by comparison with an NIST traceable quartz-halogen lamp. In burst mode, data are acquired at 10 Hz, and stored in memory every second. All spectral data were averaged over 10-min periods to coincide with Licor PAR data and integrated from 400 to 700 nm using trapezoidal integration.

It must be emphasized, however, that comparison with an accurate spectrometer with an NIST-traced calibration serves as a validation of the technique and is not meant to provide an absolute calibration. Even if agreement between the two radiometers (the MS9 and the corrected Licor) is very high with a correlation coefficient approaching one, the Licor instrument is still limited by its inherent uncertainty of ±4%-5%.

a. Masig Island comparison

The weather station housing the Licor 192 quantum sensor is located in Torres Strait (9.760°S, 143.401°E) and approximately 53 km from mainland Papua New Guinea. All instruments rest on a 6 m galvanized steel pole of 20 cm diameter anchored to a reef just off Masig Island and approximately 6 m from the mean water level. The Licor was deployed in June 2013 but was not replaced given the remoteness of the location and difficulties in accessing the site by the AIMS research vessel. The site comes under the jurisdiction of the Torres Strait Regional Authority, who maintains the site with occasional visits.

Data from the instrument were compared with the MS9 multispectral radiometer on 28 October 2020 and subsequently the instrument was replaced. Figure 16 shows a plot of the daily noontime correction ratio from 4 February 2016 until the day of the radiometer intercomparison. There is a gradual increase in c1(d) from 1.5 on 4 February 2016 to 1.8 on the 9 December 2018. The data acquisition ceased after this date due to problems with the 3G communication and malfunction of the replacement 4G communication. It was only on 4 January 2020 that data acquisition became operational again. Correction ratios were significantly higher during the rest of 2020 until the date of the intercomparison. Furthermore, no significant trend in time was found in c1(d) and for purposes of the instrument comparison an average value was used for 2020: 2.69 ± 0.08.

A charter vessel, the M/V Free Spirit was used for the intercomparison and instrument replacement. It is a 14.98 m long catamaran with an upper deck providing a fixed platform allowing good sky views free of local obstructions. Figure 17 shows the MS9 deployment on the top deck with a side view (Fig. 17a) and top view (Fig. 17b). Upon arrival at the tower site the vessel was anchored next to the tower at a distance of approximately 50 m, ensuring that both radiometers were sampling the same radiation field but far enough to minimize mutual obstruction from the vessel or tower. Thus, the two radiometers recorded simultaneously at the same site for all the afternoon of 28 October 2020. The sensor level was checked the following day using visual and digital photographs. These gave a probable sensor offset of under 5° from the horizontal.

Figure 18 plots 10-min averages of both instruments. There is a coefficient of variance of 0.99 between corrected Licor data and the MS9, with the slope of the two datasets within one standard deviation of the 1:1 line (slope = 0.940; intercept = 10.572 µmol m⁻² s⁻¹). Also shown are the error bars using
Eq. (15) with a daily correction uncertainty ($\delta c_1$) of 0.08. Individual estimates from the Licor are within one standard deviation of the MS9 estimates in 16 out of the 18 data points (Fig. 18). Also shown are the uncorrected data as open circles, which feature a larger slope with respect to the MS9 ($MS9 = 2.528Licor + 10.572$).

b. Myrmidon Reef comparison

The weather station is located in the central part of the GBR with latitude and longitude coordinates of 18.274°S, 147.382°E (Fig. 1). The instruments rest on a 12-m galvanized steel tower at 10 m above mean sea level (MSL). Instruments were interchanged on 11 March 2021 and at that time the existing instrument, a Licor UWQ9529, was replaced for a fresh recently calibrated instrument. This visit using the AIMS research vessel Solander provided an opportunity to compare the UWQ9529 signal with the MS9 spectrophotometer carried on the vessel. The Licor UWQ9529 was deployed on 3 July 2019 and it is possible to examine daily noontime correction ratios from that date onward (Fig. 19). Also shown are ratios for the previous instrument (UWQ99276) deployed at the station, from 27 July 2017 to 3 July 2019. Trends in the ratios are affected by outliers caused by cloudy periods and to remove them a threshold of two standard deviations from the regression line was used. This threshold was successively applied until no outliers appeared in the two trends. This filter essentially removed 10 and 5 days from the record of UWQ99276 and UWQ9529, respectively.

Figures 19a and 19b show a plot of $c_1$ with and without outliers removed, respectively. Trends for the two instruments differ markedly, with instrument UWQ99276 showing increasing $c_1$ with days after deployment, approximately 0.144 yr$^{-1}$ or 28.8% after a 2-yr recording episode. By contrast, there is very little evidence of change in the ratios for UEQ9529 as the slope is not significant. It is interesting to note, however, that the ratio for UEQ9529 averages out at 0.745 ± 0.026, considerably below unity needed for perfect agreement between measurements and the radiation model.

An instrument comparison was conducted from 1235 EST 9 March until 1405 EST 11 March 2021. Care was taken to ensure that the Licor instrument remained undisturbed in its original position during the experiment. The first task involved visual and photographic checks on the sensor level, which gave an approximate tilt of around 4°. The MS9 was attached in close proximity to the Licor UWQ99276 and both systems continued recording separately (Fig. 20) — the Licor signals were averaged every 10 min and the MS9 recording at 10 Hz and was averaged at 10-min intervals to coincide with the Licor. Both sensors had unobstructed sky views with the exception of a Vaisala Weather Transmitter sensor located at around 1 m from the Licor and MS9 sensors. Sky view factor calculations indicated that the obstruction contributed approximately 0.5% of the total sky hemisphere radiation into both sensors.

Figure 21 plots the two signals for the 3-day measurement period. Integrated PAR irradiance from the MS9 instrument was converted from W m$^{-2}$ into $\mu$mol m$^{-2}$ s$^{-1}$ using a factor of 4.57 (appendix). The raw signals from the Licor sensor were multiplied by a mean correction ratio of 0.745 corresponding to the entire deployment period for the sensor (Fig. 21). There is a high coefficient of variance between the two signals exceeding 0.99 with an RMS difference of

![Figure 18. Plot of 10-min averages of PAR estimates from instrument UWQ8392 against the MS9 PAR. Filled circles are corrected Licor PAR estimates; open circles are uncorrected.](image-url)
86.3 μmol m$^{-2}$ s$^{-1}$. This figure translates to an uncertainty of 6.7% of the mean PAR measured by the MS9: 1289 μmol m$^{-2}$ s$^{-1}$. There is evidence, however, of a slight hysteresis in the plot, which could be a result of several factors including aerosol changes during the day or tilt error relating to departure of the sensor from a horizontal position.

5. **Discussion**

Unattended PAR measurements in marine environments are prone to large errors, and in the absence of frequent maintenance and replacement, a cloudless PAR model can provide a daily view of its performance and response to a range of environmental forcing. Thus, disturbances in sensor performance due to diurnal and seasonal changes in solar zenith angle, wind and temperature, platform shift, and storm systems among others can be examined and assessed insofar as the instrument can replicate a cloudless-sky model. The technique can then provide a convenient quality control mechanism and correction factors to apply while the instrument is deployed between factory calibrations. Comparison of corrected values with a traveling spectrophotometer gave RMS errors of between 6% and 8% of mean measured values, which are slightly higher than the factory-quoted error of 5%.
The method relies on the applicability of a cloudless-sky model, which has been validated at two sites in the GBR region. In heavily polluted or heavily urbanized regions it is expected that the model will overpredict clear sky conditions (Bergin et al. 2017; Janjai et al. 2009; Jáuregui and Luyando 1999; Nunez 1993). In the western Pacific oceanic regions, Nunez (1993) found that 4.8% of broadband solar radiation was depleted by aerosols on an annual basis. This figure was obtained from rural pyranometer stations in the region. Daily total depletion by aerosols in the cloudless model described here is 3.1%, which agrees to within 1.7% with data from the pyranometer stations.

Results from this study indicate that signal degradation is considerable and may reach values of over 10% yr⁻¹. Furthermore, the character of the degradation changes with the instrument and the environment and it is difficult to predict. In some cases it may involve a linear or nonlinear change. Other situations may involve programming errors during deployment and no observable degradation. In any case our technique provides an ongoing check on the behavior of the field instrument and an ability to correct for periods between calibrations.

Although difficult and challenging, PAR measurements from photovoltaic sensors play an important role in supplementing data from other methods. Satellite methods have been used to map PAR solar radiation at a global and regional scale (Frouin et al. 2018; Van Laake and Sanchez-Azofeifa 2005; Frouin and Pinker 1995). There is currently a MODIS product providing daily PAR at 5-km resolution for the entire globe (https://doi.org/10.5067/MODIS/MCD18A2.006). However, uncertainties grow rapidly at short temporal scales and most of the current studies restrict themselves to the daily scale at the lower limit. Typically, RMS errors can range from 20% to 35% and higher at the daily scale or less (Frouin and Murakami 2007; Nunez et al. 2005). Within this context Licor PAR data, with an uncertainty of 6%–8%, can play a useful role in assessing the satellite product.

Uncertainties in satellite PAR estimates at short time scales are mainly a result of the considerable spatial and temporal variability in cloud structure and composition, which often involve sub-pixel-scale variability (Nunez et al. 2016, 2005). At the hourly scale these uncertainties could overwhelm satellite studies involving, for example, comparisons between two stations recording PAR. The lower uncertainties related to the Licor sensor would make these instruments a good candidate for examining short-term fluctuations in PAR during cloudy episodes.

Much of the demand for PAR data in the GBR relate to studies involving productivity in subsurface environments. Typically, it might involve two PAR sensors, one above and a second at some specified depth below the surface, designed to estimate PAR depletion in the water column. Many applications need extended PAR records, which require quality controls such as the ones described here (Robson et al. 2020). Satellite data may be used to provide PAR if the experiment extends over weeks or months, but the problem becomes complex if subsurface light is desired and water turbidity changes at high frequencies. In this situation both above and below PAR measurements would be needed to fully understand the light field (Jones et al. 2020).

The experience gained in this study has provided us with a set of guidelines that may be used to monitor, detect, and correct records while the instruments are deployed in the field, and to correct observations post deployments. The work is continuing as there are processes that have not been examined and could still be important in affecting the quality of the signal. Many of the records have a seasonal variability that may relate to wind and temperature effects or seasonality in solar heating of the instruments. Errors in positioning must be studied further as there could be stations with unstable platforms that have slowly shifted in orientation over time. Some of the studies may involve field observations or alternatively laboratory studies.

6. Conclusions

Based on the above study, the following recommendations are outlined for long-term management of photovoltaic sensors that are left unattended in marine environments.

**FIG. 20.** Instrument intercomparison at Myrmidon Reef (18.274°S, 147.382°E) conducted from 9 to 11 Mar 2021. (a) Deployment of the MS9 (SN0049) spectrophotometer. (b) the Licor quantum sensor (UWQ99276). All three instruments are separated by a distance of approximately 1 m.
a. Correcting historical data

This research has shown that degraded observations can be upgraded postdeployment if appropriate corrections can be determined through analysis of cloud-free days during deployment. This is a critical outcome, demonstrating that degraded PAR observations remain a valuable resource when properly upgraded.

b. Deployment and recovery

In situ comparisons should be performed at time of deployment and recovery with an accurate spectrophotometer containing a calibration traceable to the NIST or equivalent. The instrument should be left untouched during the comparison. The comparison might involve, for example, placing the traveling instrument in a bracket close to the weather station containing the Licor sensor.

c. Positioning the sensor

Guidelines are available to ensure that the instrument is positioned with a good sky view that is free of localized obstruction (WMO 2008). It is also recommended that the instruments be placed in simple gimbal platforms with a bubble level to ensure that sensing surfaces are kept as horizontal as possible and free from any movement in the supporting tower or pole.

d. Monitoring during deployment

Real-time monitoring of the data is available through the AIMS website (https://weather.aims.gov.au). Correction factors may be applied on a daily basis and the extent of signal deterioration may be followed throughout the season. Significant events involving storms or other processes may be followed remotely. Correction ratios may indicate if there has been a catastrophic change in the signal or if the system is responding to solar forcing.

e. Shipboard observations

Practical considerations involving ship time may limit the number of visits for instrument replacement at each station site. A good alternative may involve concurrent shipboard measurements for a limited time at a location in close proximity. The results may be useful for comparison purposes, but it will depend on the weather and cloud characteristics for that particular day.
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**Fig. 21.** Plot of PAR from the Licor quantum sensor UWQ529 vs PAR from the MS9 (SN00949). The 10-min averages are estimated during the period 1235 EST 9 Mar to 1405 EST 11 Mar 2021. Error bars are estimated using Eq. (15).
APPENDIX

Quantum Irradiance to W m\(^{-2}\)

This appendix derives a correction factor \(C\) relating irradiance as measured in energy units (W m\(^{-2}\)) to quantum irradiance as measured in \(\mu\)mol m\(^{-2}\) s\(^{-1}\). The energy of one photon (Ep) can be calculated as

\[
Ep = \frac{hv = \frac{C}{\lambda}}{6.626 \times 10^{-34} \times 2.9979 \times 10^8 \text{ J s m}^{-1} \text{m}^{-1} \times 10^9} = \frac{19.8642}{\lambda} \times 10^{-17} \text{ J},
\]

where \(h\) = Planck constant = 6.62618 \times 10^{-34} \text{ Js}, \(v\) = frequency (s\(^{-1}\)), and \(C\) = speed of light = 2.9979 \times 10^8 \text{ m s}^{-1}.

For a given measure of energy, \(E_\lambda\) joules, the number of photons \(N\) is given by \(E_\lambda/Ep\). Use 1 “mole” of light as a unit of measure, 1 mol = 6.02 \times 10^23 photons. Therefore, the number of photons equals \(N/(6.02 \times 10^{23})\) moles, or \(N/(6.02 \times 10^{19})\) micromoles.

So, for \(E_\lambda\) joules, the number of micromoles is given by

\[
\text{Number of photons} = \left(\frac{\text{Avogadros number}}{10^{-6}}\right) \times \frac{(E_\lambda/Ep)}{(6.02 \times 10^{23} \times 10^{19})} = \frac{E_\lambda \lambda}{19.8642 \times 10^{-17} \times 6.02 \times 10^{21} \times 10^{-6}} = \frac{E_\lambda \lambda}{119.3850}.
\]

For a specific wavelength range at steps of 1 nm with varying irradiance, we would have that PAR is given as

\[
X \, \mu\text{mol m}^{-2}\text{s}^{-1} = \int_{\lambda_1}^{\lambda_2} E(\lambda) \lambda / 119.5850 \, d\lambda \approx \sum_{i=1}^{N} E_\lambda \lambda / 119.5850 \, \Delta \lambda,
\]

where \(E_\lambda\) is spectral irradiance (W m\(^{-2}\) nm\(^{-1}\)), \(\lambda_1 = 400\) nm, \(\lambda_2 = 700\) nm, and \(\Delta \lambda\) is a wavelength interval of 1 nm.

A calibration factor is derived by comparing irradiance and quantum irradiance in the PAR using Libradtran 1.7 with cloudless conditions described in section 2b:

\[
\int_{400}^{700} \left[ \frac{E(\lambda, z) \lambda}{119.5850} \right] \, d\lambda = C \times \int_{400}^{700} \left[ \frac{E(\lambda, z)}{119.5850} \right] \, d\lambda,
\]

where \(E(\lambda, z)\) is spectral solar irradiance from Libradtran 2.0.4 for a particular wavelength and zenith angle combination and \(C\) is the desired calibration factor in \(\mu\)mol m\(^{-2}\) s\(^{-1}\) (W m\(^{-2}\))\(^{-1}\). The sensitivity of \(C\) to solar zenith angles changes is small, indicating a relatively small variation in the spectral distribution of solar radiation in the PAR wavelengths. A value of 4.57 \(\mu\)mol m\(^{-2}\) s\(^{-1}\) (W m\(^{-2}\))\(^{-1}\) has been chosen with errors less than 0.20% for all solar zenith angles.
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