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ABSTRACT

In order to identify the effects of mountains upon the general circulation of the atmosphere, a set of numerical experiments is performed by use of a general circulation model developed at the Geophysical Fluid Dynamics Laboratory of NOAA. The numerical time integrations of the model are performed with and without the effects of mountains. By comparing the structure of the model atmospheres that emerged from these two numerical experiments, it is possible to discuss the role of mountains in maintaining the stationary and transient disturbances in the atmosphere.

The model adopted for this study has a global computational domain and covers both the troposphere and stratosphere. For the computation of radiative transfer, the distribution of incoming solar radiation in January is assumed. Over the ocean, the observed distribution of the sea surface temperature of February is assumed as a lower boundary condition of the model. Over the continental surface, temperature is determined such that the condition of heat balance at the ground surface is satisfied. The mountain topography is taken into consideration using the so-called $\sigma$-coordinate system in which pressure normalized by surface pressure is used as a vertical coordinate. The grid size for the computation of horizontal finite differences is chosen to be about 250 km. Nine finite-difference levels are chosen in unequal pressure intervals so that these levels can represent not only the structure of the mid-troposphere but also that of the stratosphere and the planetary boundary layer.

The results of the numerical experiments indicate that it is necessary to consider the effects of mountains for the successful simulation of the stationary flow field in the atmosphere, particularly in the upper troposphere and stratosphere. As predicted by Bolin, the flow field in the upper troposphere of the mountain model has a stationary trough in the lee of major mountain ranges such as the Rocky Mountains and the Tibetan Plateau. To the east of the trough, an intense westerly flow predominates. In the stratosphere, an anticyclone develops over the Aleutian Archipelago. These features of the mountain model, which are missing in the model without mountains, are in good qualitative agreement with the features of the actual atmosphere in winter.

In the model troposphere, mountains increase markedly the kinetic energy of stationary disturbances by increasing the stationary component of the eddy conversion of potential energy, whereas mountains decrease the kinetic energy of transient disturbances. The sum of the stationary and transient eddy kinetic energy is affected little by mountains. In the model stratosphere, mountains increase the amplitude of stationary disturbances partly because they enhance the energy supply from the model troposphere to the stratosphere.

According to wavenumber analysis, the longitudinal scale of eddy conversion in the model atmosphere increases significantly due to the effects of mountains. This increase results mainly from the large increase of stationary eddy conversion which takes place at very low wavenumbers.

The results of the analysis reveal other important effects of mountains. For example, the probability of cyclogenesis in the model atmosphere increases significantly on the lee side of major mountain ranges where the core of the westerly jet is located. Also, mountains affect the hydrologic processes in the model atmosphere by modifying the field of three-dimensional advection of moisture, and alter the global distribution of precipitation very significantly. In general, the distribution of the model with mountains is less zonal and more realistic than that of the model without mountains.

1. Introduction

The effect orography has upon the stationary, planetary-scale flow field in the atmosphere has been the subject of many studies. Using a one-dimensional, barotropic model, Charney and Eliassen (1949) concluded that the large-scale quasi-stationary disturbances of the middle latitudes are produced mainly by the forced ascent of the westerly currents over the continental land masses. Bolin (1950) computed the effects of a bell-shape mountain upon large-scale flow with a barotropic model and carried out a comprehensive discussion of the influence of mountains. On the other hand, Smagorinsky (1953) and Döös (1962) evaluated the effects of heat sources and sinks upon stationary flow using a baroclinic model. Both Bolin and Smagorinsky
concluded that the thermal effects account for the essential features of the observed distribution of sea level pressure, whereas the relative importance of mountain effects increases with increasing altitude. More recently, Sankar-Rao and Saltzman attempted to improve these studies by representing the lower boundary conditions with many spherical harmonics and obtained somewhat different results (Sankar-Rao, 1965, 1970; Sankar-Rao and Saltzman, 1969; Saltzman 1968). They concluded that a good deal of the longitudinal variance of the mean tropospheric state in the middle latitudes is explainable by the effects of asymmetric surface heating.

The theoretical studies mentioned above involve many simplifying assumptions. For example, the amplitude of the stationary perturbation is assumed to be small with the result that the interactions among stationary waves and between stationary and transient disturbances were neglected. The zonal current is assumed to be uniform in the meridional direction. Furthermore, the distribution of heat sources is highly idealized. It is probable that the removal of some of these assumptions would significantly alter the results of the theoretical calculations. Therefore, it is desirable to construct a mathematical model of the atmosphere free of these assumptions, and to perform numerical experiments for the satisfactory identification of the role of mountains in maintaining the large-scale stationary flow field.

Many numerical experiments have been made to identify the influence of orography upon the planetary-scale flow field. The work of Mintz and Arakawa (Mintz, 1965) was a first attempt of this kind. They constructed a global model with realistic orography and were successful in simulating remarkably well the distribution of sea-level pressure. The results from the model with realistic mountains were compared with those from the mountainless model. Based on this comparison, Mintz made an interesting suggestion that the Tibetan plateau is responsible for the maintenance of the intense Siberian high during the winter. Unfortunately, the details of this comparison are not available.

In Mintz's model, the effects of the hydrologic cycle on the large-scale flow were not taken into consideration explicitly. Recently, Kasahara and Washington (1971) constructed a multi-level, global general circulation model with moist processes and performed numerical experiments with and without mountains. Based on the results from these experiments, they concluded that the thermal rather than orographic effects are the dominating factor which determines the stationary flow field in the troposphere. Superficially, their conclusion seems to agree with that of Sankar-Rao and Saltzman (1969). It is not possible, however, to compare these two studies because Kasahara and Washington (1971) did not show the actual structure of stationary disturbances in the upper troposphere.

Kikuchi also investigated the effects of mountains by use of his quasi-geostrophic, two-level spectral model and concluded that the orographic effects primarily determine the large-scale features of the winter circulation (private communication). [See also Kikuchi (1969) for the description of his spectral model.] The details of the results from his numerical experiments are not available to us at the present time.

The review of the preceding studies on this subject seems to indicate that the problem is far from solved. Therefore, it was decided to re-examine the dynamical influence of mountains and heat sources by use of the general circulation model developed at the Geophysical Fluid Dynamics Laboratory of NOAA. The basic strategy of this study was to perform extensive comparisons between the results from the mountain model and those from the mountainless model. Special emphasis of the study was placed upon the re-examination of various theoretical studies in the light of the results from our numerical experiments. The structure and the performance of this version of the global model were reported by Holloway and Manabe (1971), and Manabe et al. (1970a). A preliminary report of the mountain study was published earlier by Manabe and Holloway (1970). After this preliminary study was completed, it was found that the results suffer a great deal from the coarseness of the computational resolution of the model. Therefore, the numerical experiments were repeated after halving the grid size of the horizontal finite-differencing scheme from about 500 km to about 250 km. This paper summarizes the results from the numerical experiments by the model with this finer computational resolution.

2. Brief description of the model

a. Model structure

As mentioned in the Introduction, the structure of the global model used for this study was described in detail by Holloway and Manabe (1971). Therefore, only a very brief sketch of the global model is given here.

The primitive equations of motion in the spherical coordinate system are used. The effects of mountains are incorporated by use of the so-called $c$-coordinate system proposed by Phillips (1957). The distribution of topography used for this study is shown in Fig. 2.1. In order to simulate the effects of subgrid-scale mixing, a nonlinear viscosity is employed as suggested by Smagorinsky (1963). The finite-difference forms of the dynamical equations and the global grid system are similar to those proposed by Kurilhara and Holloway (1967). The horizontal grid size adopted for this study is approximately 250 km. Table 1 indicates the actual grid sizes at various latitudes. In the vertical direction, nine finite-difference levels are chosen so as to represent the structure of the planetary boundary layer as well as that of the stratosphere. The approximate heights
Fig. 2.1. The distribution of topography adopted for the numerical experiments: units, km.
Table 1. Grid sizes of the models at selected latitudes. Distances are in kilometers.

<table>
<thead>
<tr>
<th>Latitude</th>
<th>$\Delta X$</th>
<th>$\Delta Y$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0°</td>
<td>208</td>
<td>208</td>
</tr>
<tr>
<td>30°</td>
<td>271</td>
<td>208</td>
</tr>
<tr>
<td>60°</td>
<td>313</td>
<td>208</td>
</tr>
<tr>
<td>88.125°</td>
<td>327</td>
<td>208</td>
</tr>
</tbody>
</table>

and normalized pressures of these levels are given in Table 2.

The scheme of computing radiative heating and cooling is identical with that described by Manabe and Strickler (1964) and Manabe and Wetherald (1967). The scheme consists of two parts—solar radiation and longwave radiation. For this study, the solar insolation of January is assumed. The diurnal variation of solar radiation is not taken into account for the sake of simplicity. The climatological distribution of water vapor, carbon dioxide, ozone and cloud cover in January are used for this computation. They are specified as a function of latitude and height. The temperatures of the continental surfaces are determined by the requirement of heat balance among the turbulent fluxes of sensible and latent heat and the net fluxes of solar and terrestrial radiation. For the sake of simplicity, the ground surface is assumed to have no heat capacity. On the other hand, it is assumed that the sea surface has an infinite heat capacity. The normal distribution of sea surface temperature in February, which has been compiled by the Hydrographic Office (1944) and shown in Fig. 2.2 is used as a lower boundary condition. Before the numerical integrations were completed, it was found that the Hydrographic Office (1964) had published an improved version of the sea surface temperature distribution which is quite different from the old version. Nevertheless, the old version was used for the sake of the coherence of the numerical experiments.

The prognostic system of water vapor consists of contributions by the three-dimensional advection of water vapor, evaporation from the earth's surface, so-called "moist convective adjustment," and condensation. This prognostic system is described in detail by Manabe et al. (1965). The schemes for computing the hydrology of the ground surface are very similar to those described by Manabe (1969). The rates of change of soil moisture and snow depth are computed based upon the budget of water, snow and heat. It is important to note that snow cover has a very large effect upon the heat balance of the earth's surface by markedly increasing the albedo of the ground surface.

b. Time integration

As explained in the Introduction, the numerical time integrations are performed with and without the effects of mountains. For the ease of identification, the model with mountains is called the M-model and that with no mountains is called the NM-model.

The initial condition for the numerical time integration of the M-model is a zonal mean state which was obtained from the integration of the hemispheric model (Manabe et al., 1965). First, the global model is integrated using a coarse computational resolution (grid size of about 500 km) for a period of 302 days. Then, the time integration is continued for a period of 70 days after halving the grid size from about 500 km to 250 km. The time mean state which is discussed in the following section is obtained by averaging over the period of the last 40 days of each model. The averaging period of 40 days was chosen because it is long enough to eliminate most of the transient components of the disturbances in the model atmosphere. For further discussion of this subject, see Appendix A.

The initial condition for the time integration of the NM-model is similar to the state on the 60th day of the integration of the high-resolution M-model. In order to minimize the shock caused by the removal of the mountains, it is assumed that the initial distribution of sea level pressure is constant everywhere rather than using the distribution of surface pressure of the M-model. The NM-model was integrated for a period of 62 days. The time mean state of the NM-model described in the following section is obtained by averaging over the last 40-day period of this integration.

Fig. 2.3 shows how the global mass integral of eddy kinetic energy of the high-resolution model changes with time. This result indicates that eddy kinetic energy in the M-model fluctuates around an average value of 70 J cm$^{-2}$ and does not seem to have a linear trend. On the other hand, eddy kinetic energy in the NM-atmosphere has not attained a similar quasi-steady state toward the end of the integration. Therefore, it is desirable to extend the time integration of the NM-
Fig. 2.2. Polar stereographic maps of the distribution of sea surface temperature (°K) adopted for the model. The areas covered by thick sea ice are hatched.
model further in order to obtain stable statistics describing the state of the NM-atmosphere. Nevertheless, the numerical integration was not extended beyond the 62-day period due to the limitation of computer time.

3. Zonal mean state

a. Zonal wind

The latitude-height distributions of the time mean zonal wind for both the M- and NM-models are shown in Fig. 3.1. According to this figure, the intensity of the zonal wind in the troposphere is affected little by mountains, whereas the zonal wind in the stratosphere of the NM-model is significantly stronger than that of the M-model. One can compare the distributions of zonal wind in the model atmospheres with the actual distribution of zonal wind (Newell et al., 1971) shown at the top of Fig. 3.1. According to this comparison, the intensity and the distribution of the zonal wind are realistic in the model tropospheres. On the other hand, they are quite different from reality in the model stratospheres. For example, the jet stream in the winter (northern) stratosphere of the M-model is too strong by a factor of more than 2 and is located too far south. The main cause for these discrepancies has not been identified. In the summer (southern) stratosphere of the M-model, weak westerly flow is evident in the middle latitudes. It was found that this unrealistic feature can be improved by incorporating the effects of seasonal variation in the model (see Manabe and Hahn, 1974).

b. Zonal mean temperature

In Fig. 3.2 the latitude-height distribution of zonal mean temperature in the M-model is compared with the observed distribution compiled by Newell et al. In general, the agreement between the two distributions is good. However, the temperature of the model stratosphere is too low by about 30K in the arctic region. According to the thermal wind relationship, this unrealistically low temperature is consistent with the excessive stratospheric zonal wind in the model stratosphere which is described in the preceding subsection. For further discussion of the thermal structure of the model atmosphere, see Holloway and Manabe (1971). Since the difference between the thermal structure of the M-model and that of the NM-model is not very pronounced, it is not discussed here.

c. Sea level pressure

In Fig. 3.3 the latitudinal distribution of the zonal mean sea level pressure in both model atmospheres is compared with the distribution in the actual atmosphere. This comparison reveals that both models yield too high a pressure at the arctic and too low a pressure around 60N. According to Holloway and Manabe, the excessively high pressure at the arctic of the model resulted from the systematic bias of the truncation error involved in the finite-difference computation with the irregular grid system adopted for this study. Holloway et al. (1973) demonstrated that this bias can be removed by adopting the so-called latitude-longitude grid system in which grid points are lined up along latitude circles and meridians.

The sea level pressure is also too high at theantarctic of the model. Unfortunately, Holloway et al. found that the change of the grid system is not effective in eliminating this unrealistic feature. As discussed in Appendix B, the finite-difference representation of the pressure gradient force has a systematic error, particularly in the area of steep mountain ranges, and does not satisfy the integral constraint of momentum which the continuous representation requires. Although it is not
certain whether this inconsistency is responsible for the discrepancy mentioned above, further reduction of truncation errors in the computation of the pressure gradient force and vertical p-velocity seems to be required for the successful simulation of sea level pressure. In lower latitudes of both models, the distribution of zonal mean sea level pressure is very realistic. The model simulates successfully the low pressure belt at the equator and the high pressure belt in the subtropics.

d. Eddy kinetic energy

Before discussing the effects of topography upon the kinetic energy of stationary disturbances, it is necessary to define the eddy kinetic energy of stationary and transient disturbances. The kinetic energy of stationary eddies $K_{ST}^{S}$ is defined by

$$K_{ST}^{S} = \frac{1}{2} \left[ (u)^2 + (v)^2 \right]$$  \hspace{1cm} (3.1)

and that of transient eddies $K_{ST}^{TR}$ is defined by

$$K_{ST}^{TR} = \frac{1}{2} \left[ (u')^2 + (v')^2 \right]$$  \hspace{1cm} (3.2)

where $u$ and $v$ denote the zonal and meridional component of wind, $[ ]$ and $\langle \rangle$ indicate the zonal and time-mean operators, and $(\cdot)^*$ and $(\cdot)'$ denote the deviations from zonal and time-mean, respectively. The total
kinetic energy $K_B$ which is the sum of $K_B^{ST}$ and $K_B^{TR}$ is given by

$$K_B = K_B^{ST} + K_B^{TR} = \frac{1}{2} \left[ \overline{u^2} + \overline{v^2} \right].$$  

(3.3)

The tropospheric integrals of $K_B$, $K_B^{ST}$ and $K_B^{TR}$ in both model atmospheres are shown as a function of latitude in Fig. 3.4. Comparing the distributions of the stationary and transient components of eddy kinetic energy of the M-model with those of the NM-model, one finds that mountains are responsible for increasing the kinetic energy of stationary disturbances but decreasing
that of transient disturbances. The total eddy kinetic energy, which is the sum of the two components of eddy kinetic energy, is altered little by the mountains. Fig. 3.5 shows the ratio of the tropospheric vertical mass integral of stationary eddy kinetic energy to that of total eddy kinetic energy for both models. According to this figure, the relative magnitude of the stationary component is particularly large in the Northern Hemisphere and the Antarctic continent where major mountain ranges are located.

In Fig. 3.6 we show the latitudinal distributions of the tropospheric vertical integrals of $K_E^T$, $K_E^{ST}$, and $K_E^{TR}$, as computed by Oort and Rasmusson (1971) for the actual atmosphere. Unfortunately, the equation used by Oort and Rasmusson in defining the kinetic energy of transient eddies is slightly different from (3.2), and another difference lies in the period over which the time mean operator is applied. For example, his transient component in January represents the deviation from the average value over five Januaries of five consecutive years, whereas in this study it represents the deviation from the average over the last 40-day period of each time integration. Nevertheless, these distributions are compared with the eddy kinetic energy in the M-model atmosphere. According to this comparison, the kinetic energy of stationary disturbances in the Northern Hemisphere of the M-model is significantly larger than that in the actual atmosphere. On the other hand, the kinetic energy of transient disturbances in the M-model atmosphere is too small as compared with that in the actual atmosphere. According to crude estimates, these differences partly resulted from the differences in the definition of eddy kinetic energies mentioned above. However, there may be other reasons for these discrepancies. Recent results of Manabe et al. (1970b) indicate that the increase of the finite-difference resolution not only increases the accuracy of finite-difference computation but also decreases the scale at which the horizontal subgrid-scale viscosity is most effective.

---

1 The eddy kinetic energy of transient eddies, which is adopted by Oort and Rasmusson, is given by:

$$K_E^{TR} = \frac{1}{2}[(\nabla^2)^2 + \nabla^2].$$

It includes the eddy kinetic energy of transient zonal mean flow, i.e.,

$$4(\nabla^2 + \nabla^4).$$

In the model atmosphere, the magnitude of this term is about 10–15% of $K_E^T$.

2 According to Oort (private communication), the $K_E^{TR}$ defined for one January is about 20% smaller than that defined for five Januaries. Naturally, $K_E^{ST}$ is also affected by the length of the analysis period in an opposite way such that the sum of these two energies is unaltered.
This allows more transient disturbances to develop in the model atmosphere. Therefore, it is probable that further increase of the computational resolution would yield more realistic values of the kinetic energy of transient eddies.

The latitude-height distributions of eddy kinetic energy in both the M- and NM-atmospheres are shown in Fig. 3.7. A marked increase in the kinetic energy of the stationary disturbances due to the effects of mountains is evident in the Northern Hemisphere of the M-model, particularly in the stratosphere. As pointed out already, the kinetic energy of transient eddies in the model troposphere decreases as a result of incorporating mountains into the model. However, it is not so in the model stratosphere, where the kinetic energy of transient as well as stationary eddies increases due to the effects of mountains.

4. The structure of stationary disturbances

a. Northern Hemisphere

The general features of the stationary disturbances in the Northern Hemisphere of the model atmosphere are evident in Fig. 4.1a, which shows the time-mean maps of the heights of isobaric surfaces in both the M- and the NM-model atmospheres as well as those in the actual atmosphere (Taljaud et al., 1969). In general, the geopotential height contours of isobaric surfaces are more axial-symmetric with increasing altitude partly due to the increase of zonal currents with height. In the M-model such a trend is less obvious because of the predominance of stationary disturbances in the upper troposphere due to the effects of mountains. In this subsection the relative importance of heating and topography is discussed by comparing the features of stationary disturbances at various isobaric levels of both the M- and NM-models.

1) 1000-MB LEVEL

At the 1000-mb level of the M-model, the Aleutian low, Icelandic low and Siberian high are identifiable in qualitative agreement with the features of the observed distributions. However, the Aleutian low is so intense and excessive that it invades the western half of the North American continent where surface pressure is relatively high in the actual atmosphere. Since the Aleutian low predominates in the NM-model as well as in the M-model, one can infer that mountains are not necessary for the formation of the low. Instead, the temperature contrast between land and sea seems to be responsible for the maintenance of the Aleutian low. [Recently, Manabe (1969) obtained a similar conclusion based upon the results from a mountainless model with highly idealized geography.] The present result is quite different from the result of Kasahara and Washington (1969), who emphasized the importance of mountains for the maintenance of the Aleutian low. The cause for the difference between their result and ours is not clear. It should be pointed out, however, that the Aleutian low in their M-model is unrealistically weak.

Orography seems to play a very significant role in the maintenance of the so-called “Siberian high” in the model atmosphere. In the NM-model, this anticyclone is located at about 30N over the Eurasian continent; whereas, in the M-model, it is located at about 45N, i.e., slightly to the south of the observed location of the Siberian high. Another notable difference between the two models is that the high is more intense in the M-model than in the NM-model. In short, present results suggest that mountains are responsible for the intensification and the northward shift of the anticyclone over the Eurasian continent. Based upon the results from his numerical experiments, Mintz (1965) emphasized the importance of mountains on the formation of the Siberian high. He pointed out that the high does not appear when the Himalayan mountain chain is removed in his model. Since his report does not include the sea level pressure of his NM-model, it is not possible to determine whether his results are similar to present results. The numerical experiments of Kasahara and Washington (1968) also suggest that orography is responsible for intensifying the anticyclone over the Eurasian continent in agreement with the results of this study. However, the northward shift of the anticyclone mentioned above is not evident in their results. Accordingly, the anticyclone in their M-model is located at 35N, i.e., at too low a latitude. Despite the differences among various numerical experiments, it seems to be highly probable that the Tibetan Plateau is responsible for intensifying the anticyclone over the Eurasian continent during winter.

In high latitudes, the geopotential height of the 1000-mb level is much higher than the observed. As pointed out already, this discrepancy is mainly due to the systematic bias of the model. (See the first paragraph of Section 3c for further discussion of this subject.)

In their study of the effects of heat sources upon the field of stationary flow in the atmosphere, Smagorinsky...
Fig. 4.1a. Time-mean geopotential height maps of the Northern Hemisphere at 1000 mb (left) and 850 mb (right). Units for 1000 mb case, geopotential meters; and for 850 mb case, geopotential decameters. Top: observed [Oort and Rasmusson (private communication): average over five Januaries, 1959–63]; middle: the M-model; bottom: the NM-model.
Fig. 4.1b. As in Fig. 4.1a except for 700 mb (left) and 500 mb (right): units, geopotential decameters.
Fig. 4.1c. As in Fig. 4.1a except for 300 mb (left) and 30 mb (right): units, geopotential decameters.
Fig. 4.2. Longitudinal variation of the time-mean geopotential height (geopotential meters) of 500- and 1000-mb levels at 45N: top, observed (Oort and Rasmussen, private communication); middle, the M-model; bottom, the NM-model.

(1953) and Döös (1962) show that the trough of sea level pressure is located about 20° longitude to the east of the area of the maximum heat source. In the right-hand side of Fig. 4.2, the longitudinal distributions of the time-mean geopotential height of the 1000-mb level at 45N of both the M- and NM-models are shown together with that of the actual atmosphere. Also, the horizontal distribution of the rate of heating for both model atmospheres is shown in Fig. 4.3 (here, the rate of heating is the sum of the contributions from condensation and the upward flux of sensible heat from the earth’s surface.) Examining Figs. 4.2 and 4.3, one finds that the belt of lower pressure is located to the east of the area of maximum heating in qualitative agreement with the results from the studies of Smagorinsky and Döös. In the NM-model, both the Aleutian and Icelandic lows are located about 30° east of the areas of relatively large heating rate which appear over the northwestern part of the Pacific and the Atlantic, respectively. In the M-model, the intense Aleutian low is also located to the east of the area of intense heating. However, the maximum heating off the east coast of North America is much weaker than the estimate of the heating based upon Budyko’s study (1963). Therefore, it is understandable that the Icelandic low is too weak as compared with the actual one (see Fig. 4.1a). In general, the correspondence between the heat sources and low pressure is poorer in the M-model than in the NM-model, probably due to the effects of mountains.

2) 500-MB LEVEL

The time-mean maps of the geopotential heights of the 500-mb level in the model atmospheres and the actual atmosphere are contained in Fig. 4.1b. This figure indicates that a well-developed Aleutian low predominates in both the M- and NM-atmospheres. It is very intense and extends to Alaska where the ridge of pressure is located in the actual atmosphere. Accordingly, the agreement between the distributions of geopotential height of the 500-mb level surface in the M-model atmosphere and that in the actual atmosphere is particularly poor in higher latitudes. However, the distributions in the middle and low latitudes of the
M-model are much more realistic than those in higher latitudes. For example, well-developed troughs in the lee of the Tibetan Plateau and the Rocky Mountains are simulated successfully by the M-model. For further examination of the geopotential heights in the middle latitudes of the models, reference should be made to Fig. 4.2. In the left-hand part of this figure, the longitudinal distribution of the time-mean geopotential heights of the 500-mb surface along the 45N latitude circle in both models is compared with that in the actual atmosphere. According to this comparison, the longitudes of the troughs and ridges at 500 mb in the M-atmosphere agree with those in the actual atmosphere much better than those in the NM-atmosphere. Also, Fig. 4.2 shows that the amplitude of the longitudinal variation of the geopotential height in the
former is much larger than the latter, which indicates the relative importance of mountains in maintaining the stationary disturbances around the 500-mb level.

3) Upper Troposphere

Fig. 4.1c indicates that, in the M-model atmosphere, the general features of the distribution of geopotential height of the 300-mb level coincide very well with those of the 500-mb level except that the former have a larger meridional gradient than the latter. For example, troughs form in the lee of major mountain ranges such as the Tibetan Plateau and the Rocky Mountains. They tilt from southwest to northeast indicating the poleward transport of angular momentum by stationary disturbances. The contours of geopotential height are concentrated on the eastern side of the lee trough of the Tibetan Plateau implying the prevalence of the jet stream there. These isobaric surface features in the upper troposphere of the M-model are in excellent qualitative agreement with those in the actual atmosphere.

In order to examine further the distribution of the jet stream in the upper troposphere of the M-model, the map of the isolachs of the time-mean zonal component of flow at the 200-mb level of the M-model is compared with the corresponding maps of the NM-model and the actual atmosphere (Fig. 4.4). The observed distribution is obtained by Oort and Rasmussen and represents the average over five consecutive Januaries. This figure indicates that the intensity of the jet stream on the eastern side of the Tibetan Plateau is intensified significantly by the mountains. Also, the local maximum of zonal flow appears over the southeastern part of the United States, i.e., on the eastern side of the lee trough of the Rocky Mountains, again resulting from incorporation of the effects of mountains. In general, the values of the local maxima of the isolachs in the upper troposphere of the M-model are less than the corresponding values in the actual atmosphere. However, it is encouraging that the distribution of the isolachs in the upper troposphere of the M-model is more realistic than that of the NM-model.

Bolin (1950) discussed the influence of circular mountains on the general character of the westerly flow by obtaining a steady-state solution of a simple barotropic model. His solution shows a trough in the lee of the mountain and an intensified zonal flow on the southeastern side of the lee trough. These results seem to be in excellent qualitative agreement with results from the present study.

As mentioned in the Introduction, Kasahara and Washington (1971) performed numerical experiments...
which are very similar to those of the present study. However, they did not find a significant difference in the intensity of the jet stream resulting from the incorporation of the effects of mountains. The reasons their results differ from the present experiments is not clear.

4) 30-MB LEVEL

Fig. 4.1c shows that at the 30-mb level of the M-model, the intensity of the time-mean zonal current is too strong by a factor of more than 2. However, the circumpolar vortex has an elongated shape and resembles the vortex prevailing in the actual winter stratosphere. Also, an anticyclone is located over the Aleutian Archipelago in agreement with the features of the actual atmosphere. On the other hand, the distribution in the NM-model stratosphere is less realistic and there is no Aleutian anticyclone. Recently, qualitatively similar results were obtained by Washington (1973). It should be pointed out, however, that the maps represent the average height distribution over the 40-day period during which the distribution changes markedly (see Appendix A). Therefore, the map does not represent a quasi-stationary state. Nevertheless, the elongation of the polar vortex in the NM-model stratosphere is much less than that in the M-model stratosphere, indicating the importance of mountains in maintaining the stationary eddy disturbances in the stratosphere.

5) VERTICAL STRUCTURE

In order to discuss the vertical structure of the stationary disturbances in the model atmospheres, we present in Fig. 4.5 a comparison of the longitude-height distributions of the time-mean meridional component of the wind along the 45N latitude circle in the model.

![Diagram](image)

Fig. 4.5. The longitude-height distribution of the time-mean meridional component of wind (m sec⁻¹) along the 45N latitude circle: top, observed [Oort and Rasmusson (private communication) average over five Januaries, 1959–63]; middle: the M-model; bottom, the NM-model.
atmospheres with the corresponding distribution in the actual atmosphere (Oort and Rasmusson, private communication). We see that the amplitude of the stationary disturbances in the M-model atmosphere is significantly larger than the observed value. Nevertheless, the general features of the distribution of the time-mean meridional component of the wind in the M-model atmosphere agree well with those in the actual atmosphere. On the other hand, the corresponding distribution in the NM-model atmosphere is not realistic. The comparison between the M- and NM-models suggests that mountains affect the distribution of stationary disturbances, particularly in the upper troposphere and the stratosphere of the winter hemisphere.

In the meridional cross sections for the model atmospheres (Fig. 4.5), some of the zero lines tilt westward with increasing height. Smagorinsky (1953) obtained qualitatively similar results in his theoretical study mentioned earlier. Using the so-called thermal wind relationship, one can show that such a tilt implies relatively warm air in front of pressure troughs and relatively cold air in the rear of troughs. The positive correlation between temperature and meridional wind in the M-model atmosphere may be noted by comparing Fig. 4.5 with Fig. 4.6 which shows the longitude-height cross sections of temperature deviation from the zonal mean in both models. Because of the positive correlation, the wave with westward tilt transports heat poleward. In Section 6, it is shown that the stationary eddies in the M-model atmosphere indeed transport heat poleward very efficiently.

6) RECENT THEORETICAL STUDIES

The results so far yield the impression that, during winter, the relative importance of the influence of mountains upon the stationary flow field increases with increasing altitude. This impression agrees with the consensus reached in the earlier studies by Bolin (1950), Smagorinsky (1953) and Döös (1962). However, it does not agree with the recent result obtained by Sankar-Rao (1965) and Sankar-Rao and Saltzman (1969). Using a simple quasi-geostrophic framework, Sankar-Rao (1965) computed the effects (on the atmospheric motion) of the lifting of a latitudinally uniform zonal current of air by a realistic continental elevation. In his study, the shape of the continental elevation is represented by 0th to 15th degree spherical harmonics). Although the computed response had significant magnitude, it hardly resembles the actual distribution of the stationary flow field in winter. These results of Sankar-Rao seem to be quite different from those of the present study which suggests the importance of mountains for maintaining the stationary disturbances observed in the upper troposphere and the stratosphere. The difference may be due to the phenomenon of quasi-resonance. Sankar-Rao pointed out that his solution is affected very much by quasi-resonance which takes place when the wavelength of the free atmospheric mode coincides with the characteristic scale of the mountains. In their study of the effects of orography, Charney and Eliassen (1949) adjusted the drag coefficient such that it was large enough to suppress the
phenomenon of quasi-resonance and so obtained realistic results. Quasi-resonance may not be a significant phenomenon in a general circulation model of the atmosphere in which the effects of nonlinear interaction among large-scale eddies and the effects of subgrid viscosity are incorporated in addition to the effects of surface friction considered in Sankar-Rao's theoretical model.

Following the study described above, Sankar-Rao and Saltzman (1969) evaluated the response of a quasigeostrophic atmosphere to idealized heating. Based upon this study, Saltzman (1968) concluded that a good deal of the variance of the mean state in mid-latitudes is already explainable by asymmetric surface heating. However, the results of the present study indicate that thermal effects do not account for the essential features of the flow field in the upper troposphere and the stratosphere. The difference between the two results may be caused by the difference in the vertical distribution of the heating rate. In Fig. 4.7, the vertical profiles of the heating rate used by Sankar-Rao and Saltzman (1969) in their theoretical study are shown. For the sake of comparison, the vertical profile of the rate of heating due to dry and moist convection and condensation at 45N of the NM-model is added to the figure. The contribution of radiative cooling is not included in this heating rate because it has little longitudinal variation in the model atmosphere and may not affect the amplitude of stationary disturbances directly. (The latitude-height distribution of the rate of heating in the M-model may be found in Fig. 4.8.) The heating profile adopted for the final result of Sankar-Rao and Saltzman (1969) is shown by the curve labeled $\gamma = 0.75$. Accordingly, the relative magnitude of the heating rate in the upper troposphere of their model is larger than the correspond-

ing rate for the NM-model. As is evident from the results of Sankar-Rao and Saltzman, the excessive heating rate tends to increase the relative magnitude of the response of the upper tropospheric flow field to the heating. This is probably the reason why they get a realistic variance of the mean state by the thermal effect alone, whereas the variance of the meridional component of the stationary wind is relatively small in the upper troposphere of the NM-model. There are other differences in the computation of heating rate. Sankar-Rao and Saltzman assumed that the atmospheric heating is proportional to the air-sea (land) temperature difference. In the model atmosphere used for the present study, the heat of condensation and sensible heat flux are computed by more explicit methods as described in Section 2. Therefore, even if the horizontal distribution of heating determined in their study is significantly different from the heating in the NM-model atmosphere, it is not surprising.

So far, we have speculated why the relative importance of the effects of thermal heating in determining the stationary flow field in the upper troposphere differs between our numerical model and that of Sankar-Rao and Saltzman. In order to pinpoint the real cause for this difference, it is necessary to carry out more numerical experiments and theoretical studies designed for this purpose.

Finally, it should be pointed out here that an important ambiguity exists when one tries to determine the effect of heating upon the large-scale flow field based upon the results from numerical experiments such as those described in this study. As Fig. 4.3 indicates, mountains alter the thermal forcing by modifying the distributions of precipitation and the sensible heat flux from the earth's surface. In other words, the distribution of heating in the M-model is not the same as that of the NM-model. Therefore, one cannot separate the influences of thermal forcing from those of orography upon the circulation in a model atmosphere. These two effects interact with each other.

b. Southern Hemisphere

The time-mean distributions of the geopotential heights of isobaric surfaces in the Southern Hemisphere of both model-s's are compared with those in the actual atmosphere in Fig. 4.9. According to this comparison, the agreement between the computed and the observed is poor. At the 1000-mb level of the actual atmosphere, a belt of large pressure gradient is located at 40-60S indicating the predominance of strong surface westerly winds around these latitudes (the so-called roaring forties). This important feature is almost missing from both model atmospheres. Accordingly, sea level pressure of the model atmospheres is not very realistic. As pointed out in Section 3C, this difficulty may be related to the systematic error involved in the finite-difference computation of the pressure gradient force. This error

![Fig. 4.7. Vertical profiles of the heating function adopted in the theoretical study of Sankar-Rao and Saltzman (1969), solid lines, and the vertical profile of zonal mean heating rate along 45N of the NM-model, dashed line. Here, the heating rate implies the rate of heating of the atmosphere due to moist convection, condensation and sensible heat flux from the earth's surface.](image-url)
seems to become very serious in areas of steep topography such as the Andes and Antarctica. Therefore, it is desirable to reexamine the effect of mountains, particularly in the Southern Hemisphere, after this bias is removed from the model. At the 500-mb level the geopotential height field is close to axial-symmetric in both the actual and the model atmospheres. This result is consistent with the fact that a large-scale mountain range which could maintain stationary disturbances is missing in the Southern Hemisphere except in the polar region.

5. Cyclogenesis

It has been pointed out that cyclones tend to form in the lee of major mountain ranges such as the Tibetan Plateau and the Rocky Mountains (e.g., Petterssen, 1956). In order to determine how mountain ranges affect the frequency of cyclogenesis in the model atmosphere, a survey of the frequency of cyclogenesis was made for both M- and NM-atmospheres; the results are shown in Fig. 5.1. In this figure the locations of cyclogenesis are identified by black dots and the trajectories of cyclone centers are indicated by streaklines. If a low center emerges in the map of sea level pressure with a contour interval of 2.5 mb, it is regarded as cyclogenesis. The period of the analysis is 45 days for both models, and cyclones which already existed at the beginning of the period are excluded. The comparison between the results from the M-model and those from the NM-model indicate that major mountain ranges such as the Rocky Mountains or the Tibetan Plateau significantly increase the frequency of cyclogenesis in their lee.

In order to show the comparison between the distribution of the frequency of cyclogenesis in the M-model atmosphere and that in the actual atmosphere, we show in Fig. 5.2 the observed percentage frequency of cyclogenesis and of cyclone centers in winter (Petterssen, 1956). In general, the streakline map of the M-model shown in Fig. 5.1 compares favorably with the cyclogenesis and cyclone center maps of Fig. 5.2 except in the lee of the European Alps which is too small to be resolved by the finite-difference grid of the M-model. An attempt to examine the statistics of cyclogenesis in a model atmosphere has been made by Miyakoda et al. (1972), who pointed out that the area of frequent cyclogenesis in their numerical weather prediction model agrees with those in the actual atmosphere. The present results suggest that mountains play a major role in determining the geographical distribution of cyclogenesis in the atmosphere.

Lee cyclogenesis is usually considered to be primarily a consequence of vertical stretching of air columns associated with the downslope motion at the earth’s surface. Analyzing the evolution of the circulation during the period of lee cyclogenesis, Newton (1956) obtained a somewhat more sophisticated picture of the phenomenon. He found that cyclogenesis took place when the region of the strongest upward motion at the 500-mb level, directly beneath the upper-tropospheric jet stream, became superimposed over the band of maximum vertical stretching in the lower troposphere. It should be pointed out, however, that most of cyclogenesis in the lee of the Tibetan Plateau takes place off the coast of southern China where downslope motion does not exist. Therefore, one has to consider other mechanisms in order to account for this type of cyclogenesis. As pointed out by Bolin (1950) and confirmed by the present study, a mountain tends to increase the intensity of the jet stream on the southeastern side of the first lee trough downstream. It is highly probable that the increased baroclinicity due to this intensification of the jet stream is partly responsible for the enhancement of cyclogenesis in the lee of major mountain ranges, i.e., over the South China Sea and the southeastern United States. Another important factor which may influence the genesis and the development of cyclones is airmass modification. In the preceding section, it is pointed out that mountains intensify and shift northward the anticyclone over the Eurasian continent and are responsible for the maintenance of
Fig. 4.9. Time-mean geopotential height maps at 1000 mb (left) and 500 mb (right) in the Southern Hemisphere. Units for 1000-mb case: geopotential meters; for 500-mb case: geopotential decameters. Top, observed (Taljaard et al., 1969); middle, the M-model; bottom, the NM-model.
the Siberian high. The outflow of cold air along the periphery of the Siberian high enhances the modification of the air mass off the east coast of China (Fig. 4.3) and may influence the genesis and the development of cyclones in this general area. Obviously, some of this discussion is based upon speculation. In order to study how mountains actually influence cyclogenesis, synoptic analyses of the mechanism of cyclogenesis must be made in the model as well as in the actual atmosphere.

6. Transports by large-scale eddies

The results of Section 3d indicate that the topography of the earth’s surface significantly alters the distribution of eddy kinetic energy between the stationary and the transient disturbances. In this Section, we consider how mountains affect the relative importance of stationary and transient eddies in transporting various quantities such as heat, angular momentum and moisture. In
Fig. 6.1. Northward eddy transport (vertical integral) of heat (top) in units of $10^{20} \text{ J day}^{-1}$, angular momentum (middle) in units of $10^{21} \text{ gm cm}^{-2} \text{ sec}^{-1} \text{ day}^{-1}$, and moisture (bottom) in units of $10^{24} \text{ gm day}^{-1}$. Left, the M-model; right, the NM-model.
Fig. 6.2. Observed average over five Januaries of northward eddy transport of heat (left), angular momentum (center) and moisture (right). (After Oort and Rasmusson, 1971.)

Fig. 6.1, the latitudinal distributions of the northward transport of these quantities due to each eddy component are shown for both M- and NM-models. Here, the stationary and the transient components of the northward transport of a quantity \( r \) are defined by \( 2 \pi a \cos \theta (\delta' r') \) and \( 2 \pi a \cos \theta \left[ (\delta')^2 (r')^2 \right] \), respectively (\( a \) is the radius of the earth and \( \theta \) the latitude). This figure clearly indicates that, in general, the effects of mountains increase the northward transports of various quantities by stationary eddies but decrease the transport by transient eddies. Accordingly, the total northward eddy transport, i.e., the sum of the contribution from both eddies, is altered less than the change in transport by each eddy component. The effects of mountains upon the eddy transports described above are particularly evident in the Northern Hemisphere which is occupied by large-scale major mountain ranges.

Fig. 6.1 indicates that, in the Northern Hemisphere M-model atmosphere, heat transport by stationary eddies is larger than that by transient eddies. Since the eddy kinetic energy of stationary disturbances is less than that of transient disturbances (see Fig. 3.4), this

Fig. 7.1. Latitudinal distribution of mountain torque. The estimates of actual torque by Newton (1971) and Oort and Bowman (1974) are indicated by dots and crosses, respectively. Solid line, M-model.
result suggests that stationary disturbances transport heat more efficiently than transient ones. If one compares the longitude-height cross section of the time-mean distribution of meridional wind along 45N (Fig. 4.5) with that of the temperature anomaly along the same latitude circle, shown in Fig. 4.6, one finds that the cold anomaly around 135E occupies the region of strong northerly flow, whereas the warm anomaly around 135W coincides with the region of southerly flow. (This result is consistent with the westward tilt of the stationary trough mentioned in Section 4a5.) Since there is a positive correlation between the temperature anomaly and the meridional component of wind, stationary disturbances transport heat poleward very effectively in the Northern Hemisphere.

In his theoretical study, Bolin (1950) pointed out

---

**Fig. 7.2.** Latitudinal distribution of total torque, i.e., the sum of surface torque and mountain torque. Solid line, the M-model; dashed line, the NM-model.

**Fig. 7.3.** Latitudinal distribution of the northward transport of absolute angular momentum: dashed line, eddy; solid line, meridional circulation; dotted line, horizontal diffusion; solid-then-dashed line, total. Left side, the M-model; right side, the NM-model.
that the trough of the stationary disturbance generated in the lee of a circular mountain tends to tilt from southwest to northeast and thus transports angular momentum poleward. Similar tilting of the trough is evident in the time-mean map of geopotential height of the 500 and 300-mb surfaces in the M-model atmosphere shown in Fig. 4.1. Accordingly, stationary disturbances in the M-atmosphere transport angular momentum poleward. The comparison between the latitudinal distribution of eddy kinetic energy (Fig. 3.4) and that of angular momentum transport in the M-model atmosphere (Fig. 6.1) reveals that stationary eddies transport angular momentum more effectively than transient eddies do. Stationary disturbances also transport moisture poleward. However, the transport by stationary eddies is significantly less than that of transient eddies. Comparison of Figs. 6.1 and 3.4 indicates that the former is as efficient as the latter.

According to the comparison between the eddy transports in the M-model atmosphere and those in the actual atmosphere shown in Fig. 6.2, the transport by stationary disturbances is too large whereas that by transient disturbances is too small in the M-model atmosphere. This result may be consistent with the fact that the kinetic energy of stationary eddies is too large but that of transient eddies is much too small in the M-model atmosphere. It should be noted, however, that the heat transport by stationary disturbances in the actual atmosphere is also so efficient that it is larger than the transient eddy transport in certain latitudes even though the kinetic energy of stationary disturbances is much smaller than that of transient disturbances.

7. Angular momentum budget

White (1954) and Widger (1949) showed that mountain torque in the Northern Hemisphere, though generally smaller than frictional torque, is of the same order of magnitude and thus cannot be neglected. The latitudinal distribution of the mountain torque in the M-model atmosphere shown in Fig. 7.1 together with the estimates of this quantity in the actual atmosphere by Newton (1971) and Oort and Bowman (1974). In the Northern Hemisphere of the M-model, the mountain torque is positive in both high and low latitudes but has large negative values in middle latitudes in qualitative agreement with the estimates of the actual mountain torque by Newton and Oort and Bowman. In the Southern Hemisphere, it is negative in middle and low latitudes and is positive in very high latitudes. In general, the mountain torque in the Southern Hemisphere, which is covered mostly by oceans, is

\[^{6}\] This mountain torque is computed from the vertical mass integral of the pressure gradient force because the conventional method of evaluating mountain torque yields unreasonable results in the latitude belt of the steep Andes Mountain ranges. For further details, see Appendix B.
considerably smaller than that in the Northern Hemisphere which is occupied by major mountain ranges.

Mountains influence the angular momentum budget of the atmosphere through mountain torque. They also change the torque due to surface wind stress by altering the surface wind vectors. In order to show the net effect of topography upon the distribution of total torque, Fig. 7.2 compares the latitudinal distribution of total torque in the M-model with that in the NM-model. According to this comparison, the net effect of orography upon the latitudinal distribution of total torque is not negligible but relatively small in the model with the insolation of perpetual January.

In a quasi-steady state, the total surface torque discussed above should be compensated by the effects of angular momentum transport by atmospheric motion. Fig. 7.3 shows the latitudinal distributions of the northward transport of angular momentum due to various components of flow in the model atmosphere. This figure clearly indicates that not only the transport by large-scale eddies but also that by meridional circulation is affected little by mountains. Particularly, the distribution of the net transport due to all components in the M-model atmosphere coincides very well with the corresponding distribution in the NM-atmosphere. This indicates again the smallness of the effects of orography upon the overall balance of angular momentum.

8. Energetics

a. Stationary disturbances in the troposphere

Assuming the hydrostatic relationship, the equation describing the budget of kinetic energy of stationary eddies is given by

\[
\frac{\partial \vec{V}^*}{\partial t} = - \left[ \vec{V}^* \cdot \left( \nabla_\mathcal{H} + \frac{\partial \vec{V}^*}{\partial \rho} \right) \right] + \left[ \vec{V}^* \cdot \vec{F}^* \right] = 0.
\]

(8.1)

In these equations, \( \vec{V} \), \( \nabla_\mathcal{H} \), \( \phi \), \( t \) and \( \vec{F} \) are the horizontal wind vector, horizontal nablal operator, geopotential height of isobaric surface, time, and horizontal frictional force due to subgrid-scale eddies, respectively. For the definitions of zonal and time mean operators, \( [ \cdot ] \) and \( \langle \cdot \rangle \), and that of the deviations from zonal means, \( ( \cdot )^* \), see the first paragraph of Section 3d. The second term on the right-hand side of (8.1) may be subdivided further as

\[
- \left[ \vec{V}^* \cdot \nabla_\mathcal{H} \phi^* \right] = - \left[ \vec{\omega}^* \cdot \vec{z}^* \right] - \left[ \nabla_\mathcal{H} \cdot (\vec{V}^* \delta^*) + \frac{\partial}{\partial \rho} \left( \vec{\omega}^* \delta^* \right) \right].
\]

(8.2)

where \( \omega \), \( \alpha \) and \( \rho \) denote vertical \( \rho \)-velocity, specific volume of air and pressure, respectively. Combining

![Fig. 8.3. Spectrum of the vertical mass integral of eddy conversion for the latitude belt between 40 and 50N: solid line, M-model; dashed line, NM-model. Top, total; middle, stationary; bottom, transient. The vertical integral includes both the stratosphere and the troposphere.](image)

(8.1) and (8.2), we have

\[
\frac{\partial \vec{V}^*}{\partial t} = - \left[ \vec{V}^* \cdot \left( \nabla_\mathcal{H} + \frac{\partial \vec{V}^*}{\partial \rho} \right) \right] + \left[ \vec{V}^* \cdot \vec{F}^* \right] = 0. \quad (8.3)
\]

![Fig. 8.4. As in Fig. 8.3 except for eddy kinetic energy.](image)
The first term in the right-hand side of (8.3) represents the contribution of the energy exchange between stationary eddies and other components of flow such as transient eddies and zonal currents. The second term denotes the conversion of potential energy into the kinetic energy of stationary disturbances, the third term represents the energy exchange with the surroundings through pressure interaction, and the fourth term represents the contribution of dissipation.

In order to show how the energetics of stationary disturbances in the model troposphere is affected by the effects of mountains, we present in Fig. 8.1 the latitudinal distributions of three of the four components of the energy budget identified in (8.3). The left and right parts of the figure represent the distribution for the M- and the NM-models, respectively. According to this comparison, the rate of stationary eddy conversion increases markedly in the middle latitudes of the Northern Hemisphere resulting from the incorporation of the effects of mountains into the model. This is probably the major reason why the kinetic energy of stationary disturbances increases due to mountain effects. In his observational study, Holopainen (1970) estimates how mountains influence the mass integral of the first term of (8.4) through boundary forcing. Based upon his analysis, he concluded that the effect of mountains upon the energy budget of stationary disturbances is small. Unfortunately, it was not possible to compute the first term before the dismantling of the computer used for this study. Nevertheless, the present results indicate the profound effects of mountains upon the energetics of stationary eddies in the model troposphere, particularly on the rate of stationary eddy conversion.

The increase of the stationary component of eddy conversion mentioned above is accompanied by the increase of the energy transfer from zonal to eddy available potential energy. This is underscored by the fact that the poleward transport of heat by stationary eddies increases markedly due to the effect of mountains (see Section 6).

Fig. 8.1 also reveals that mountains influence not only the rate of eddy conversion but also the stationary component of pressure interaction. The pressure interaction is responsible for removing the energy from middle latitudes to low latitudes in the Northern Hemisphere of the model. As discussed in the latter part of this section, it also transports large amounts of energy into the stratosphere of the Northern Hemisphere and plays an important role in maintaining the kinetic energy of stationary disturbances there.

The remarkable increase of stationary eddy conversion in the Northern Hemisphere of the model resulting from the incorporation of the effects of mountains is also evident in Fig. 8.2 in which the latitude-height distributions of total, stationary and transient eddy conversion in the M-model atmosphere are compared with those in the NM-model atmosphere. The figure also shows that the rate of transient eddy conversion decreases significantly in response to the increase of the stationary eddy conversion mentioned above. Because of this compensation, the total eddy conversion is affected little by the effects of mountains in the model troposphere. A similar tendency of compensation is evident between the kinetic energy of stationary eddies and that of transient disturbances as discussed in Section 3.

In order to examine how the longitudinal scale of eddy conversion in the atmosphere is affected by mountains, stationary and transient eddy conversion in both model atmospheres are subdivided into the contributions from different longitudinal wavenumbers. Fig. 8.3 shows the results of the analysis for the latitude belt ranging from 40 to 50N. According to this figure,
mountains markedly increase the stationary eddy conversion which takes place at very low wavenumbers, i.e., 1-3. They also decrease the wavenumber of maximum transient eddy conversion from 5 to 4. Therefore, the longitudinal scale of total eddy conversion (sum of transient and stationary components) increases significantly as a result of incorporating the effects of mountains. Saltzman and Fleisher (1961) estimated the wavenumber spectrum of total eddy conversion in the actual atmosphere. Their results indicate that the maximum total eddy conversion takes place at wavenumbers which are smaller than the wavenumber of maximum baroclinic instability. Based upon their result, they speculated that mountains may be partly responsible for increasing the longitudinal scale of eddy conversion. Their speculation seems to be consistent with the present results.

In response to the increase in the characteristic scale of eddy conversion mentioned above, the scale of large-scale disturbances in the model atmosphere also increases when mountains are included in the model. Fig. 8.4 shows the wavenumber spectrum of eddy kinetic energy in both model atmospheres. Here eddy kinetic energy represents the vertical mass integral in the latitude belt ranging from 40 to 50N. This figure indicates that mountains significantly increase the kinetic energy of stationary eddies, which have very low wavenumbers, and contribute to the net increase of the characteristic scale of disturbances in the model atmosphere. It seems to be significant that the longitudinal scale of transient eddies also increases due to mountain effects. This increase is consistent with the similar increase in the scale of transient eddy conversion mentioned earlier.

b. Stationary disturbances in the stratosphere

It has been pointed out by Oort (1964) and others that the major source of kinetic energy of the stratospheric disturbances is the supply of energy from the troposphere through eddy pressure interaction. Fig. 8.5 shows the latitude-height distribution of the vertical component of eddy pressure interaction in both the M- and NM-atmospheres. The contributions of stationary, transient and total eddies are shown separately. In the Northern Hemisphere of the model, the energy exchange between the troposphere and the stratosphere through the stationary component of eddy pressure interaction increases appreciably as a result of incorporating the effects of mountains. On the other hand, the energy exchange through the transient component of eddy pressure interaction decreases somewhat. Since the increase of the stationary component is much larger than the decrease of the transient component, total eddy pressure interaction increases as described above. It should be noted that, in the M-model stratosphere, most of the energy supplied from the troposphere is accomplished by the stationary component of eddy pressure interaction.

Fig. 8.3 reveals that the longitudinal scale of the stationary eddy conversion in the model troposphere is very large. Accordingly, the stationary component of eddy pressure interaction also has a large longitudinal scale, and the upward flux of energy due to this component does not attenuate with height as rapidly as the transient component. [See Charney and Pedlosky (1963) for the theoretical discussion of the attenuation of upward flux of energy.] Since the stationary eddy conversion in the model troposphere increases markedly due to the effects of mountains, the upward flux of energy due to stationary eddy pressure interaction also increases. This is why the energy supplied by the pressure interaction is so large in the M-model stratosphere as compared to the NM-model. The marked increase in the upward flux of energy resulting from the incorporation of mountains is noted by Washington (1973).

In addition to pressure interaction, conversion of potential energy into eddy kinetic energy plays an important role in the energy budget of the stratosphere of the winter hemisphere. As Fig. 8.2 indicates, the rate of stationary eddy conversion in the M-model stratosphere increases markedly as a result of incorporating the effects of mountains. This increase in higher latitudes far offsets the contribution of the negative stationary eddy conversion which appears in lower latitudes. Recent observational studies of Dopplbeck (1971) indicate that in the high latitude region of the winter stratosphere, eddy conversion is often positive7 in qualitative agreement with the results of the present study.

Fig. 8.6 shows the latitudinal distributions of three of the components of the budget of eddy kinetic energy of stationary disturbances in the stratosphere of both models. The three components are eddy conversion, pressure interaction and dissipation, as given on the right-hand side of (8.3). According to this figure, the influence of mountains upon the energetics of stationary disturbances is very large in the Northern Hemisphere, whereas it is small in the Southern Hemisphere of the model. As pointed out already, mountains markedly increase the rate of stationary eddy conversion in high latitudes. Also, they increase the contribution of pressure interaction in the middle latitudes and the subtropics of the Northern Hemisphere of the model. The contribution of dissipation is small in the stratosphere of both models. Nevertheless, it is much larger in the M-model than in the NM-model. If one adds up the contributions of these three components in the

---

7 The positive eddy conversion is noted earlier by many authors (e.g., Reed et al., 1963; Miyakoda, 1963; Mahlman, 1969).
M-model stratosphere, one gets large positive values in the high latitudes of the Northern Hemisphere. This positive value has to be compensated by another term which is not computed in this study i.e., energy exchange between stationary eddies and zonal currents or transient eddies.

9. Precipitation

The effects of mountains upon the global distribution of precipitation was discussed earlier by Manabe and Holloway (1970)8 based upon the results from the model with low computational resolution. Since the basic features of their results are similar to the present results, a very brief description of the difference between the distribution of precipitation of the M-model and that of the NM-model is made here.

As is known, mountain ranges force upward motion and accordingly cause adiabatic cooling of air and induce precipitation. They also block air flow and markedly alter the way in which heat and moisture are transported. Therefore, it is expected that mountain ranges significantly affect the distribution of precipitation. However, Kasahara and Washington (1971) noted that the global distribution of precipitation of their model is hardly affected by mountains. In this respect, their results differ from the results of the present study described below.

Fig. 9.1 shows the distribution of daily precipitation of both models averaged over the last 45-day period of the time integration. According to this comparison, the distribution of precipitation of the M-model is much less zonal than that of the NM-model, particularly in the Northern Hemisphere. For example, a zonal belt of moderate precipitation is evident in the middle latitudes of the NM-model, whereas in the M-model, it is interrupted by an area of meager precipitation over the central parts of the Eurasian and the North American continents due to the blocking effect of the Tibetan Plateau and the Rocky Mountains. Also, a belt of heavy precipitation runs in the meridional direction along the western slope of the Rocky Mountain range of the M-model. In the Southern Hemisphere of the NM-model, the subtropical dry zone of the eastern Pacific penetrates into the South American continent of the NM-model, where it is limited to the oceanic region in the M-model due to the blocking effect of the Andes Mountains. In short, the present results indicate that mountain ranges tend to increase significantly the variation of climate in the zonal direction.

10. Conclusions

The M-model simulates some of the essential features of the flow field in the Northern Hemisphere in January. The simulation of the flow field in the Southern Hemisphere has much to be desired. Particularly, the intense surface westerlies in the middle latitudes of the Southern Hemisphere are almost missing in the M-model.

The comparison between the M-model atmosphere and the NM-model atmosphere yields the following conclusions:

1) In general, the distribution of the stationary flow field in the M-model atmosphere is more realistic than that in the NM-model atmosphere. The effects of mountains are indispensable for the successful simulation of the stationary flow field, particularly in the upper troposphere and stratosphere. On the other hand, the thermal effects seem to be important in the lower troposphere.

2) The distribution of the mean geopotential height of the isobaric surfaces in the upper troposphere of the M-model shows that the stationary trough is located in the lee of major mountain ranges such as the Tibetan Plateau and the Rocky Mountains. The trough tilts from southwest to northeast indicating the northward transport of angular momentum. The area of maximum westerlies appears to the east of the trough.

3) An intense stationary cyclone forms over the Aleutian Archipelago in the lower troposphere of both the M and NM models. This result suggests that mountains are not necessary for the formation of the Aleutian low.

4) The Tibetan Plateau is responsible for the intensification and the northward shift of the lower tropospheric anticyclone over the Eurasian continent. In other words, it plays a very important role for the maintenance of the Siberian high.

5) The M-model simulates successfully some of the qualitative features of the stationary flow in the stratosphere such as the Aleutian anticyclone and the intense trough over the North American continent. However, the intensity of the zonal wind in the model stratosphere is much stronger than the observed wind. The flow field in the NM-stratosphere appears to be more zonal and is much less realistic though it fails to reach a quasi-steady state toward the end of the time integration.

6) In the Southern Hemisphere of the M-model, the effects of mountains upon stationary disturbances are relatively small because of the lack of large-scale mountains in middle latitudes. Accordingly, the flow field tends to be more zonal than in the Northern Hemisphere.

7) The kinetic energy of stationary disturbances increases appreciably whereas that of transient eddies decreases as a result of incorporating the effects of mountains into the model. Because of these two compensating tendencies, the total eddy kinetic energy in the model troposphere is affected little by mountains.

8) A similar tendency of compensation between the stationary and transient components is evident in the northward transport of heat, angular momentum and moisture by large-scale eddies.

---

8 See Holloway and Manabe (1971) for the detailed discussion of the distribution of precipitation in the M-model.
9) Although mountain torque is not necessarily negligible in the budget of angular momentum in the M-model atmosphere, the latitudinal distribution of total poleward transport of angular momentum in the M-model atmosphere differs little from that of the NM-model atmosphere.

10) The conversion of potential energy into kinetic energy of stationary disturbances in the Northern Hemisphere of the model increases markedly due to the incorporation of mountain effects. This is the major reason for the increase of the kinetic energy of stationary disturbances mentioned above. Mountains, however, reduce the rate of transient eddy conversion such that the total eddy conversion in the model troposphere is hardly altered due to the effects of mountains.

11) The wavenumber analysis of total eddy conversion indicates that mountains are responsible for appreciably increasing the longitudinal scale of eddy conversion in the model atmosphere. This increase chiefly results from the large increase of the stationary component of eddy conversion which takes place at very low wavenumbers. It should be pointed out that the characteristic scale of the transient component of eddy conversion also increases somewhat as a result of incorporating the effects of mountains.

In response to the increase of the characteristic scale of eddy conversion mentioned above, the longitudinal scale of the disturbance also increases significantly. Again, this increase mainly results from a marked increase of the kinetic energy of stationary eddies at very low wavenumbers.

12) The energy exchange between the stratosphere and the troposphere through the stationary component of eddy pressure interaction is enhanced very much in
the Northern Hemisphere of the model by the effects of mountains. This is a major reason why the eddy kinetic energy of the stationary disturbances in the M-model stratosphere is much larger than that in the NM-model stratosphere. A secondary reason is the increase of stationary eddy conversion in high latitudes of the Northern Hemisphere of the model caused by the incorporation of mountain effects.

13) A major mountain range such as the Tibetan Plateau or the Rocky Mountains tends to increase the probability of cyclogenesis in the lee of the mountain range.

14) The distribution of the time-mean rate of precipitation in the M-model atmosphere is much less zonal and more realistic than that in the NM-model atmosphere.
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APPENDIX A

Period of Time Averaging

In this study, various fundamental variables such as the flow field and the geopotential height of an isobaric surface are separated into two parts, i.e., stationary and transient. One can compute the stationary component of a field by taking the time average over a certain period of time. It is desirable that the period of time averaging chosen be long enough so that the stationary component no longer depends upon the length of the averaging period. Such a condition is satisfied when the averaging period is longer than the time scale of most of the atmospheric disturbances.

Fig. A1 shows the geopotential height maps of the 500-mb surface of the NM-model averaged over various lengths of time. According to this figure, the time-mean distribution of geopotential height depends little upon the period of averaging if the period is longer than 30 days. Therefore, the averaging period of 40 days adopted for this study should be long enough for getting a stationary component.

Unfortunately, similar situations do not hold for the model stratosphere, where the characteristic time scale of disturbances seem to be much longer. Fig. A2 shows how a 10-day mean distribution of geopotential heights of the 30-mb level of the M-model and NM-model changes with time. The day numbers in this figure indicate the number of model days which have passed since the computational grid size is changed from about 500 km to 250 km. (The initial condition for the NM-model run is the state of the high resolution M-model atmosphere on the 60th day of its time integration). This figure shows that the distributions of geopotential height of both models (particularly the NM-model) continuously changed throughout the period of the time integrations. For example, an elongated planetary wave in the NM-model stratosphere changes into an almost circular vortex shortly after the elimination of mountains. However, the vortex elongated again toward the end of the integration of the NM-model. These results indicate that the averaging period of 40 days is too short for getting stationary disturbances in the stratosphere. Therefore, it is desirable to extend the time integration further. This was not done because of limited computer time.

APPENDIX B

Computation of Mountain Torque

The zonal component of torque exerted by mountains upon the atmosphere, $M_1$, may be evaluated from

$$M_1 = -a \cos \theta \left[ \frac{\partial Z_\lambda}{a \cos \theta} \right],$$

(A1)

where $a$ is the radius of the earth, $\theta$ and $\lambda$ are latitude and longitude, $Z_\lambda$ and $p_\theta$ are the height and pressure of earth's surface, and the brackets and the overbar denotes the zonal and time-mean operator, respectively.

On the other hand, the mountain torque may be computed by mass-integrating the torque due to pressure gradient force throughout the entire vertical column of the atmosphere. The mountain torque thus

Fig. A2. Ten-day mean maps of geopotential height of the 30 mb-level: left, the M-model; right, the NM-model. Units: geopotential decameters.
computed is identified here as $M_2$ and is given by

$$M_2 = -a \cos \theta \int_0^1 \left[ \frac{\partial \phi}{a \cos \theta \cdot \partial \lambda} \right] \rho_n \, d\sigma, \quad (A2)$$

where $\sigma = \rho / \rho_n$, and $(\ )_n$ indicates differentiation on the isobaric surface. For further explanation of pressure gradient force, see Holloway and Manabe (1971).

Fig. A3 shows the latitudinal distributions of mountain torque in the model atmosphere which are estimated by using these two different equations, i.e., (A1) and (A2). According to this comparison, the two distributions disagree markedly with each other in the latitude belt of the Andes Mountains. Fig. A4, which shows the longitudinal distribution of surface height $Z_s$, indicates that a very sharp peak of the Andes Mountains is very poorly handled by the finite-difference grid system adopted for this study. Therefore, it is probable that the large discrepancy mentioned above is chiefly caused by the large truncation error of finite-difference computation.\(^8\) As speculated in Section 4, this inconsistency in the finite-difference computation of the pressure gradient force may be partly responsible for the unrealistic features of the sea level pressure in the neighborhood of steep topography such as Antarctica or Greenland. Further improvement of the computation of the pressure gradient force is desirable.

The latitudinal distribution of mountain torque, which is discussed in Section 7, represents $M_2$, i.e., the

\(^8\)Because of the limited length of computer time available toward the end of this project, $M_2$ was computed by use of data taken with the interval of 48 hr rather than 24 hr. Therefore, the difference between $M_1$ and $M_2$ may partly be due to the sampling error. The magnitude discrepancy in the latitude belt of the Andes Mountains is too large to be explained by this cause.
mountain torque experienced by the model atmosphere rather than the torque exerted by mountain surface.
As one would expect, the balance requirement of angular momentum in the model atmosphere is satisfied better by choosing $M_\alpha$-torque rather than $M_\beta$-torque.
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