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ABSTRACT

A global general circulation for mean January conditions has been conducted with a nine-level, wave-
number 15 (rhomboidal) spectral model. A semi-implicit algorithm has been used in the time integration,
thereby enhancing computational economy. The simulation reproduces many qualitative aspects of the
observed January climatology confirming this type of model as an attractive alternative to models using

finite-difference formulations.

1.  Introduction

Most global general circulation modeling experi-
ments conducted hitherto have used the finite-difference
or grid-point techniques for calculating all horizontal
derivatives (e.g., Manabe and Holloway, 1975;
Kasahara and Washington, 1971; Somerville e al.,
1974). These models have been extremely successful in
simulating the major features of the observed general
circulation.

An alternative modeling approach employs the
spectral technique; a detailed discussion can be found
in Bourke (1974) and Bourke et al. (1977) (hereafter
referred to as I and IT, respectively). Some simulation
experiments using the spectral technique have been
conducted since the pioneering work of Kikuchi (1969)
and Robert (1966) but to date there has been no
spectral model incorporating a complexity of physical
processes such as represented in those finite-difference
models which are currently used for general circulation
simulation.

Accordingly, the present study has been undertaken
as a demonstration of the spectral method in a mode
encompassing the simulation complexities of current
general circulation models. In addition, the model
employs semi-implicit time differencing which is readily
incorporated in spectral models; semi-implicit time-
differencing techniques (e.g., Robert 1969) have been
known for several years but hitherto have not been
incorporated in a general circulation model.

Thus, the aim of this paper is to present a comparison
with observation of the global simulation of climate for
January made with a nine-level spectral model enabling
the performance of this model to be evaluated against
other model simulations described in the literature. The
relative economy of the spectral model, requiring only
13 min on a CDC CYBER 76 computer to simulate one

day,! makes this model attractive for general circula-
tion studies provided, of course, that the model is
capable of reproducing the major features of the mean
atmospheric circulation. Of the many quantities com-
puted in the model, the primary dependent variables of
pressure, temperature and wind are most easily com-
pared with observation. In the remainder of this paper
we shall describe time-averaged distributions of these
climatic variables and the major source or forcing terms
of the model. A detailed description of the internal
energetics of the model will follow at a later date.

2. Description of the model

Since the formulation of the model has been described
in detail elsewhere (Bourke 1974; Bourke et al. 1977),
a brief outline will suffice here. The reader may in fact
find it sufficient to know that the dynamics of the model
are handled using the spectral transform technique as
described in I and the physical processes in the model,
e.g., convection, radiation and boundary layer, are
formulated primarily in the same way as in the general
circulation models of the Geophysical Fluid Dynamics
Laboratory (GFDL) of NOAA.

a. Equations of motion

The equations of motion have been derived in the
sigma coordinate system of Phillips (1957). Instead of
the momentum equations appearing in the more usual
form containing the two horizontal wind components,
vorticity and divergence are used as the prognostic
variables for the horizontal motion field.

11t should be noted that there had been little attempt at
optimizing the code; reduction of this time by approximately
55% has since been achieved and further improvements utilizing
the architecture of the CYBER 76 are possible.

1557

0022-4928/78/1557-1583$13.50
© 1978 American Meteorological Society

8QDXWKHQWLFDWHG _

'RZQORDGHG



1558

These prognostic equations for the vorticity and

divergence in spherical polar coordinates are

a 1 a4 9B 14
—=— <—+ cos¢-—> - 29<sin¢D+—>
at @ cos%p \O\ 99 a
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where
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where { is the vertical component of relative vorticity,
D the horizontal divergence and U and V are defined
in terms of the components of the wind vector V as

U=ucosp, V=uvcosp. 4)

Also g=logp, (p is the surface pressure), T is the
absolute temperature, ® the geopotential height, Q
the rotation rate of the earth, R the gas constant, V
the horizontal gradient operator and ¢ the “vertical
velocity” in the sigma coordinate system, i.e., o =dg/d!
(where o=p/p)uF and yF are the horizontal and
vertical components of subgrid-scale diffusion. A sub-

scripted zero denotes a horizontal mean value and a -

superscripted prime the deviation from that mean.
The wind vector V may also be defined in terms of a
streamfunction ¢ and a velocity potential x as

V=kX Vy+Vy,

which then yields expressions for vorticity and
divergence ‘ .
(=Vy, D=V,

and the linear diagnostics

10y cosg dX
+—— (5
a 0J¢

cosp oY 19X

a oA

The continuity equation appears as a prognostic for
the logarithm of surface pressure in the form

dq Y
—=—-V.vg—D——. - (6)

After vertical integration of this equation and use of
the boundary conditions 6=0 at ¢=1 and ¢=0 the
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equation can be reduced to the form
dq - _
.—=V-Vg¢+D (N
ot

and also a diagnostic expression for the vertical ve-
locity ¢

¢=[(1=)D—D H[(1—a)V-V)]-vg (8

can be derived, where

7= ] ( oo

and the overbar without superscript denotes the evalua-
tion of this integral with the upper limit ¢=0. The
hydrostatic relation is

—— 9

The prognostic equations for the temperature T and
water vapor mixing ratio M are

aT 1 a a
—=— I:——(U T')+c08¢—*(VT')]
ot a cos?pL.ar d¢ '
+H+yFr+vFr, (10)
where
. " RT _ _ H,
H=T'D+ev+—1[D+(V+V)- vg]+—, (11)
Cp c?
oM 1 ] J
L= I:—(UM’)+COS¢~_—(VM’):|
dt a cos?pL.oN I
+I+HFM+ vFu, (12)
where
oM
I=M'D—¢—+C. (13)
do

Here ¢, is the specific heat at constant pressure,
v=RT/(ocp)—3T/dc is the static stability, H. the
rate of heating due to condensation and convection
and C the rate of change of M due to condensation and
convection, '

By writing the prognostic equations in the above
manner they retain the character of forming nonlinear
products before differentiation which greatly facilitates
a spectral representation.

b. Physical processes

The physical processes evaluated in grid-point space
are as follows.
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1) CONVECTION AND CONDENSATION

Convection and condensation are parameterized using
the convective adjustment scheme of Manabe et al.
(1965). The interested reader is referred to this paper
for details.

2) RADIATION

The radiative heating and cooling for the model is
computed using the identical algorithm to that de-
scribed by Manabe and Strickler (1964) and Manabe
and Wetherald (1967). The various parameters ascribed
to clouds, etc., are as in the references above except
that the recommendations reported in Appendix A of
Manabe and Wetherald (1975) have been adopted.

The computational scheme takes into account the
vertical distribution of carbon dioxide, ozone and water
vapor, and the radiative transfer problem is separated
into a longwave (infrared) and a shortwave (solar)
component.

Insolation at the top of the model atmosphere is
specified for the mean solar declination and mean earth-
sun distance for January from the tables given in List
(1951) and is fixed for the duration of the model in-
tegration. The diurnal variation of solar insolation has
been eliminated by use of an effective mean zenith angle
and daylight duration for each latitude following the
definition of Manabe and Moller (1961). A value of
1.39}X10* W m~? has been used for the solar constant.

The distribution of water vapor is determined from
the water vapor mixing ratio prognostic of the model.
The mixing ratio of CO, is assumed to be a constant
4.56X10~* throughout the atmosphere. The distribu-
tion of O; is that used by Dopplick (1974) and is repre-
sentative of the December-February season. Three
categories of clouds are employed in the model—high,
middle and low. This cloud distribution has been derived
from London (1957) for the Northern Hemisphere and
from Sasamori et al. (1972) for the Southern Hemi-
sphere. The cloud and ozone distributions are held fixed
in latitude and height throughout the integration ; there
is no variation in longitude.

The albedo of land and sea varies latitudinally only
and is derived from the charts of Posey and Clapp
(1964). Over sea ice the albedo is fixed at 0.7.

3) BOUNDARY LAYER FORMULATION

The stress at the surface and the sensible and latent
heat fluxes in the model are given by the bulk aero-
dynamic parameterization as follows:

T*=P1CD[V1IV1
Hy=cp3p:Cp| V1| (0,—82)
E* =Lp1CwCD l V]_l [M(T*) —Ml:]

) 1)

with the asterisk and 1 subscripts denoting the values
at the surface and the lowest model level, respectively.
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The diffusion of heat is formulated in terms of po-
tential temperature  which is taken into account ap-
proximately by the quantity é= (p/po)®/°» occurring
in the definition of H and H,. p is the density, Cp the
drag coefficient, C, a wetness factor, M, the saturation
vapor pressure at the surface and L the latent heat of
evaporation. To ensure that a minimum amount of heat
is exchanged between the surface and the first level of
the model atmosphere a minimum value of 1 m s was
placed on | V4| in the computation of the sensible and
latent heat fluxes over land. Cp assumes values of
0.004 and 0.001 and C,, values of 0.25 and 1.0 over land .
and sea, respectively. Over the ocean the surface tem-
perature is taken to be that of the mean January sea
surface temperature. Over land the temperature at the
earth’s surface is computed in such a way that it
satisfies the requirements of a surface heat balance.

With the diurnal cycle of insolation eliminated it is
assumed that there is no heat conduction into the soil
so that the equation of heat balance becomes

Sl +L,L = 0'3T*4+H*+E*+Qiy

where S| and L| are the net downward insolation and
net downward longwave radiation at the surface and
o, is the Stefan Boltzman constant. Following Holloway
and Manabe (1971) the quantity Q; is only added over
sea ice and represents heat conduction through a con-
stant ice thickness of 2 m with a sub-ice sea water tem-
perature fixed at 271.2 K. The equation is solved
numerically and once T is known the flux of sensible
and latent heat can be determined.

(22)

¢. Horizontal and vertical diffusion

In the prognostic equations xF, yFr and xFy denote
parameterization of the subtruncation-scale processes
with
N

. %
k-vX HF=KH(V2§'+—;>
a

2D
V- HF =KH<V2D+T) g (23)
a

HFT=KHV2T
HFM=KHV2M J

The value of Ky is taken to be 2.5X10° m? s and is
applied in the lower seven model levels only to the high
wavenumber portion of the spectrum; the diffusive
terms are only permitted to contribute to the tendencies
in the upper half of the thomboid in (I,m) space (see I).
This choice is somewhat arbitrary but is an attempt to
minimize dissipation at planetary scales. In the upper-
most two model levels the horizontal diffusion is applied
over the entire spectrum. This is also somewhat arbi-
trary but there would appear to be some justification
for enhancing dissipation in the upper model levels if
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Fi1G. 1a. The topographic heights and land-sea distribution used in the model simulation. Heights are
in meters; from 600 m and above the contour interval is 400 m, below 400 m the contours are 200, 75 and
—25m. Areas below —25 m are shown stippled. The land outlines are shown on the transform grid used
in the simulation, while a dashed outline delineates the boundary of sea ice.

only to offset the possible numerical deficiencies arising
with the upper model boundary conditions. More gen-
erally there is a requirement to inhibit spurious growth

- in amplitudes at scales close to the truncation limit due
to spectral blocking (Puri and Bourke, 1974).

The horizontal diffusion terms in (23) are applied in
o-coordinates which from the strictly physical point of
view introduces spurious diffusion due solely to the
nature of the o-surfaces. The correction for this spurious
effect could be made in principle although it was not
considered warranted in the model in view of the some-
what arbitrary nature of the parameterization itself.

The formulation of the diffusive parameterization of
subgrid-scale vertical processes embodied in the quanti-
ties yF, vFr, vFy is done using a mixing length defini-
tion of the diffusion coefficient and is as follows:

g a( H
{VF;VFT)VFM} = 1;—7E]; (24)
P« 00l cp
where ]
g aV)
it =pLKv-—-—
. px  Oo
H g a9 l
—=5p—Kvr—. (25)
Cp P« Oo
g oM
E=p—Kvy—
px 90

Here Kv defines the vertical diffusion coefficient which
Is given in terms of a mixing length x4 and the magnitude
of the wind shear according to

6V|

o |

Kyv=p(g/ps)u

In the present case u is assumed to be 30 m for ¢20.5
and O for ¢ <0.5.

In treating the vertical diffusive tendencies implicitly
it is necessary to linearize the vertical diffusion coeffi-
cient so that a global mean shear |3V /d¢| is-used in
(25) to evaluate Ky, where V, is the global mean of
[(U*+V?)/cos* ]* at each level. For full details of the
inclusion of the vertical diffusion terms in the spectral
algebra the reader is referred to Appendix B of II.

d. Surface bohﬁdary conditions

The derivation of the topographic heights used in
the model is discussed in Appendix A and displayed in
Fig. la. The outline of the delineation between land and
sea is also shown on this diagram, where the boxlike
outlines have been drawn on the transform grid centered
on the grid point in question. The dashed lines on the
diagram give the boundary of the sea ice in the model.

The specification of the sea surface temperature, ac-
cording to January climatology from the Marine
Climatic Atlas of the World (1969), is displayed in Fig.
1b.2 The surface temperature is considered within the
model formulation at grid points only and in particular
at those points defined by the transform grid. The sea
surface temperature is held constant during the calcula-
tion while, as previously mentioned, a heat balance
equation is employed over land and sea ice to calculate
a surface temperature at each model time step.

3. Equations of motion in spectral form

The prognostic variables ¢, x, 7, M and ¢ and the
diagnostic variables ®, U and V are represented at each

2 Modifications to this data set were made in the region around
Australia as described by Wright (1975).
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F16. 1b. The sea surface temperature (K) used in the simulation. The contour interval is 2 K.

discrete vertical level in terms of truncated expansions
of spherical harmonics. A full description of the spectral
representation of the preceding equations and the re-
quisite transform procedures, vertical discretization and
semi-implicit time integration incorporating vertical
diffusion are all given in II and are not repeated here.
A time step of 30 min was employed with one
modified Euler backward timestep every 24 h; there
was no requirement for any numerical filtering in time.
The disposition of the levels in the vertical is the
same as for the Geophysical Fluid Dynamics Laboratory
(GFDL) nine-level models (see, e.g., Manabe et al.,
1965). The levels are at the o values of 0.991, 0.926,
0.811, 0.664, 0.500, 0.336, 0.189, 0.074 and 0.009.

For truncation at wavenumber J to provide alias-free -

evaluation (in the horizontal domain) of all quadratic
terms the Gaussian grid requires 2 (5J+1)/2 latitudes
and 23J+1 equi-spaced longitude points.® In practice
for truncation at wavenumber 15 we used 40 Gaussian
latitudes which are spaced approximately 4.4° apart in
midlatitudes and 48 longitude points (ie., a 7.5°
spacing). The model itself embodies not only quadratic
terms but also triple products and through the physical
parameterization even higher order products. However,
it has been found in practice that the grid resolution
specified above is quite satisfactory; further discussion
of this point can be found in IL.

4. The simulation of climatic variables

The model, as described in preceding sections, was
initialized from real meteorological data. The most

3 Paper I contains details of how these specifications are derived.

readily available comprehensive global data set was the
GARP global data set for 4 November 1959. The last
30 days of the integration have been averaged at 6 h
intervals to produce the data discussed in the following.
It is quite probable that the model has not reached a
state of equilibrium at the end of the 104 days as several
developmental changes were made to the model in the
course of the integration prior to day 64.* An indication

. of the state of model equilibrium is discussed in Ap-

pendix B in terms of several key global model variables.
The time averaging has been performed on spectral
amplitudes of sigma coordinate fields with subsequent
interpolation to pressure coordinates of those time-
averaged fields.

a. Mean sea level pressure

The global distribution of the mean sea level pressure
as observed (Schutz and Gates, 1971) for January and
as simulated are shown in Fig. 2. The surface pressure
over finite topography has been reduced to sea level
assuming hydrostatic balance and a lapse rate of
—6.5° km™. In general, the pressure distribution of the
simulation bears close resemblance to the observed
climatological features. The location of subtropical high
pressure systems to the west of the continents in the
Southern Hemisphere are captured in the simulation as

¢ At day 64 the lower boundary specification of sea surface tem-
perature was reset subsequent to the detection of a minor error in
the field. Indeed, the simulation reported in II employed this
erroneous sea surface temperature specification and the differences
in simulation between the current results and that previously re-
ported represent both this effect and the statistical variance of the
model.
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Fi6. 2. Mean sea level pressure (mb) at contour intervals of 5 mb. The observed data
are from the tabulation Qf Shutz and Gates (1,971).

is the major equatorial trough and troughs over the
Southern Hemisphere continents. The antarctic cir-
cumpolar trough is well located in latitude although
lacking in intensity while the low pressure systems of
the arctic are only partially captured. The intensity of
the subtropical ridges in the Southern Hemisphere -are
simulated to within 5 mb and are well-positioned
latitudinally. The Siberian high is well captured in
intensity and position while the continental American
pressures are excessive by 10-15 mb as are the pressures
in the Mediterranean. The Icelandic low is well simu-
lated with respect to location and is within 5 mb of
observed climatology. The Aleutian low is not well
simulated although there is a belt of low pressure in
approximately the correct position but with a spurious
extension over Alaska. The detail of simulation in the
Southern Hemisphere is generally superior to that of
the Northern Hemisphere. The causes of the major
deficiencies in the North American region are unknown
but may well be related to the smoothness of topography
in this area in the model formulation.

The observed and simulated zonally averaged sea-
level pressures are shown in Fig. 3. The excessive pres-
sures at high southern latitudes and the underestima-
tion of pressures in the north polar region are the major
discrepancies. The midlatitude and tropical distribu-
tion is reasonably simulated as is the location of the
antarctic circumpolar troughs.

b. Temperature distribulion

The global distribution of the 30-day time average
of the temperature at the lowest level of the model
(~991 mb) is shown in Fig. 4 and can be contrasted
with the observed surface ambient temperature from
Schutz and Gates (1971). Over the oceans the simulated
temperature generally agrees closely with the observed
values, which is to be expected since observed sea sur-
face temperatures specify the lower boundary condition
over the oceanic regions. However, in the tropics tem-
peratures at the lowest model level are lower than.ob-
served ; indeed a temperature deficiency is seen in the
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25 1 . . t : ensuing discussion to occur at depth throughout the

tropical troposphere. Temperatures over continental

207 i regions are generally within a few degrees of the observed

15 NNy o except over the arctic and antarctic where the simulated

104 - temperatures are too warm by 5 to 10 K in some areas.

f Over Europe and the U.S.S.R. the simulated tempera-

5 ! - tures decrease progressively from Europe to eastern

o ! | Siberia where they reach a minimum in general ac-

o / cordance with the observational data. The tight tem-

£ 54N ,:'\* observed - perature gradients along the east coast of Asia and to a

104 N/ - lesser extent along the east coast of North America are
" in agreement with observation.

-154 - The latitide-height distribution of the zonal average

20 S I of the time mean temperature is shown in Fig. 5 with

o0s 700 s0° 30 1 gl 10 L;?\%Tugg 70" 90N observed data of Newell e al. (1972). The model

simulation bears close resemblance to that observed
F1G. 3. Zonally averaged mean sea level pressure (mb). The

ith th i f i 1
dashed line is for mean January as tabulated by Shutz and Gates W}t € exception o th.e low t.e mper.atures of the polar
(1971) and the full line is for the 30-day average of the model ~ Winter stratosphere. This deficiency in the stratosphere

simulation. is clearly strongly coupled to the over-intense zonal
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SQDXWKHQWLFDWHG _ 'RZQORDGHG



1564

OBSERVED

JOURNAL OF THE ATMOSPHERIC SCIENCES

VOLUME 35

__/240

430

ZMC 0 195

€
L
WM l:SEH °

PRESSURE MB

;
i

x& :

=

60° 90

LATITUDE

SIMULATED

10

=</

LATITUDE

Fi1G. 5. Latitude-height maps of the zonally averaged temperature (K) at contour intervals of 5 K.
The pressure levels indicated for the simulated temperatures correspond approximately to the model
levels. The observed temperatures are for the December-February period from Newell et al. (1972)

westerlies in the stratosphere discussed subsequently.
In addition close inspection of the temperature dis-
tribution indicates that over much of the troposphere,
especially in the tropics, the model underestimates tem-
perature although the lapse rate (as constrained by the
convective adjustment scheme) is correct. The cause of
this systematic bias in tropospheric temperature has
yet to be clarified. The temperature and height of the
equatorial tropopause are well simulated; the tropo-
pause of the summer hemisphere is somewhat higher
and colder than that observed.

. Distribution of simulated wind fields
1) ZoNAL WIND

The latitude-height distribution of the zonal average
of the time mean zonal wind is shown in Fig. 6 for the
simulation together with observed data from Newell
et al. (1972). The overall distribution of easterlies and
westerlies is well captured in the simulation. In par-
ticular, the location and intensity of the Southern
Hemisphere midlatitude jet is well specified. The
simulated equatorial easterlies extend throughout the
depth of the tropical atmosphere and to high latitudes
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F16. 6. Zonally averaged zonal wind éomponent (m s™) at contour intervals of 5 m s™1. Regions
with easterly winds (negative sign) are cross hatched, The observed data are for the December-February

period from Newell ef al. (1972).

in the stratosphere. The major deficiency of the zonal
wind simulation [in common with many models (e.g.,
Holloway and Manabe, 1971)]is the overestimation and
equatorward shift of the polar night stratospheric jet.
The cause of this deficiency is far from clear and ap-
pears to be insensitive to increased resolution in the
stratosphere or seasonal radiative forcing (Manabe and
Mahlman, 1976). The tropospheric wind maximum in
the Northern Hemisphere is reasonably well positioned
and in both polar regions westerly flow is maintained
in the troposphere above surface easterlies.

As a further indication of the distribution of zonal
wind in the simulation, g cross section at 150°E is shown
in Fig. 7. This longitude corresponds to that of maxi-
mum strength of the Northern Hemisphere subtropical
jet as indicated by Newell et al. (1972) for the
December-February period. As implied by the 200

mb streamfunction (subsequently discussed and illus-
trated in Section 4c3) a maximum in wind intensity
is seen to occur both in observation (55 m s™) and
simulation (45 m s7!) in the region of Japan. It is
noted that this locally simulated intensity is ~15 m s™*
stronger than the zonal average value (Fig. 6) and that
the flow defines a jet core as a distinct entity separate
from the overintense stratospheric jet (see also Fig.
10.5 in Manabe and Mahlman, 1976). In the Southern
Hemisphere the jet maximum intensity differs little
from the zonal average value or that depicted by Newell
et al. (1972).

2) MERIDIONAL WIND

The latitude-height distribution of the zonal average
of the time mean meridional component of the wind is
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(negative sign) are cross hatched.

shown in Fig. 8 for the simulation together with the
observed data from Newell et al. (1972).

- The upper branch of the Northern Hemisphere
" Hadley cell is the most prominent feature of the ob-
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served data and is well captured with respect to lati-
tude and height in the simulation although with an
intensity ~609% of that observed. The simulated low-
level meridional flow in the Northern Hemisphere in
both tropics and midlatitudes is overestimated. How-
ever, it should be noted that in the conversion from the
model sigma surfaces to pressure surfaces, the wind
components below the topography were extrapolated
from the upper levels and these winds were used in cal-
culating the zonal mean values. The distribution of
northerly winds is reasonably simulated by the model
throughout the Northern Hemisphere although agree-
ment in the Southern Hemisphere is lacking especially
in polar latitudes.

3) STREAMFUNCTION OF HORIZONTAL WIND FIELDS

Of the many methods of displaying the horizontal
wind field at 500 and 200 mb we have chosen the stream-
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Fic. 8. Zonally averaged meridional wind component (m s™1) at contour intervals of 0.5 m s™.. Regions
with northerly winds (negative sign) are cross hatched. The observed data are for the December—-Feb-

ruary period from Newell e¢ al. (1972).
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F1c. 9a. Streamfunction at 500 mb (km? s™) at contour intervals of 6 km? s~1 except for observed

data in the region extending from approximately

20°N to 20°S, where the interval is 3 km? s The

observed data for January are taken from Gray et al. (1976).

function (Figs. 9a and 9b) ; an analysis for this quantity
was readily available for January from the atlas of
Gray et al. (1976).

At 500 mb the strong westerly winds observed over
Japan are found in the simulation. Additionally, the
peak easterlies are seen to occur north of the equator and
at longitudes close to those of maximum westerly flow,
e.g., in the area north of the Phillipines. The observed
axis of anticyclonic circulation from Africa to the mid-
Pacific in the Northern Hemisphere is similarly well
defined in the simulation; the corresponding axis of
anticyclonic circulation pattern in the South Atlantic
is captured in the model although in both the Indian
and East Pacific Oceans it is displaced equatorward
relative to the observed. At middle to higher latitudes

the zonality of the Southern Hemisphere flow is well |

simulated, while in the Northern Hemisphere the model
captures deviations from zonality with approximate
correspondence to that observed.

At 200 mb the tropical easterly and subtropical
westerly regions are well positioned with respect to
latitude and longitude. The strongest centers of cir-
culation correspond closely, e.g., in the regions of

Africa to mid-Pacific in the Northern Hemisphere and
Africa to Indonesia in the Southern Hemisphere. Again,
as at 500 mb, the observed strong westerly flow over
Japan is well captured in the simulation. The oceanic
troughs in the Southern Hemisphere at 200 mb are
better defined at 200 mb than at 500 mb as is observed ;
Krishnamurti et al. (1973) regard these troughs as im-
portant for long-wave forcing in the tropics.

4) RELATIVE VORTICITY AT 200 MB

As an example of a vorticity field in the model the
horizontal distribution of relative vorticity at 200 mb is
compared with that given by Newell et al. (1974) for
December—February in Fig. 10. The distribution from
the model displays a broad band of negative relative
vorticity straddling the Northern Hemisphere subtropics
and shows good agreement in the strength of centers of
vorticity in the Caribbean and central Africa. The
maximum center observed over the Philippines has its
closest counterpart in the simulation at 30°N in the
eastern Pacific although it is considerably underesti-
mated in the model. The maximum of positive vorticity

8QDXWKHQWLFDWHG _

'RZQORDGHG



1568

over China is well simulated in position and intensity;
however, the zero vorticity line in the North Atlantic
and over North America are not found in reality. In the
Southern Hemisphere the simulated centers of positive
maximum vorticity straddle the Indian ocean and South
America in general agreement with observation both
in latitude and intensity. However, the zero vorticity
line of the Southern Hemisphere midlatitudes is con-
siderably more equatorward.in the model.

5) STREAMLINE ANALYSIS

Streamline analyses of the time mean model fields
have been made at the 850 and 200 mb levels and are
compared (Fig. 11) with those given by Newell et al.
(1972). At 850 mb the observed areas of anticyclonic
flow associated with the subtropical high-pressure belt
are captured in the simulation in both hemispheres. The
equatorward flow mirroring the trade winds of the
Northern Hemisphere is apparent in the simulation in
the Indian Ocean as is the equatorial trough of the
Southern Hemisphere in the same region. The strong
interhemispheric transport at this level is seen to
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agree well with the model results over East Africa
as is the strong easterly flow at the equator in the mid-
Pacific. At 200 mb the anticyclonic circulation in the
Southern Hemisphere is well simulated along with the
mid-oceanic troughs and the westerly streams of higher
southern latitude flow. The divergent outflow from
South America across the equator, the intensification .
of flow on traversing Africa through to the eastern
Pacific, and strong flow over the north western Atlantic
also are all well simulated.

It should be noted in the context of this discussion
that Manabe et al. (1974), in describing the tropical
circulation in their seasonally varying global model,
have shown streamline analyses for the January period
of the simulation at 190 and 990 mb. The qualitative
agreement between the present simulation, observation
and that presented by Manabe et al. (1974) for January
is striking.

- e. Model hydrology

Within the spectral model formulation the passive
advection of a quantity such as moisture mixing ratio
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F16. 9b. As in Fig. 9a except for 200 mb. From 6 km? s to 42 km? s7! the contour interval is 6 km? s72;
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