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ABSTRACT

The energetics of a Southern Hemisphere cyclone wave have been analyzed using ECMWF data and the
results of a limited-area model simulation. An analysis of the energy budget for a storm that developed in the
eastern Pacific on 4-6 September 1987 showed the advection of the geopotential height field by the ageostrophic
wind to be both a significant source and the primary sink of eddy kinetic energy. Air flowing through the wave
gained kinetic energy via this term as it approached the energy maximum and then lost it upon exiting. Energy
removal by diffusion, friction, and Reynolds stresses was found to be small. The most important conclusion
was that, while the wave grew initially by poleward advection of heat as expected from baroclinic theory, the
system evolved only up to the point where this source of eddy energy and the conversion of eddy potential to
eddy kinetic energy (typically denoted “wa’) was compensated for by energy flux divergence (dispersion of
energy), mainly of the ageostrophic geopotential flux, v,¢. Energy exported in this fashion was then available
for the downstream development of a secondary system. This finding seems to differ from the results of studies
of the life cycle of normal-mode-type waves in zonal flows, which have been shown to decay primarily through
transfer of energy to the mean flow via Reynolds stresses. However, this apparent inconsistency can be explained
by the fact that while ageostrophic geopotential fluxes can also be very large in the case of individual normal
modes, the waves export energy downstream at exactly the same rate as they gain from upstream. The group
velocity of the 4-6 September storm, calculated from the ageostrophic geopotential height fluxes, showed

that the energy packet comprising the system had an eastward group velocity slightly larger than the time-mean

flow.

1. Introduction

Strong spring cyclones are common over the open
ocean in the Southern Hemisphere, occurring in several
identifiable active baroclinic zones and accompanied
by large poleward fluxes of heat. Because of the absence
of complicating factors such as topography and land-
sea contrasts, a detailed analysis of these storms could
provide an opportunity to study the life cycle and ener-
getics of wave disturbances from a more nearly ideal-
ized standpoint, particularly in terms of wave activity
and the advection, conversion, and radiation of wave
energy. In early September 1987, a storm over the
South Pacific Ocean developed rapidly into a deep cy-
clone on the periphery of Antarctica and was so intense
that the upward transport of low-ozone air to the tro-
popause on the eastern side of the trough produced a
very pronounced ozone minimum at that level over
the Palmer Peninsula (Orlanski et al. 1989). Orlanski
etal. (1991; hereafter referred to as OKMM ) discussed
the cyclogenesis that occurred when a disturbance in
the subtropics merged with a wave in the polar west-
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erlies. As the storm intensified, the subtropical and po-
lar jets merged, creating some poleward heat transports.
OKMM described this storm using a high-resolution
limited-area numerical simulation and suggested that
both barotropic and baroclinic processes were impor-
tant for development. In the present paper, the relative
importance of these processes in the life cycle of a
Southern Hemisphere cyclone wave is investigated.
Since the classical works by Charney (1947), Eady
(1949), and Kuo (1949) on the development of plan-
etary waves and the growth of cyclone-scale distur-
bances by baroclinic and barotropic instabilities of the
zonal flow, our understanding of the development of
these systems has improved greatly. Although com-
parison with the observed development of large-scale
midlatitude disturbances has unquestionably singled
out baroclinic processes as the most important mech-
anism in the generation of cyclonic disturbances, con-
siderable quantitative differences remain between the

" flows that are observed and the idealized flows used in

theoretical studies. More recently, zonal asymmetries
in the stability of mean flows (e.g., Simmons et al.
1983; Frederiksen 1983), interaction of upper-tropo-
spheric potential vorticity anomalies with preexisting
low-tropospheric cyclones (Hoskins et al. 1985), and
the destabilization of the flow by surface fluxes (Or-
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lanski 1986) have been considered as factors enhancing
development. However, as these local forcings become
important for the development of waves or cyclone
disturbances, the notion of separation between the dis-
turbance and the mean flow becomes less precise.

The energy converstons that are responsible for the
development or decay of cyclone wavesin the Northern
Hemisphere have been discussed by Simmons (1972),
Gall (1976b), and Simmons and Hoskins (1978),
among others, for zonal mean flows characteristic of
winter conditions for the Northern Hemisphere. Sim-
mons and Hoskins (1978) performed a comprehensive
extension of previous works by studying the time evo-
lution of some of the unstable waves ( mainly wave-
numbers 6 and 9) within different zonal mean flows.
Their findings indicate that all the waves are baroclin-
ically unstable, that the nonlinear regime differs sub-
stantially from the linear evolution, and that the am-
plitude of the waves is larger at higher levels than at
lower levels. The observational studies of Oort and
Ramusson (1971) and Newell et al. (1974) show that
the meridional heat and momentum fluxes for the
planetary waves in the nonlinear regime tend to have
a secondary maximum in the upper troposphere. These
studies also indicate that barotropic processes play a
major role in the decay of the wave energy after the
system occludes.

Kung (1977) analyzed a large number of synoptic
cases over a period of five years to determine the im-
portant local energy transfers. He found that while cy-
clones developed through baroclinic energy conversion,
some of the eddy energy generated was transported to
neighboring regions, contributing to secondary devel-
opment. No estimate was made of barotropic energy
conversion, More recent studies of the Southern
Hemisphere ( Trenberth 1981; Randel et al. 1987) sug-
gest that some planetary waves may grow due to baro-
tropic instability of the mean flow. Trenberth (1986a,b)

suggests that, in particular, the dual jet structure in the -

Southern Hemisphere troposphere can be barotropi-
cally unstable. He found that strong fluxes of westerly
momentum out of the polar flank of the subtropical
jet contribute substantially to the growth of eddies by
barotropic processes. Simmons et al. (1983) showed
that much of the low-frequency variability of the
Northern Hemisphere flow could be explained by zon-
ally asymmetric mean flows that are barotropically un-
stable and that, in localized regions, the instantaneous
growth rates of barotropically unstable waves are com-
parable to those of baroclinically unstable waves.
Although the aforementioned studies indicate that
both barotropic and baroclinic processes may be im-
portant for the development of waves on the planetary
to cyclone scale, the relative importance of these pro-
cesses for the more transient high wavenumbers has
not been demonstrated. Most high-wavenumber, high-
frequency waves have the characteristic of developing
in localized regions over the globe. Sometimes these
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short waves can grow at the expense of a decaying sys-
tem upstream. This downstream development of baro-
clinic Rossby waves traveling as a time-dependent
packet has received very little attention from the theo-
retical standpoint (Merkine 1977; Simmons and Hos-
kins 1979; Farrell 1982; Pierrehumbert 1984; Orlanski
1986). Specific examples of downstream effects in the
development of storms over the Pacific Ocean may be
found in the work of Namias and Clapp (1944), Cress-
man (1948), Petterssen (1956, p. 356), and Miles
(1959). The theoretical interpretation of these obser-
vations is based on the idea of atmospheric energy dis-
persion (Rossby 1945; Yeh 1949) and involves the
study of the response of a barotropic fluid to a local
source of vorticity. The eastward group velocity of
Rossby waves results in the downstream development
of a succession of troughs and ridges with time and
space scales in broad agreement with those observa-
tions.

Simmons and Hoskins (1979) examined the re-
sponse of a baroclinically unstable atmosphere to a
localized initial perturbation using the nonlinear
primitive equations on a sphere. They found that the
initial disturbance moved downstream, while smaller-
scale disturbances developed upstream at the same
longitude as the initial disturbance. It was also found
that the growth rate was much larger than that of the
modal case, with the upper-level amplitude larger than
the nonlinear mode calculations. In the nonlinear ex-
amples, wave growth ceased before the normal-mode
form was established. The downstream length scales
were about 30% longer and upper-level amplitudes were
generally larger than those found in integrations using
normal-mode initial conditions. Using normal-mode
initial conditions, Gall (1976) and Simmons and Hos-
kins (1978) suggested that growth was limited by sig-
nificant stabilization of the zonal-mean state at low
levels, with the upper-level growth ceasing somewhat
later than the surface growth. However, in the down-
stream development case, Simmons and Hoskins
(1979) found that the upper-level maximum was
reached earlier than the surface maximum, suggesting
that either some other form of nonlinearity or the
downstream dispersion of energy was limiting the up-
per-level amplitudes. Observed cyclone waves seem to
resemble more closely the downstream development
mode of evolution than the nonlinear normal-mode
evolution. However, the energetics of such develop-
ments are less well understood.

Determination of the processes acting during the
complete life cycle of a cyclone wave in the Northern
Hemisphere is difficult due to the fact that land-sea
contrasts and orographic disturbances constitute a
highly asymmetric environment in which the wave
grows. However, the southern Pacific Ocean may pro-
vide an environment that is more suitable for the study
of the evolution of these waves. In fact, the regularity
of the eastward-progressing cyclone waves in this region
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has been compared with structures observed in labo-
ratory annulus experiments ( Randel et al. 1987).

The development of a Southern Hemisphere cyclone
wave that occurred in early September 1987 in the
South Pacific is analyzed in this paper in an attempt
to identify the main processes that controlled its growth
and decay. A description of the rapid deepening phase
of the wave and its structure was presented in OKMM,
in which it was determined that surface fluxes and to-
pography were not important for the development, that
the storm had a large barotropic component (i.e., small
vertical tilt), and that the wave intensified as the mid-
latitude and polar westerlies merged. Here the relation
of this storm to the planetary flow is analyzed using
deviations from the monthly mean in order to deter-
mine the dynamical processes associated with the de-
velopment. This approach of analyzing the deviation
from the time mean in order to investigate the evolu-
tion of storm systems has two principal benefits: 1) the
removal of the time mean accentuates the important
variations of the system and permits the application of
a well-developed framework for the analysis of eddy
statistics, and 2) the evolutionary characteristics of in-
dividual cases can help in interpreting the character-
istics of ensembles of waves in the more general study
of storm tracks.

The evolution of the September 1987 cyclone wave
is analyzed in section 2 using the 30-day mean and
time deviations calculated from ECMWEF analyses. The
regional evolution of the wave and the Kinetic energy
budget are presented in section 3 using a limited-area
model simulation. In section 4, the eddy available po-
tential energy budget and the ageostrophic geopotential
fluxes are discussed. The conclusions are presented in
section 5.

2. Evolution of the cyclone wave in the South Pacific

The development of the wave can be seen in Fig. 1,
which shows the time sequence of 500-mb geopotential
heights from 1200 UTC 2 September 1987 (hereafter,
times and date will be given as 12Z/2) through 1200
UTC 7 September 1987. (The term “wave” is used
loosely here, meaning the consecutive ridge and trough
of the perturbed geopotential height field and not, as
is more commonly used, a spectral component.) A large
ridge developed into a closed high at 50°S, 150°W over
the first three days and then propagated eastward. The
trough associated with the storm deepened east of the
ridge near 110°W on 4 September, moved eastward,
and began weakening on 7 September (see, in partic-
ular, the shaded 5280-m to 5340-m geopotential band).
In contrast to the ridge, which extended from the sub-
tropics to middle latitudes, the trough extended from
middle to high latitudes. From the point of view of
wave development, the trough and ridge were part of
a single entity. However, zonal asymmetries, interac-
tions with other waves, and different latitudinal de-
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velopment can locally change the evolution of different
parts of the wave. The role that such regional asym-
metries may have played in the development of the
wave are now addressed in greater detail.

Analysis of the potential vorticity is helpful in clar-
ifying the origin and interaction of the potential vor-
ticity anomaly associated with this cyclone system,
particularly at the earlier time periods. ECMWF anal-
yses have been used to compute the potential vorticity,

3 -1
PV = —g(gg’) -+,

and the velocity vectors on the 320 K isentropic surface.
Note that PV is negative in the Southern Hemisphere,
with higher magnitudes in the polar latitudes being in-
dicative of the 320 K surface lying nearer to or within
the stratosphere. The results are shown in Fig. 2 at 12-
h intervals from 00Z/3 to 12Z /6 September. The do-
main has been centered approximately on the area of
most rapid evolution of the wave for that period (20°S
to 80°S and from 180°W to 0°). Three bands of PV
have been shaded in order to highlight the subtropical
and high latitude PV. The evolution of the western
high (with low magnitude, negative PV) is readily
identifiable, but equally important is the large intrusion
of low magnitude PV from the subtropics to the sub-
Antarctic region at around 90°W after 12Z/4. This
subtropical potential vorticity was advected poleward
ahead of an eastward-moving high-latitude wave and
its associated subpolar potential vorticity maximum
(in magnitude). The low-magnitude PV values from
the subtropics became trapped in the anticyclonic cir-
culation of the ridge downstream from the high latitude
wave. The sequence of events depicted in Fig. 2 shows
the general life cycle of a cyclone system in which the
initial state, characterized by a rather zonal field with
mainly meridional gradients of PV, becomes progres-
sively more contorted, with large intrusions of PV
anomalies from the subtropics and subpolar regions.
One characteristic frequently used to detect potential
barotropic or baroclinic instabilities in zonal flows is
a change in the sign of the meridional gradient of the
potential vorticity (Charney and Stern 1962). It should
be obvious from Fig. 2 that strong reversals occurred.
Figure 3 shows the zonal average for 00Z/3 and
127 /6 over the sector from 118°W to 31°W (the region
where the maximum strengthening occurred) of the
zonal wind, the potential temperature, the Ertel po-
tential vorticity, and the meridional gradient of poten-
tial vorticity on isentropic surfaces (negative 9PV /dy
is shaded). In this sector, there was indeed a large ver-
tical zone of negative meridional gradients of potential
vorticity. However, it is the strong baroclinic evolution
that took place between 00Z/3 and 12Z/6 that is most
apparent, evident in the reduction of the slopes of po-
tential temperatures and the decrease in the vertical
wind shear (see upper and lower left panels). The flow

8QDXWKHQWLFDWHG _ 'RZQORDGHG



1 SEPTEMBER 1991 I. ORLANSKI AND J. KATZFEY 1975

500mb GEOPOTENTIAL HEIGHTS

\\\\\\

M;%M
=
5
M) i

F1G. 1. 500-mb geopotential heights at 1200 UTC 2-7 September. Contour interval: 60 m, shaded between 5700
and 5640 m and between 5340 and 5280 m. Latitude circles are drawn every 20°.

field also changed dramatically, with the development flanked by two strong baroclinic zones at 12Z/6 (Fig.
of weak winds and vertical shears in the midlatitudes 3 lower left) seems to confirm findings by Simmons
(around 50°S) and strong shears at either side. This and Hoskins (1978) and Nakamura ( 1988 ) that baro-
change in the environment from a wide baroclinic zone  clinic development, while reducing the mean baroclin-
at 00Z /3 (Fig. 3 upper left) to a weak baroclinic zone icity, enhances baroclinicity to either side of the dis-
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ERTEL PV ON 320°K ISENTROPIC SURFACE
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FIG. 2. Potential vorticity and wind vectors on the 320 K isentropic surface (approximately 250 hPa at 50°S) at 12-h intervals, from
0000 UTC 3 September to 1200 UTC 6 September. Dark, medium, and hght shadmg correspond to regions of less than —4 X 1076 m? K
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turbance. However, there is a fundamental difference
between our final state and these previous studies.
Whereas baroclinic instability tends to enhance the
mean barotropic flow as shown in Gill (1982, p. 579),
the flow in this case produced a zonal wind minimum
rather than a barotropic jet.

A comparison of the sector-averaged potential vor-
ticity (right panels of Fig. 3) also suggests a significant
modification of the mean flow by the evolving wave,
with latitudinal spreading of low magnitude PV over

2K s~ kg~', and greater than —2 X 10 m? K s™' kg ™'

, respectively. Arrow at top of panel indicates wind

the time period indicating considerable PV mixing.
However, there continue to be PV gradient reversals,
so that the necessary condition for instability remains.
In addition, the poleward motion of the storm has kept
it in a region of high baroclinicity. Together, these con-
ditions suggest that the actual decay of the system can-
not necessarily be attributed to the stabilization of the
mean flow. As will be shown later, other processes such
as dispersion of energy to other systems could also play
a very important role in its decay. In addition, given

SQDXWKHQWLFDWHG _

'RZQORDGHG



! SEPTEMBER 1991 1.

ORLANSKI AND J.

KATZFEY

1977

SECTOR ZONAL AVERAGE U,0, ERTEL-PV

200 OUTC 3 SEPTEMBER 1_987” ‘

250
300
350
400
450
500
550
600
650
700
750
800
850
900
950

i fivadyg
3134 37 40 43 46 49 52 55 .58 61 64 67 70 73 76 79

20 1200 utTc 6 ET_EBER 1_987
250(
300437
3500
400} ;
4501%
500k -
550 F
600f -
650k

700
750
sool
850
900
950

000 e T o a1
3] 34 37 40 43 46 49 52 55 58 61 64 67 70 73 76 79

00 UTC 3 SEPTEMBER 1987

250
300
350
400
450
500
550
600
650
700
750
800
850
900
950 .
10 e W

LSRR e E

Q0L .
3134 37 40 43 46 49 52 55 58 61 64 67 70 73 76 79

D1 i1 A i P )

MO

001200 UTC 6 SEPTEMBER 1987

250F
3001
350K
400
4501
500
550
600}
650
_700H .
7504
800H
850
900
950

AT Rh S

R R e

00 H e BEEE i o ey
3134 37 40 43 46 49 52 55 58 61 64 67 70 73 76 79

FIG. 3. Left panels: sector average (118°~31°W) of potential temperature (dashed, every 5 K), zonal wind (solid, every 5 m s™'), and
negative meridional potential vorticity gradients (shaded) for 0000 UTC 3 September (bottom) and 1200 UTC 6 September (top). Right
panels: same as left panels except solid lines are potential vorticity (interval: 5 X 1078 m> K s~' kg™*').

that PV gradient reversals and low-level temperature
gradients remain, subsequent baroclinic development
cannot be ruled out.

Thus far, we have described the 3-6 September 1987
South Pacific cyclone only in terms of the time evo-
lution of the geopotential and potential vorticity fields.
In order to fully understand the development of the
system within the time-mean flow and to gain insight
into the wave-mean flow interaction for this particular
storm, we will now address the energy budget as it ap-
plies to an individual system.

3. Eddy kinetic energy budget

To better identify and isolate the specific cyclone
wave that is the focus of this study, the eddy kinetic

energy was calculated every 12 h from 12Z/2 to
12Z /7 September. Figure 4 shows the eddy kinetic en-
ergy, K,, versus time for the two principal troughs and
the western ridge (see Fig. 1). The K. of the western
ridge increased until 12Z./3 September and decreased
thereafter. The K, of the main trough grew slowly at
first and then underwent a rapid increase commencing
at around 12Z/4 September. The K, of this wave
reached a maximum 30 h later and decreased rapidly
thereafter. The decrease in the K, of the main trough
coincided with an increase in the K, of the eastern
trough (located at 30°W on 12Z/5—see Fig. 1). This
pattern suggests an eastward propagation of energy in
which each phenomenon intensifies through the influx
of energy and decays as the energy radiates down-
stream. This evolution is investigated in greater detail
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FIG. 4. Vertically averaged maximum eddy kinetic energy
for three weather systems in South Pacific.

through the application of the kinetic energy equations
that are developed in the next section.

a. The basic equations

The standard momentum and hydrostatic equations
in pressure coordinates can be written as follows (e.g.,
Haltiner and Williams 1979):

dV ov
+w— = -V .
dt w p+fk><V ®+Fr (3.1)
3%d
— = 3.2
ap a, (3.2)

where V is the two-dimensional horizontal wind ve-
locity, w = dp/dt is the vertical velocity in pressure
coordinates, f is the Coriolis parameter, & is the geo-
potential height, Fr represents the frictional forces, o
is the specific volume, and d/dt is defined as d/dt
+ V.V, The continuity equation in pressure coor-
dinates is

v,-v+%_o

» (3.3)

The surface w is given by

_ 9ps
Ws ;)+V Vp, =

with p; being the surface pressure. The thermodynamic
equation is given by:

c dar T

P dr op

or in terms of the potential temperature © = T(p,/p)"
as

Ds
f V,+Vdp, (3.4)
0

+cpw——wa=Q (3:5)

4, 0 _

(0,5
d+6p

T, (3.6)
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where Q represents the rate of heat energy addition by
diabatic processes, p, is a reference pressure (usually
100 kPa), and « = R/c,.

The kinetic energy equation per unit mass is easily
obtained by taking the dot product of (3.1) and V.
The pressure coordinate form of this equation is
dKk 0K oK

—=—4+V.VK+@w—=-V .V i
a o w P V .V ® + diss,

(3.7)

where K = 1(U? + V?), and diss = V - Fr represents
the frictional sink.

b. Partitioning of the kinetic energy equation

Energy budgets are a powerful tool in determining
the processes important for the development of weather
systems. Scientists, inspired by the predictions of sta-
bility theories, have tried to describe the transfer of
energy between the mean flow and the planetary scale,
as well as to partition the standing and transient eddy
activity, based on actual observations. Analyses of this
type have also been extended to cyclone waves for
idealized baroclinic flows (Simmons 1972; Simmons
and Hoskins 1978; Gall 1976). These analyses are
based on deviations from zonal or time-mean flows
and, as such, require either a large domain for the zonal
mean or a long time interval for the time mean. How-
ever, statistics based on typical zonal and /or time-mean
datasets often include only a handful of weather sys-
tems, each of which makes a distinct contribution to
the “mean” state. It is important, then, to analyze the
energy transfer between an individual, representative
weather system and its neighboring systems, as well as
the mean flow.

In order to study the time evolution of the energy
budget, a system of energy equations must be derived
that contains the balance of the time-mean flow, the
predictive equation for the first-order kinetic energy
time fluctuation, and the eddy kinetic energy. Let us
assume that the instantaneous horizontal velocity, V,
and geopotential fields are given by

V=V,+v (3.8)
=9, + ¢, (3.9)

where the subscript m indicates the monthly time mean
and the small v and ¢ are the deviations from this time
mean. The kinetic energy per unit mass will be given
by

K=3Vp Vot Vyrv 20y =Ky + K + K,

(3.10)

where K,,,, K;, and K, are the kinetic energies for the
mean flow, the first-order correlation, and the eddy
field, respectively. Of course, the time mean of K will
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contain only K, and the time average of K, since the
time average of K| is zero. However, K, could contrib-
ute considerably to the energy budget on shorter time
scales.

An average circulation calculated for a period as
short as one month certainly cannot be considered
steady. Therefore, without losing any generality we will
assume that the nonsteadiness of the time mean is due
to a forcing term, F,. Then

D
=V, = - -
D fkXV,,—-V&,,
FFr, - v Yy -0 4 F (3.11)
m— V* - W 0s .
dp
where
D 3 9
Z=Uy—+V—
Dt Max ay

and Fr,, is the time mean of the frictional forces. Here,
the overbar, ( ), is used to indicate the time mean of
terms that are combinations of parameters, so that

T v
—v-Vv—-wb%;

represents the time-mean eddy forcing term. The time-
mean flow is assumed to be sufficiently nondivergent
so that the vertical motion in (3.11) is entirely attrib-
utable to the eddies. Here F, can be interpreted as the
time average of the local momentum tendency. This
will be seen more clearly when discussing the time per-
turbation equation. The total momentum equation
minus the time mean gives the momentum equation
for the time deviation

) a4 3 v
=+ Upn—F V= |V + v VV, + 0 —
(6! U o | 4 ay)v \/ +w p

+v-Vv—v-Vv=~fk><v——V¢—w?l
ap

F
+ wa—; +Fr.—F,, (3.12)

where Fr, indicates the difference between the total
and the time mean viscous forces. Note that in a time
average of (3.12), all terms either go to zero or cancel,
with the exception of the local tendency and F,. Since
the time mean of the local tendency of v is not nec-
essarily zero (because the initial and final v are not
necessarily equal), the local tendency of v is equal to
the change in the total wind and to minus F,. There-
fore, the time mean of (3.12) will be identically satis-
fied.

The equations for K, and K, are obtained by the
scalar multiplication of (3.11) by V,,, and (3.12) by v,
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respectively. The time-mean kinetic energy equation
is given by

V,.- VK, +V,,,-(v-Vv+ wg—;) +V,,

XV®,, + diss,, — V- F, = 0. (3.13)

The equation for K is considerably more involved than
K,,, and the derivation is shown in the Appendix. The
equation for K, is given as

0K,
at

= —(v: Vo)~ (v:(v-V3V,))
+ (v (v+V3v)) —diss, + v- F,. (3.14)

The terms on the left of (3.14) are the local tendency,
the advection by the mean flow, and the advection by
the eddies. The eddy advection is typically assumed to
be small in the mean, but it could be as large as the
advection by the mean flow for the time-dependent
evolution. Note that we have included the vertical
component in the advection terms as well.

The first term on the rhs of (3.14) is the pressure
work term associated with the eddies, and the fourth
term represents dissipation by the eddies. The second
term is the energy conversion by the Reynolds stresses
which, when properly averaged in time or space, could
be interpreted as a transfer between mean and eddy
kinetic energy. In the time-dependent evolution, how-
ever, the energy transfer is from K, to K; and from K,
to K,,.. The third term on the rhs of (3.14), similar to
the previous term, is a net conversion of K, to K; and
is zero in the time mean sense. Finally, the last term
is the effect of the stationary forcing of the mean flow
into the eddies. A long time-mean average of this term
would be zero, but is negligible even on a shorter time
scale since F,, which is the difference between the total
velocities at the initial and final states divided by the
time period of the average, is, in the worst case of totally
uncorrelated initial and final states, of the order of the
velocity itself. Thus,

+Vm'VKe+ V‘V3Ke

whereas the local acceleration is at least an order of
magnitude larger.

Before presenting the calculated values of the dif-
ferent terms in (3.14), let us define a vertical average

as
'Ds
f Adp,

Pr

A= —
(ps — pr)

where P is the surface pressure and P, is the pressure
at the top of the data (100 mb). Unless otherwise stated,
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