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ABSTRACT

We have examined systematically oscillatory modes in the Northern Hemisphere and in the tropics. The 700
mb heights were used to analyze extratropical oscillations, and the outgoing longwave radiation to study tropical
oscillations in convection. All datasets were band-pass filtered to focus on the intraseasonal (IS) band of 10-
120 days. Leading spatial patterns of variability were obtained by applying EOF analysis to these IS data. The
leading principal components (PCs) were subjected to singular spectrum analysis (SSA). SSA is a statistical
technique related to EOF analysis, but in the time domain, rather than the spatial domain. It helps identify
nonlinear oscillations in short and noisy time series.

In the Northern Hemisphere, there are two important modes of oscillation with periods near 48 and 23 days,
respectively. The 48-day mode is the most important of the two. It has both traveling and standing components,
and is dominated by a zonal wavenumber two. The 23-day mode has the spatial structure and propagation
properties described by Branstator and by Kushnir.

In the tropics, the 40-50 day oscillation documented by Madden and Julian, Weickmann, Lau, their colleagues,
and many other authors dominates the Indian and Pacific oceans from 60°E to the date line. From 170°W to
90°W, however, a 24-28 day oscillation is equally strong. The extratropical modes are often independent of,
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and sometimes lead, the tropical modes.

1. Introduction and motivation

Low-frequency variability (LFV) of large-scale at-
mospheric motions is a topic of considerable current
interest in dynamic meteorology. Low frequency (LF)
is commonly defined in this context as periods longer
than the deterministic predictability time of roughly
10 days. The yearly period of seasonal changes splits
this band of low frequencies, or long periods, into two:
intraseasonal (IS) or 10-100 days, roughly speaking,
and interannual (IA) or 1-10 years, given the total
length of detailed, instrumental records of large-scale
motions.

In the present paper, we study the IS frequency band,
which contains more power than either the IA or the
higher-frequency, synoptic band (e.g., Kimoto 1989,
Figs. 5a,b). The IS signal exhibits considerable com-
plexity, in both its spatial and temporal aspects. Two

types of phenomena appear in this band (i) persistent,

geographically fixed and temporally-recurrent anom-
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alies, such as blocking and various regional telecom-
munication patterns ( Dole and Gordon 1983; Wallace
and Gutzler 1981); and (ii) waves with broad, but still
well-defined spectral peaks in frequency, either trav-
eling or standing in space.

In previous work (Ghil 1987, 1988a; Mo and Ghil
1987, 1988; Vautard et al. 1990, we concentrated on
the classification of the episodic anomalies into mul-
tiple flow regimes, and on the Markov chain of tran-
sitions between those regimes. Here we investigate the
oscillatory part of the IS behavior. Connections be-
tween oscillatory and episodic behavior are made by
Ghil (1987) and by Kimoto (1989). We start with a
brief review of salient aspects of IS oscillations, as they
relate to and motivate the present work.

e A 40-50 day oscillation was detected by Madden
and Julian ( 1971 ) using rawinsonde time series of zonal
wind in the tropics. Oscillations in this frequency range
have since been found in various datasets and by var-
ious methods, which reflect different characteristics of
these oscillations.

e Lau and Chan (1985) found an extended empir-
ical orthogonal function pattern that corresponds to
the 40-50 day oscillation in the tropics. The pattern,
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detected in outgoing longwave radiation (OLR) data,
shows an east-west oriented dipole with the two centers
near the equator, 60° longitude apart, traveling east-
ward between 60°E and the date line.

o Weickmann et al. (1985) showed the eastward
propagation of OLR anomalies between 60° and 160°E
at about 5 m s™'. Relationships between OLR anom-
alies and extratropical features were studied in the
Northern Hemisphere (NH) winter by compositing
250 mb streamfunction fields (¥,s0) according to a set
of tropical OLR indices. Their work suggests that a 28—
72 day oscillation in the extratropics exists and is well
correlated with tropical convection in winter, but not
in summer (Knutson and Weickmann 1987).

o Lau and Phillips (1986 ) correlated OLR anomalies
and NH 500 mb heights in the frequency range of 20-
70 days during NH winter. They found two extratrop-
ical wavetrains: Eurasian—-Western Pacific and Central
Pacific-North American. These wavetrains exhibit co-
herence with the tropical dipolar convection in the
preselected band.

e Liebmann and Hartmann (1984 ) studied five- and
ten-day averages of NH mid-latitude 500 mb heights
and tropical OLR during NH winter. They found that
energy tends to propagate from mid-latitudes to the
tropics, with a northwest to southeast tilt. A possible
exception is propagation from the far western tropical
Pacific to the NH mid-latitudes.

e Branstator ( 1987) found a strong, westward trav-
eling wave with a period of about 23 days. It was stron-
gest in the NH extratropics during the 1979 /80 winter,
but appeared also in a nine-year time series. Kushnir
(1987) described it in 23 years of NH data and in a
model simulation. No tropical correlatives of this wave
have been found so far, to the best of our knowledge.

Thus, oscillations on an intraseasonal time scale ap-
pear to exist in the extratropics, as well as the tropics.
Considerable attention has been given to the mecha-
nism of the tropical 40-50 day oscillation (Parker 1973;
Gill 1980; Webster 1983; Hayashi and Sumi 1986;
Neelin et al. 1987). More recently, some attempts at
understanding extratropical IS oscillations in the
Northern Hemisphere have been made (Simmons et
al. 1983; Ghil 1987; Jin and Ghil 1990). Little, if any,
attention has been given to the Southern Hemisphere.

The purpose of this two-part article is to reexamine
the evidence for IS oscillations in the extratropics of
both Southern and Northern hemispheres. Particular
attention is given to an independent description of these
oscillations in each of the three regions of interest. An
important tool of this investigation is singular spectrum
analysis (SSA: Vautard and Ghil 1989), which will
help identify, along with Hovmoller diagrams, the
standing and traveling features of the oscillations, in
the tropics and in midlatitudes.

In section 2 of Part I, we present the datasets for the
Northern Hemisphere and the tropics, as well as the
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statistical methods, emphasizing SSA. Results for the
Northern Hemisphere are given in section 3, and for
the tropics in section 4. Concluding remarks follow
in section 5, and two appendices give technical de-
tails. Results for the Southern Hemisphere appear in
Part II.

2. Data and methods
a. Data description

Two separate datasets were used in this study, for
the Northern Hemisphere and the tropics, respectively.
For the Northern Hemisphere, the dataset consists of
once-daily 700 mb heights. This dataset, archived by
the Climate Analysis Center, NOAA, covers a 37-year
period from December 1949 to December 1986. It is
the longest continuous record of daily maps available,
and is on a 10° X 10° diamond grid extending from
15 to 90°N. The Southern Hemisphere dataset is pre-
sented in Part IL

The intensity of tropical convection is represented
by the outgoing longwave radiation (OLR). The
NOAA OLR dataset is global and covers the period
from June 1974 to December 1986, with a gap of 10
months (March-December 1978). We use this dataset
only between 30°S and 30°N, where OLR anomalies
are large and significantly correlated with convection.

b. Statistical methods
1) FILTERING AND EOF ANALYSIS

Preliminary filtering of the two datasets was per-
formed. The grand time mean, as well as the annual
and semiannual cycle, calculated as the two harmonics
with periods of 365 and 182.5 days of the time series
at each grid point, were removed. The resulting daily
anomalies were low-pass filtered to yield the IA signal,
with periods longer than 120 days. To do this we used
the( r;linimum-bias taper wo(¢) developed by Papoulis
wol !

l inﬂ + 1—m coslr—l
) L L’

for [t} <L (2.1a)
0, for |t]=L. (2.1b)

The corresponding normalized window in the fre-
quency domain, w(f'), can be written as

x* 1+ cosLw

? (L2w2 _ 1r2)2 ’

where w = 2xf, fis the frequency, and L is the max-
imum lag. A choice of L = 72 gives the half-power
point at 120 days, while L = 54 and 90 give half-power
points at 90 and 150 days, respectively.

The IS signal is defined as the daily anomaly minus
the sum of the IA signal and of the fluctuations with

w(f) = (2.1¢)
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periods less than 10 days. The latter can be obtained
by passing the data through the minimum-bias high-
pass filter with the half-power point at 10 days. The
normalized response function in the frequency space
is given in Fig. 1. Most results in this paper are for the
band-pass filtered data covering the range from 10 to
120 days. A broader band of 10-150 days and a nar-
rower band of 10-90 days were also used for verification
purposes. The total IS contribution to LFV in NH data
is 73%, for the standard 10-120 day window.

Empirical orthogonal function (EOF) analysis was
carried out on the NH and tropical data separately, for
the entire time series and for the four seasons. The
time mean of the given data subset was removed for
each seasonal analysis. The extratropical data were
standardized at each point in space by the variance in
time, while the OLR data were not. Northern Hemi-
sphere EOF analysis was then performed on a grid with
nearly-equal spacing (Barnston and Livezey 1987).
There are only 358 points at 700 mb in the Northern
Hemisphere, due to the presence of salient topography.
For the tropical OLR data, EOF analysis was done on
a 10° X 10° grid which covers the area from 30°N to
30°S, yielding 252 points.

In addition to the usual EOFs, orthogonal in space
and with principal components (PCs) which are or-
thogonal in time, we also computed rotated EOFs.
These were obtained by varimax rotation, keeping the
temporal orthogonality (Horel 1981). We refer to the
former, biorthogonal ones, as B-EOFs and to the latter
as R-EOFs.

2) SINGULAR SPECTRUM ANALYSIS (SSA)

SSA is a statistical technique related to EOF analysis,
but applied in the time domain, rather than the spatial
domain. It is used extensively in signal processing (Pike
et al. 1984).

Given a uniformly sampled, zero-mean time series
x; = x(to + iAr) of length Ny, one considers its lagged

Period (days)
10 5 3.3 25 2
1.0 i 1 1 L
5 0.8 —4
§
£ e ]
5 ]
w
2 04 -
g 4
$ ]
x 0.2 4
1
0.0 —t—1T—7
0.0 0.1 0.2 0.3 0.4 0.5
f (1/days)
FIG. 1. Spectral response function of the intraseasonal (IS)

band-pass filter ( 10-120 days).
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autocovariance matrix € up to lag MAt. The eigen-
value—eigenvector decomposition of C gives eigenval-
ues Ay, whose square roots are the singular values
(hence SSA), and EOFs pi(s;), as well as the corre-
sponding PCs, in a way analogous to spatial EOF anal-
ysis. To prevent confusion, we shall call the latter S-
EOFs and S-PCs, and the former T-EOFs and T-PCs.
The T-PCs are still functions of time, ¢; = ¢, + iAt,
like the S-PCs, but the T-EOFs are functions of lag, s;
= jAt, rather than of space (see Appendix A for de-
tails). Each T-PC has variance A, in decreasing order,
and it represents a filtered version of the time series
x(t;), the filter being a weighted moving average with
weights pi(s;). The T-PCs are mutually uncorrelated
at zero lag.

SSA was introduced into nonlinear dynamics by
Broomhead and King ( 1986) and by Fraedrich (1986).
It was further refined in this context and applied to
climatic time series by Vautard and Ghil (1989, VG
hereafter). The latter authors explored in particular
the relation with usual spectral analysis, and showed
that narrow peaks on a broadband background will
appear as pairs of singular values in SSA. The associated
T-PCs are in quadrature with each other.

The advantage of SSA over other types of spectral
analysis is that the filters p; are not prescribed a priori,
but are determined, optimally, from the data them-
selves. Hence SSA is well suited to detect and analyze
weak oscillations in a noisy system. In particular, the
T-EOFs need not be sinusoidal, and thus the method
does not need to decompose a single, intrinsically non-
linear oscillation into a large number of sine waves.
SSA will exhibit such an oscillation as a single pair of
EOFs, along with the appropriate variance, Wthh
equals the mean amplitude squared.

The choice of embedding dimension M is delicate;
it represents a compromise between information con-
tent—the larger M, the better—and statistical confi-
dence—the smaller M, the better. Since we are inter-
ested in IS phenomena, M = 40, 60, and 80 provide a
reasonable range of choices. The first few singular val-
ues and T-PCs discussed in sections 3 and 4 do not
depend on the choice of M.

To ensure that the band-pass filtering described by
Egs. (2.1a,b) did not distort the effects of SSA, pro-
ducing spurious pairs out of basically red time series,
we applied SSA to a band-passed red-noise process.
The results are also given in Appendix A, and show
that this is not the case.

3) MODIFIED HOVMOLLER DIAGRAMS

In order to distinguish between traveling and stand-
ing components of the oscillatory modes detected by
SSA, Hovmoller diagrams were used. Besides the stan-
dard time~longitude sections introduced by Hovmadller
(1949), we had to examine generalized sections along
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a curve defined on a map (see Fig. 2d below). The
curve is defined by a finite number of points through
which it passes, and longitude can still be used as the
parameter, since no two points on the curve have the
same longitude. The field values along the curve were
linearly interpolated from the original diamond grid
(see Figs. 10 and 12 in §3). For a different, and very
interesting, generalization of standard time-longitude
diagrams, see Fraedrich and Lutz (1987).
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3. Northern Hemisphere Results
a. Spatial patterns

1) BIORTHOGONAL EOFs (B-EOFS)

The first four S-EOF patterns in the IS band for NH

winter are shown in Fig. 2. They contain 8.1 £ 0.6,
7.4 £ 0.6, 7.1 £ 0.5 and 6.5 = 0.5 percent of the IS

b)EOF 2

NG,

Yy XNy
(IR

FIG. 2. Spatial EOF (S-EOF) patterns in the IS band for the NH winter season: (a) EOF 1, (b) EOF 2, (¢) EOF 3, and (d) EOF 4. S-
EOFs are normalized to unit vector length X 100; contour interval is 3. The solid curve in panel (d) is the path along which the modified
Hovméller diagrams in Figs. 10 and 12 are computed.
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variance, for a total of 29.1%. The fifth EOF is asso-
ciated with 5.6 £+ 0.4% of the variance, so that there is
a natural break in the EOF spectrum between the fourth
and the fifth one. Hence the discussion in this paper
is restricted to the first four S-EOFs. Table 1 lists the
variances associated with the first twelve B-EOFs, as
well as with seven R-EOFs.

The S-EOF 1 is similar to the Pacific/North-Amer-
ican (PNA) pattern of Wallace and Gutzler (1981) in
the corresponding sector, and to the dominant Cluster
1 of Mo and Ghil (1988, their Fig. 10a) throughout
the hemisphere. This pattern is also similar to one phase
of Branstator’s ( 1987; his Figs. 4 and 5) 23-day wave.

The EOFs 2 and 3, with 7.4 and 7.1 percent of the
variance, are statistically degenerate, i.e., their esti-
mated variances are less than one estimated standard
deviation of either variance apart (cf. North et al. 1982:
see Table 1 here). EOF 2 has a north-south dipole
structure in both the Pacific and Atlantic sectors, ex-
hibiting the East Atlantic (EA) and East Pacific (EP)
patterns of Wallace and Gutzler (1981). EOF 3 resem-
bles the West Pacific oscillation (WPO) of the same
authors.

The fourth EOF, with 6.5% of the IS variance, is
particularly interesting (Fig. 2d). It appears also as EOF
4 in the LF band, but is absent from the IA band.
Hence it is purely an IS signal. As the total IS contri-
bution to LF variance (73%) is more than twice as
large as the IA contribution (27%), this EOF also rep-
resents 6.7 £ 0.7% of the total LF variability.

The dominant feature of this EOF is a large anomaly
(signs are arbitrary for an EOF) extending from the
eastern part of North America across the Atlantic into
northern Eurasia. Elongated features in this sector, ori-
ented WSW-ENE are accompanied by anomalies of
opposite signs in East Asia and the Pacific.

We do not find a hemispheric pattern similar to EOF
1 of the winter data in any other season; however, the
regional PNA pattern exists for fall and spring as well.
No EOF 2 pattern can be found in any other season.
EOF 3 is also present in spring. The only pattern that
appears in all seasons with minor differences of inten-
sity and position is EOF 4.

Since the NH winter has the largest and most inter-
esting variance, we decided to use its leading B-EOFs
as basis functions for the rest of the analysis, rather
than those of another season or, indiscriminately, of
the entire year. The stability of EOF 4 from season to
season is particularly gratifying, given its important role
in our results.

The PCs of the leading four B-EOFs were subjected
to a Blackman-Tukey spectral analysis (Appendix B).
PC 1, which is associated with the PNA pattern, exhibits
spectral peaks at 48 days and at 23 days. EOFs 2 and
3, which are statistically degenerate and include the
EA, EP and WPO patterns, all sharing a north-south
dipole structure, exhibit less pronounced spectral peaks
at 60-74 and 34 days. PC 4, associated with elongated
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TABLE 1. Variance associated with each
B-EOF and R-EOF pattern.

R-EOF
B-EOF
Variance
Number Variance (%) Pattern (%)
1 8.1+06 West Pacific Oscillation 6.7
(WPO)
2 7406 North Atlantic Oscillation 6.2
(NAO)
3 7.1 £0.5 East Pacific (EP) 6.0
4 6.5+9.5 Pacific/North American 59
(PNA)
5 5.6 £0.4(29.1) Eurasian 1 (EU 1) 5.1
6 S5.1+£04 Eurasian 2 (EU 2) .50
7 46+0.3 East Atlantic (EA) 5.0
8 4.3 +£0.3 (44.4) (39.9)
9 3.8+03 '
10 35+03
11 3403
12 3.1 £0.2(59.9)
(62.5)

Standard deviations of the estimated variances are based on the rule of thumb
of North et al, (1982). Cumulative variances are indicated in parentheses for
selected truncations.

features in the Atlantic-Eurasian sector, shows a very
broad peak at 36-54 days. The two peaks in PC |, the
one in PC 4, and the 34-day peak in PCs 2 and 3 are
all statistically distinct from the broad peak at 80 days
in band-passed red noise (Appendix B, Fig. B.1).

2) ROTATED EOFs (R-EOFs)

Varimax rotation was performed using eleven B-
EOFs, which contain almost 60% of the total IS vari-
ance. R-EOFs patterns and the percentage of variance
associated with each can be found in Table 1. Patterns
are classified according to the nomenclature of Barns-
ton and Livezey (1987), since they are similar to the
latter, being based on essentially the same dataset.
There are two patterns that appear in seasonal-mean
data for winter (Barnston and Livezey 1987), but can-
not be found in the IS band. They are the Northern
Asian and Tropical-Northern Hemisphere (TNH)
pattern. The TNH pattern is due to tropical forcing
and usually associated with signals longer than a season
(Mo and Livezey 1986), so we do not expect to find
it in the IS band.

Retention of eleven B-EOFs for the rotation is based
on the gap between the eleventh and twelfth (see Table
1). The seven leading R-EOFs contain only 40% of
the variance, versus 44.5% for the corresponding B-
EOFs, and are much less well separated in variance
than the latter.
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b. SSA analysis
1) B-EOFs

As explained in section 2b and Appendix A, SSA is
a powerful technique for the study of nonlinear oscil-
lations in a noisy background. To explore further os-
cillatory behavior in the IS band, we projected the
whole time series of maps onto the first four winter
EOFs and subjected each S-PC to SSA, as described in
Egs. (A.1)-(A.6). For reasonable window sizes of M
= 40, 60 and 80, the first eight singular values fall into
nearly equal pairs, and the corresponding T-EOFs are
independent of the particular window used. Table 2
lists the leading T-EOFs for the four S-PCs, with the
period(s) T and the variance associated with each T-
PC, using a window width of M = 60.

The error in the eigenvalues was estimated by a for-
mula adapted from VG

M= (2/N)V*N\,, Ny=(Ny/M)~—1, (3.la,b)

where A, is the kth eigenvalue and N is the number
of degrees of freedom for the given window M. Since
the T-EOFs are in general not pure sines and cosines,
the dominant periods listed for each T-PC are esti-
mations obtained by a Blackman-Tukey (B-T) analysis
using a Tukey window with a bandwidth of 0.0074
(see Appendix B).

In order for a pair of T-EOFs to represent a funda-
mental oscillation of the system, not only do the cor-
responding eigenvalues have to be nearly-equal, | Axs;
— M| < min{8X, 6 M4}, but also the T-EOFs and
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T-PCs have to be in quadrature. To examine whether
the latter condition holds, we computed the lag cor-
relations between the given pair of T-PCs. The maxi-
mum of the correlations and the lag 7 at which it occurs
are also listed in Table 2.

The SSA spectrum of B-EOF 3 is red. As for the
band-passed red noise (A.7), the eigenvalues are dis-
tinct from each other, and the individual periods of T-
PCs as well as the lag correlations between them in-
dicate that they do not form pairs of the same period
nor are the T-PCs in quadrature with each other.

For the other three leading B-EOFs, the first pair of
T-EOFs form an oscillatory mode corresponding to
the period of 48 days. The eigenvalues are statistically
indistinguishable and the eigenfunctions are in quad-
rature with each other (Figs. 4a and 5a). The maximum
correlation within the pair is of 0.90 or higher and the
EOFs show about one complete oscillation in 48 days.
This clearly represents a 40-50 day oscillation in the
NH data, and we refer to this mode as N45.

The second pair has degenerate eigenvalues, but the
eigenfunctions are not exactly in quadrature with each
other (Figs. 4b and 5b), and the T-PCs only exhibit
weak correlations at all lags. Both the third and four
T-PC have a period of 28-30 days, but the third T-PC
has a low frequency mixed in, possibly showing con-
tamination by the red noise and band passing. This
pair does not represent a clear oscillation.

The third pair of T-PCs again has eigenvalues much
closer to each other than to the second or the fourth
pair. This pair does have eigenfunctions roughly in

TABLE 2. SSA modes in the IS band (10-120 days) of NH data.

Variance** T Max. T Variance T Max. T
Number (%) (days) COIT. (days) (%) (days) corr. (days)
T-PC S-EOF 1 (8.1 = 0.6%) S-EOF 2 (7.4 +0.6%)
1 20.9 +£ 2.0 48 189+ 1.8 48
2 19.6 £ 1.9 48 091 12 18.0 + 1.7 48 0.90 12
3 137+ 1.3 30*, 80 145+ 1.4 30, 80*
4 126 + 1.2 28 0.73 8 13.1+1.2 28 0.77 8
5 94+ 0.9 22 9.3+0.9 21
6 72 +£0.6 21 0.79 6 7.6 +0.7 21 0.79 6
7 4.1+04 18, 80* 45+04 16.5
8 38+04 17 0.65 5 43+04 16*, 80 0.63 5
S-EOF 3 (7.1 £ 0.5%) S-EOF 4 (6.5 + 0.5%)
1 182+ 1.7 68 20.7 £ 2.0 48
2 16.4 £ 1.6 54 0.85 14 198+ 1.9 48 0.90 12
3 128 £ 1.2 34, 60* 150+ 1.4 30, 80
4 115+ 1.1 28 0.71 9 141 +1.3 28 0.76 9
5 94 £09 22 8.6 +0.8 21
6 8008 21 0.76 7 6.3+0.7 21 0.79 6
7 52+0.5 18 3.8+0.4 16.5
8 43+04 17 0.68 5 3.0+03 16, 80 0.62 5

* Second peak.

** The error + 6), in each variance A, = ¢,? is estimated by Eqs. (3.1a,b); M = 60, N, = 218.

8QDXWKHQWLFDWHG _ 'RZQORDGHG



758

quadrature with each other, and a period of 21-22 days.
The correlations between the two T-PCs indicate that
this pair represents an oscillation, but not as strong as
the first pair. We refer to this mode as the N21 mode.
T-PCs associated with this mode (not shown) indicate
large interannual variatiofis in amplitude. Hence this
pair is weaker on average. For certain winters, such as
1953/54, 1962/63, 1970/71 and 1979/80, the N21
oscillation is as strong as the N45 mode, but for most
other years, N45 is far stronger. The T-PCs show that
this mode was particularly strong during the 1979/80
winter, like the westward-traveling wave with the same
period discovered by Branstator and Kushnir.

The fourth pair shows substantial degeneracy and
periods of 16~18 days, with the probably-spurious 80
days mixed into T-PCs 7 and 8. This pair may be re-
lated to the well-known wavenumber-one rotational
eigenmode of the linearized primitive equations, as
documented for instance by Daley and Williamson
(1985). But the pair of T-EOFs is hardly in quadrature
(Figs. 4d and 5d) and the correlation between the T-
PCs is weak at all lags (Table 2). Given also its very
low total variance and closeness in period to N21, we
cannot identify it from these data and by these methods
as a major mode of NH LFV.

There are thus two basic modes in the NH IS band:
N45 and N21. Here S-PC1, 2 and 4 are all dominated
by the N45 mode, which consists of 37%-41% of the
total variance of either S-EOF. The N21 modes are
weaker in each S-PC and consist of only 15%-17% of
the variance associated with the corresponding S-EOF.
From Table 2, one can estimate the total contribution
of a given oscillatory mode to the IS variance of our
NH data: N45 contributes 8.6% and N21 3.6%, re-
spectively. These estimates are systematically low, since
they do not account for the presence of similar pairs
in higher S-PCs.

To test the reliability of our results, calculations were
repeated for data band-pass filtered between 10 and 90
days as well as 10 and 150 days. The percentage of
variance for each mode may vary slightly, but the pe-
riods and main features of the N45 and N21 oscillations
do not change.

Figures 3a and 3b show the singular spectra for the
S-PC associated with B-EOFs 1 and 4, respectively.
The normalized spectra are given for window sizes M
= 40 (open circles), 60 (crosses) and 80 (solid line).
As suggested by the analysis of VG (their Fig. 1), the
spectrum becomes flatter as the window size increases.
But the same major features appear for the three win-
dow sizes, ranging from 40 to 80 days. The eigenvectors
corresponding to the four leading pairs of singular val-
ues in Figs. 3a and 3b are shown in Figs. 4 and 5,
respectively.

Vautard and Ghil defined the statistical dimension
S of a nonlinear dynamical system as the number of
the singular value for which the slope of the curve A
= A(k) changes from strongly negative to nearly zero.
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S is clearly a function of embedding dimension M as
the amount of information “seen” by the window in-
creases, so does the number of “degrees of freedom”
necessary to explain it. A break in the slope of the
singular spectrum does occur in Figs. 3a,b for each
value of M. For both S-PC 1 and 4, the clearest break,
separating the statistically significant signal from the
noise, lies near k = 15 for M = 40 and near k = 30 for
M = 80, with an intermediate value for M = 60. Com-
parable results obtain for S-PCs 2 and 3 (singular spec-
tra not shown). Since 7,, = 80 days is about the largest
window one can use for the IS signal, it would appear
that the number of degrees of freedom characterizing
NH IS variability, as we know it from the longest avail-
able dataset, is not larger than 4 X 30 = 120. This value
is consistent with four independent estimates of the
number of degrees of freedom sketched by Ghil and
Childress (1987, pp. 194-195), all of which yield values
not much larger than 102.
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Fi1G. 3. Singular spectrum of (a) S-PC 1, and (b) S-PC 4. Embed-
ding dimensions used are M = 40 (O), 60 (X) and 80 (—). The
singular values \; are normalized by M, cf. Vautard and Ghil (1989).
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F1G. 4. (a)-(d) The first four pairs of temporal EOFs (T-EOFs) for S-PC 1; 10-120 day filter.
Heavy solid lines represent T-PC 1, 3, 5 and 7, while open circles represent T-PC 2, 4, 6 and 8.

M = 60 in all panels.

The evolution of the first two T-PCs is shown in
Figs. 6 and 7 during six selected years for S-PC 1 and
S-PC 4, respectively. In both cases, the two T-PCs are
nearly in quadrature, in all six panels; in Fig. 6 T-PC
2 leads, while in Fig. 7 it is T-PC 1. Evidently, the NH
40-50 day oscillation occurs all year round. During
the winter season, the oscillation is strongest and most

05

: NH S-EOF4 a)TPCs 1& 2

0.3

regular. During summer, the oscillation has typically
less than half the amplitude it has in winter, and little
regularity. During the transition seasons, spring and
fall, considerable fluctuations in amplitude occur. In-
terannual variability is quite large, with the length,
strength and season(s) of occurrence of large-amplitude
episodes changing from year to year.
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FiG. 5. Asin Fig. 4,

but for S-PC 4.
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F1G. 6. The first (dark solid) and second (light solid) T-PC cor-
responding to the leading T-EOFs of S-PC 1 (Fig. 4a) for six selected
years. Units-on abscissa indicate months.

2) R-EOFs

SSA analysis was applied to the T-PCs associated
with rotated EOFs (R-EOFs). Window sizes of 40, 60
and 80 were tested and results reported below are not
affected by the window size.

Table 3 lists oscillatory modes for each band-pass
filtered (10-120 days) T-PC associated with the first
seven rotated EOFs. The dominant period and per-
centage of variance associated with each mode are also
given. The spectrum for WPO is red. Since WPO is
the main feature of B-EOF 3, it is-not surprising to
find that both B-EOF 3 and the corresponding R-EOF
exhibit no clear oscillations. For all other rotated EOFs,
the first pair of T-PCs represents an oscillation with a
period of roughly 48 days, which contains about 40%-
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45% of the total variance. It is unclear whether the
period of 54 days dominating NAO is truly distinct
from the others, since both PNA and EP upstream, as
well as EA downstream, are dominated by a 48-day
period (but see Marcus 1990, Figs. 39 and 40).

The N45 mode thus comprises the entire NH flow,
while the N21 mode seems to be strongest over North
America and in the eastern North Pacific. The latter
fact is in agreement with Branstator’s (1987) finding
of maximum amplitude of the 23-day wave over
Canada (see also Kushnir 1987).

¢. Standing- and traveling-wave features

1) S-EOF 1: WESTWARD-TRAVELING WAVES

This spatial EOF 1 has both N45 and N21 compo-
nents. The fact that activity with either period can be

19718
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FiG. 7. As in Fig. 6, but for the leading T-EOFs
of S-PC 4 (Fig. 5a).

8QDXWKHQWLFDWHG _ 'RZQORDGHG



1 MARCH 1991

TABLE 3. SSA modes for the rotated T-PCs.

First pair Second pair

Variance T Variance T
Pattern  Number (%) (days) Number (%) (days)
EP 1,2 37+25 48 5,6 2013 22
NAO 1,2 45+ 3.0 54 5,6 28+ 19 32
WPO — —
EU 2 1,2 40 +2.7 48 —
PNA 1,2 46 + 3.0 48 56 15+ 1.0 22
EU 1 1,2 46 + 3.0 48 —
EA 1,2 41 +£27 48 —

dominant in the NH IS band is apparent from the
Hovmoller diagrams for IS-filtered 700 mb anomalies
at 50°N for the winters of 1979/80 and 1964/65, re-
spectively (Figs. 8a,b). During the 1979/80 winter
(panel a), the N21 mode is quite strong. Westward-
traveling waves with a period of about 23 days domi-
nate Fig. 8a. The waves are strongest in the western
half of the hemisphere, exhibiting the superposition of
zonal wavenumbers one, two and three described by
Branstator (1987). During the winter of 1964 /65 (Fig.
8b), the N45 mode as a whole is strong, while the N21
and N45 modes associated with S-PC 4 are both
weaker; hence the features of N45 associated with S-
PC 1 are most pronounced. Again we see westward-
traveling waves, but with a period of about 40 days,
and a dominant zonal wavenumber two.

a) 1979/80
1

30 60 90

MICHAEL GHIL AND KINGTSE MO
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The spatial pattern of N21 was reported in great de-
tail by Branstator (1987): its traveling part has a large
zonal wavenumber-two and slightly-smaller wave-
number-three component; this part is modulated by a
standing wavenumber-one envelope, yielding maxi-
mum amplitude of the traveling components over
Canada. Our results from the previous three paragraphs
are entirely consistent with this picture.

To obtain the two-dimensional spatial structure of
the N45 mode, we made composites of four phases of
the mode, determined as follows. The standard devia-
tion of T-PC 1 and T-PC 2 were computed, then the
dates where the given T-PC is larger in absolute value
than 1.8 times its own standard deviation were chosen.
Since the two T-PCs are roughly in quadrature, their
maxima and minima represent four nearly-equidistant
phases of the complete oscillation. IS-filtered 700 mb
heights keyed to these four phases were averaged.

There are approximately 300-550 maps forming
each composite in Figs. 9a-d. Areas where the com-
posite anomaly is statistically significant at the 95%
confidence level are shaded. To determine the statistical
significance, height anomalies at each grid point are
assumed to follow a normal distribution. Then the
mean anomaly has a standard error of ¢ = o/N'/2,
where o is the standard deviation of height anomalies
at that grid point calculated from the maps forming
the composite, and N is the number of independent
degrees of freedom. N was estimated as the number of

b) 1964/65

120 150 180-180-150 -120 -90

i o A\ e S

60 30 0 30 60 90

120 150 180

FIG. 8. Hovmoller diagram for IS-filtered 700 mb height anomalies at 50°N for the winter of
(a) 1979/80, (b) 1964/65, contour interval is 40 m.
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F1G. 9. Composite anomalies of four phases of N45 in S-PC 1: (a) positive phase of T-PC 2, (b) positive phase of T-PC 1, (c) negative
phase of T-PC 2, and (d) negative phase of T-PC 1. Contour interval is 10 m; areas which are statistically significant at the 95% confidence

level are shaded.

maps separated by more than 10 days from each other,
yielding 33 < N < 42, and the anomaly of the com-
posite has to exceed in magnitude 1.96 o for signifi-
cance at the 95% level.

~ The four successive phases of the N45 mode (com-
pare Fig. 6) shown in Figs. 9a~d are positive T-PC 2,
positive T-PC 1, negative T-PC 2 and negative T-PC
1. All the important features are significant for all the

composites. The whole pattern travels westward, and

is dominated by zonal wavenumbers one and two.
The two opposite phases of T-PC 1 (Figs. 9b,d) are

dominated by S-EOF 1 (75%). The positive phase of

-T-PC 2 (Fig. 9a) has 13% of S-EOF 1, 10% of S-EOF

2, 13% of S-EOF 3 and 34% of S-EOF 4. The negative
phase of T-PC 2 (Fig. 9c) has 18% of S-EOF 1, 19%
of S-EOF 2, 10% of S-EOF 3 and 23% of S-EOF 4.

8QDXWKHQWLFDWHG _ 'RZQORDGHG






















































