1 JANUARY 1994 FELDSTEIN 23

A Weakly Nonlinear Primitive Equation Baroclinic Life Cycle

STEVEN B. FELDSTEIN
Cooperative Institute for Research in the Environmental Sciences, University of Colorado, Boulder, Colorado

(Manuscript received 19 December 1992, in final form 8 April 1993)

ABSTRACT

A weakly nonlinear baroclinic life cycle is examined with a spherical, multilevel, primitive equation model.
The structure of the initial zonal jet is chosen so that the disturbance grows very slowly, that is, linear growth
rate less than 0.1 day ™!, and the life cycles of the disturbance are characterized by baroclinic growth and followed
by barotropic decay. It is found that if the disturbance grows sufficiently slowly, the decay is baroclinic. As a
result, the procedure for determining this weakly nonlinear jet is rather delicate.

The evolution of the disturbance is examined with Eliassen-Palm flux diagrams, which illustrate that the
disturbance is bounded at all times by its critical surface in the model’s middle and upper troposphere. The
disturbance undergoes two large baroclinic growth /barotropic decay life cycles, after which it decays by horizontal
diffusion. At the end of the first cycle, the zonally averaged zonal flow is linearly stable, suggesting that the
disturbance growth during the second cycle may have arisen through nonmodal instability. This stabilization
of the disturbance is due 1o an increase in the horizontal shear of the zonal wind, that is, the barotropic governor
mechanism. It is argued that this stabilization is due to the large number of model levels.

A quasigeostrophic refractive index is used to interpret the result that as the linear growth rate of the disturbance
is lowered, the ratio of equatorward to poleward wave activity propagation decreases. A parameter is defined
as the ratio of the horizontal zonal wind shear to the Eady growth rate. It is found that the growing disturbance

tends to be confined to regions of local minima of this parameter.

1. Introduction

Most studies of baroclinic life cycles have used mod-
els that fall into one of two general classes. The first
class is represented by weakly nonlinear, two-layer, (-
plane quasigeostrophic models. The second class is
characterized by strongly nonlinear, multilevel, spher-
ical, primitive equation models. Each class possesses
its own distinct advantages and disadvantages. The
primary advantage of class 1 models is that the results
are usually easier to interpret, as simple linear diag-
nostics and conservation laws are applicable. However,
even though this model is capable of simulating many
aspects of the observed life cycles, some features of its
baroclinic wave evolution are unrealistic. On the other
hand, class 2 models capture many of the details of the
observed baroclinic life cycles that the class | models
cannot, but the additional complexity of class 2 models
renders the results more difficult to interpret.

Examples of investigations that use class 1 models
are Pedlosky (1970, 1971, 1981), Pedlosky and Fren-
zen (1980), Feldstein and Held (1989, FH hereafter),
and Feldstein (1991, F hereafter). In the studies of
Pedlosky, where the initial zonal flow is uniform, the
disturbance always remains close to its normal-mode
form and life cycles consist of baroclinic growth and
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baroclinic decay. On the other hand, in FH, it was
shown that if the meridional shear of the jet is suffi-
ciently strong to produce a critical latitude, the distur-
bance undergoes significant changes in its structure and
the life cycles are characterized by baroclinic growth
followed by barotropic decay, as is seen in the atmo-
sphere.

Calculations with class 2 models have been per-
formed by many authors, including Gall (1976), Sim-
mons and Hoskins (1978, 1980), McVean and James
(1986), Thorncroft and Hoskins (1990), Branscome
et al. (1989), Haynes and Shepherd (1989), Polavar-
apu and Peltier (1990), and Barnes and Young (1992).
Two of the most important early studies were those of
Gall and Simmons and Hoskins (1978). Gall was the
first to model a baroclinic life cycle and show how the
structure of the disturbance evolves from its linear
growth stage, where it has its maximum amplitude near
the lower boundary, to later times, where the maximum
amplitude is in the upper troposphere. Simmons and
Hoskins (1978) extended Gall’s results to show that a
disturbance decays barotropically just as rapidly as it
grows baroclinically. Their entire baroclinic life cycle
did capture many of the dominant features observed
in the atmosphere.

There are several differences between the solutions
from class 1 and class 2 models. For example, the class
1 solutions of FH and F find just a single cycle of growth
and decay, whereas most class 2 solutions, for example,
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McVean and James (1986) and Barnes and Young
(1992), find two or more cycles. In addition, the two
classes of models are expected to show different sta-
bilization mechanisms for the growing disturbance. As
is shown in FH and F for weakly nonlinear two-layer
quasigeostrophic models, the disturbance is stabilized
by removing the initial negative meridional potential
vorticity gradient (Charney-Stern theorem) in the
lower layer and replacing it with a value close to zero.
On the other hand, in class 2 models with a sufficiently
large number of levels, stabilization requires that the
lowest-level meridional potential temperature gradient
be removed everywhere (this stabilization criterion is
strictly valid only for a vertically continuous quasigeo-
strophic fluid; nevertheless, in practice, it does seem to
remain applicable to multilevel primitive eguation
models), which is impossible, as the disturbance can
only move potential temperature contours at this level
from one location to another. Also, class 1 models can-
not stabilize the baroclinic waves by increasing the
static stability, since the static stability must remain
fixed. An increase in static stability was shown to be
an important mechanism for the stabilization of baro-
clinic waves (see Gall 1976; Gutowski et al. 1989) in
primitive equation models. A related mechanism is the
so-called barotropic governor (see James and Gray
1986; James 1987), where horizontal shear of the zonal
wind has been found to influence stabilization. In class
1 models, the change in the horizontal zonal wind shear
is very small, whereas in class 2 models it is substantially
larger. Another difference between the models involves
the ratio of equatorward to poleward propagation of
wave activity. In class 1 models, if the unstable jet is
symmetric about its center, the amount of wave activity
propagation is equal in both directions. On the other
hand, in class 2 models with a symmetric jet—for ex-
ample, Simmons and Hoskins (1978) and Barnes and
Young (1992)—the majority of the wave activity
propagates toward the equator. Furthermore, FH and
F showed that the disturbance is always bounded by
its critical latitudes. The question of whether critical
latitudes play a similar role in class 2 models has not
been completely addressed.

The purpose of this study is to try to better under-
stand the differences between the solutions found in
class 1 and class 2 models through the use of a model
that combines the properties of both classes of models.
Clearly, there are several combinations of model char-
acteristics that can be constructed for this purpose, but
one particular combination can be especially advan-
tageous. This is a spherical, multilevel, primitive equa-
tion model that is weakly nonlinear. This model retains
most of the characteristics of the class 2 models, yet it
keeps the weak nonlinearity, which can give much
simpler solutions to interpret, allowing additional in-
sight into the properties of the much more realistic
class 2 models. Thus, in order to avoid some of the
limitations of class 1 models and yet retain the relative
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simplicity of a weakly nonlinear model, a spherical,
multilevel, primitive equation model will be used to
examine a weakly nonlinear baroclinic life cycle.

In section 2, the model and the initial state will be
described. The results will be presented in section 3
and the conclusions in section 4.

2. Model description

For this study, an equally spaced sigma-level, sector,
primitive equation model is used. The model, devel-
oped by Isaac Held of the Geophysical Fluid Dynamics
Laboratory (GFDL), is very similar to that of a GFDL
general circulation model without the physical param-
eterizations. In a series of tests, it was found that the
weakly nonlinear solution is convergent if more than
15 vertical levels and a horizontal resolution greater
than rhomboidal 30 is used. As a result, and after con-
sidering computational constraints, a resolution of 20
vertical levels at rhomboidal 60 was selected. The
model’s zonal wavenumber spectrum consists of the
fundamental, which is the fastest-growing zonal wave-
number, and its first four higher harmonics. To inte-
grate the model, a semi-implicit scheme is used with a
Robert filter and a time step of 0.02 days. In addition,
friction is represented as eight-order horizontal diffu-
sion, which is used to simulate the enstrophy cascade
to subgrid scales. Other forms of forcing and dissipa-
tion, such as thermal forcing and surface heat fluxes
and drag, are not included in the model runs, in order
to study the baroclinic life cycles in their simplest con-
text. These dissipation mechanisms have been shown
by Branscome et al. (1989) and Barnes and Young
(1992) to modify the low-level structure and stability
characteristics of the disturbance and to allow for re-
peating life cycles. The value of the horizontal diffusion
coefficient is » = 3.2 X 103 m® s~!. This value for »
is small enough so that only the smallest meridional
scales in the model are affected by the horizontal dif-
fusion.

In this investigation, a weakly nonlinear jet is simply
defined as a jet that is unstable to a very slowly growing
disturbance, that is, the disturbance growth rate being
at least an order of magnitude smaller than is typically
observed in the atmosphere, which it usually about 1
day ~!. Because the selection of a weakly nonlinear ini-
tial state is found to be a very delicate problem, a de-
tailed discussion of the model and in particular the
initial state is presented. The initial zonally averaged
temperature field is specified as

T(0, o) = [T(0)] + 2Uos(osaf/R)(H/0:)g(0)h(0),

(2.1a)
where
2(8) = tanh[(8 — 85)/ 04), (2.1b)
h(o) = sech’[—H(Ing — Inagg)/ o,]
X tanh[— H(Ine — Ingy)/0.], (2.1c)
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and 6 and o are the meridional and vertical coordinates,
respectively. This temperature field is symmetric about
the equator. The parameters in (2.1a,b,c) have the fol-
lowing definitions: H is the scale height, U; a measure
of the speed of the jet maxima, q the earth’s radius, f
the Coriolis parameter, R the gas constant, o, and o,
the jet half-width in the horizontal and vertical direc-
tions, respectively, and 8, and g, the latitude and sigma
value of the jet maxima, respectively. The choices of
values for the above model parameters are shown in
the Appendix.

After the zonally averaged temperature field is spec-
ified, a nonlinearly balanced initial zonally averaged
zonal wind is determined. The secant method is used
for calculating this balanced state. This technique is
described in detail by Branscome et al. (1989). A bal-
anced initial state is being used to suppress the initial
presence of gravity waves. It is desirable to remove the
gravity waves since in the present calculation the am-
plitude of the disturbance is unrealistically small and
may be influenced by the gravity waves. The resulting
zonally averaged initial temperature and zonal wind
fields are shown in Fig. 1.

The values of the model parameters were chosen to
select the baroclinically unstable jet that gives rise to
the most slowly growing disturbance that retains a life
cycle characterized by baroclinic growth and barotropic
decay. For smaller linear growth rates, it was found
that the disturbance undergoes a life cycle consisting
of baroclinic growth and baroclinic decay. The key pa-
rameters that determine the growth rate of the distur-
bance were found to be Uy and H/o,. The parameter
Uy, which measures the strength of the jet, equals the
maximum zonal wind speed if the zonal wind precisely
goes to zero at the top and bottom boundaries of the
model. In the present model, this condition is not sat-
isfied, and the actual maximum zonal wind speed
equals about 0.75U,. The parameter H/ o, controls the
meridional temperature gradient of the model’s lowest
level. The lowest-level meridional temperature gradient
can be reduced by selecting small values of H/o,.
Therefore, the growth rate of the disturbance can be
lowered by specifying smaller values for Uy and H/ o,.

Several problems arise when trying to find appro-
priate values for Uy and H/ o,. If these parameters are
sufficiently small, as discussed above, the disturbance
will grow and decay baroclinically. Furthermore, if
these parameters are too large, a negative dQ/dy region
will exist between the level of the jet maxima and the
lower boundary. This is not desirable as the aim of this
study is to examine the life cycle that arises from a
boundary and not an internal instability (James and
Hoskins 1985; McVean and James 1986). This neg-
ative dQ/dy region occurs because the initial state is
chosen so that the vertical shear and curvature of the
zonal jet are small at low levels, which in turn requires
the vertical curvature of the jet to increase at higher
levels. Thus, the choice of values for U, and H/ o, is
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FiG. |. Meridional cross section of the initial zonally averaged
zonal wind (solid line) and temperature field (dashed line). The
contour intervals are 1.5 m s~ and 5 K, respectively.

somewhat delicate, as these parameters must be small
enough to suppress internal instability below the jet
maxima, but they must be large enough to ensure that
the eventual decay of the disturbance will be barotropic.

In order to determine the values of Uyand H/g,, a
series of ten numerical integrations was performed.
Each numerical integration was costly in terms of cpu
time, as a 100 model day integration would take 3 h
20 min of cpu time on a Cray X/MP 28. Because of
the limited number of numerical experiments, it was
not possible to find the weakest possible jet that yields
a baroclinic growth/barotropic decay life cycle, Nev-
ertheless, the results from these integrations suggest
that the initial state shown in Fig. 1 should be quite
close to satisfying the above requirements. In addition,
by calculating the quasigeostrophic meridional po-
tential vorticity gradient (see Fig. 3), it was found
that this particular initial state suppresses any internal
instability.

In order to better understand why baroclinic decay
can occur when U and H/ o, are small, it is helpful to
look at the quasigeostrophic refractive index n? defined
by Palmer (1982), modified for use in pressure coor-
dinates by Randel and Stanford (1985), which is

n? = 0Q/dy I - K sin?
U—wacosd 4H*N? a?cos®d ’
(2.2)

where U is the zonally averaged zonal wind, w the an-
gular velocity of the disturbance, N the Brunt-Vdisild
frequency, and k the zonal wavenumber. The quasi-
geostrophic meridional potential vorticity gradient, 3Q/
dy, 1s defined as

2
yZZQcosﬂ_}_lﬁ_ﬁi[(%) oU

|\ N 5],(2.3)
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where ¢ is the zonally averaged relative vorticity, p the
density, g the gravitational acceleration, and p pressure.
The refractive index »? and dQ/dy for the initial state
are shown in Figs. 2 and 3, respectively. The zonal
wavenumber and angular velocity, which are used for
determining 72, are those values corresponding to the
fastest growing zonal wavenumber. These values were
found from a linear stability analysis of the initial state
tobe k=7 and w = 2.4 X 1077 s~!, According to
linear quasigeostrophic theory, regions of propagation
(evanescence) are characterized by n? > 0 (n? < 0).
In Fig. 2, the dark broad line indicates where n? attains
its largest values. This line approximates the critical
surface, defined as locations where U — wa cosf = 0
(for a continuous flow n? would be infinite at the critical
surface). In addition, turning levels, identified by n?2
= ( contours, are present at a level above the jet max-
ima. For plane-parallel shear flows with 8Q/dy > 0
everywhere, it is well known that linear quasigeo-
strophic disturbances are absorbed (reflected) at critical
surfaces (turning levels).

One result found from the above series of numerical
integrations was that in order for barotropic decay to
occur, instead of baroclinic decay, the negative n? re-
gion above and poleward of the jet maxima has to be
sufficiently negative, that is, 7% < —0.25 X 1073 m™2.
Through the usg of (Eliassen—Paim) EP flux dlagrams,
it was found that the EP flux vectors could still cross
n? = 0 contours but they would be refracted away from
n? contours that were sufficiently negative. (For positive
or slightly negative n?, the EP flux vectors would be
reflected downward off a horizontal turning level near
p = 200 mb, resulting in baroclinic decay.) Thus, al-
though the quasigeostrophic refractive index is not
precise, it is a useful indicator of the wave propagation
characteristics. This negative n? region was specified
by choosing the initial temperature field so that 6Q/
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index. Solid contours are positive and dashed contours negative.
Contour interval is 2.5 X 107" m™2. The thick solid line denotes the
approximate location of the critical surface.
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dy is small, but still positive, to preclude internal in-
stability. This is accomplished both by picking the up-
per-level [ T7(o)] field to be warmer than observed, such
that N? is increasing with height, and by choosing U,
and H/ o, to be large enough so that the thermal term
in dQ/dy [the third term on the right side of (2.3)] is
negative in this region. These parameter specifications
contribute to a negative dQ/ay from the third term on
the right side of (2.3) at all levels above the jet maxima.
The second term on the right side of (2.3) is positive
at the center of the jet and negative on both sides of
the jet. The sum of all three terms in (2.3) then allows
for 8Q / 6y to be positive everywhere and shifts the 3Q/
dy minimum, hence the negative n” region, to the
poleward side of the jet.

The existence baroclinic decay was somewhat sur-
prising. In F, where a critical layer was always present
in the upper layer, it was found that baroclinic decay
occurs only if the jet is very wide, that is, its width
greater than or equal to 24 Rossby deformation radii.
For such a wide jet, the refractive index is positive and
increases in a direction outward from the center of the
jet. In addition, the refractive index changes only
slightly over the meridional extent of the disturbance.
In this case, the critical layer, and thus the region where
the refractive index is very large, is at a distance far
from the disturbance so that critical-layer dynamics
does not influence the evolution of the disturbance. As
a result, meridional radiation of the disturbance is sup-
pressed and the life cycle resembles the analytical so-
lutions of Pedlosky (1970), where the basic state zonal
wind is constant and the disturbance grows and decays
baroclinically. When narrower jets were examined, F
found larger changes in the refractive index over the
meridional length of the disturbance. As a result, the
disturbance did radiate meridionally toward its critical
layers and barotropic decay occurred. In the present
model, the refractive index does vary substantially over
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the scale of the disturbance (the meridional extent of
the perturbation can be seen in Fig. 4, which shows
the amplitude of the perturbation streamfunction). As
Uy and H/ o, are reduced from their values in Fig. 1,
the width of the disturbance becomes smaller and the
vertical structure of the refractive index is found to
substantially change as the negative n? region is re-
moved. For these smaller values of U, and H/o,, the
horizontal turning of the EP flux vectors is suppressed
since the disturbance first propagates upward and then
back downward as it reflects off a horizontal turning
level in the upper troposphere. Nevertheless, since the
meridional variation of the refractive index remains
large, as is the case for the narrower jets of the two-
layer quasigeostrophic models, it is puzzling that baro-
clinic decay can occur in the present multilevel prim-
itive equation model.

3. Results

In this section, the weakly nonlinear baroclinic life
cycle will be examined in detail. The initial perturba-
tion consists of the fastest-growing normal mode and
its amplitude was chosen to be small enough so that
changes to the initial zonally averaged zonal flow were
very small after 30 days. The linear growth rate of this
perturbation is 0.099 day ~!. The resulting energy cycle
1s calculated with the full primitive equation energetics
of Lorenz (1955), and is shown in Fig. 5. These energies
and their conversions are computed by integrating over

the entire model atmosphere. The maximum total en- -

ergy (the sum of the eddy kinetic and eddy available
potential energies) attained by the disturbance is two
orders of magnitude less than is typically observed in
the atmosphere (see Randel and Stanford 1985). It
can be seen that the disturbance undergoes two large
amplitude cycles of baroclinic growth followed by
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barotropic decay. The second cycle actually has a larger
maximum energy than the first cycle. After the com-
pletion of these two cycles, the disturbance gradually
dissipates through horizontal diffusion.

As discussed in the Introduction, most strongly
nonlinear studies find two or more large amplitude
cycles: for example, McVean and James (1986) and
Barnes and Young (1992). However, other strongly
nonlinear calculations find just a single cycle of growth
and decay: for example, Simmons and Hoskins (1978).
This single growth and decay cycle was shown by
Barnes and Young to occur when the diffusion coef-
ficient is sufficiently large. With regard to atmospheric
observations, Randel and Stanford find that synoptic-
scale baroclinic waves usually undergo two or three
large amplitude cycles before they decay to a much
smaller amplitude (see Figs. 10a and 10c of Randel
and Stanford).

a. Eliassen-Palm flux diagnostics

In order to better understand the evolution of the
disturbance, EP flux vectors and their divergence [see
Edmon et al. (1980) for a detailed explanation of EP
flux diagrams] are plotted at five-day intervals from
day 40 through day 75 of the life cycle (see Fig. 6).
This time period encompasses the two large amplitude
cycles of growth and decay. The primitive equation
form of the EP flux vector (see Andrews and McIntyre
1976) in pressure coordinates is used. In order to il-
lustrate these diagrams on pressure surfaces, logarith-
mic interpolation from sigma to pressure coordinates
was performed. This is written as F = (0, F'®, Fi),
where
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R vIBI
F® = ol —u'v' + U/d 1
acos( v ae/apa /p) (3.1a)
‘p)z _v:g_l____ 1io! 1
F acosﬂ(y 97 uw), (3.1b)

where wis the vertical velocity in pressure coordinates,
+ the absolute vorticity, and the overbar denotes a zonal
average. The use of EP flux diagrams is well suited to
the present weakly nonlinear calculation because F is

parallel to the group velocity vector only for small am-
plitude disturbances.

The thick solid line in Fig. 6 indicates the location
of the critical surface at that particular time. The dis-
turbance angular velocity spectrum, which determines
the location of the critical surface, is found in the fol-
lowing manner. At a specified time, the enstrophy for
each spherical harmonic is calculated at every level.
Then, those spherical harmonics whose enstrophy ex-
ceeds one-half the maximum enstrophy are identified.
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FIG. 6. (Continued) (b) 2.48 X 10%, () 2.40 X 1013, (d) 1.89 X 10", (¢) 8.07 X 102, (f) 1.13 X 103, (g) 1.44 X 10**, (h) 5.69 X 10",
The thick solid line denotes the location of the critical surface, which is defined as U — wa cos = 0. The value of win (a)is 2.45 X 1077571,
(b)2.5X 107757, () 2.5 X 107757}, (d) 2.5 X 107757}, (e) 2.0 X 107757, (£) 2.0 X 107757, (g) 1.6 X 107757}, (h) 1.5 X 1077 574,

This gives a spectrum of angular velocities. During the
early stages of the life cycle, when the disturbance is
growing linearly, the angular velocity spectrum is nar-
row. At later times, the angular velocity spectrum
broadens. At all times, the thick solid line in Fig. 6
represents the minimum angular velocity.

At day 40, F is still close to its linearly unstable nor-
mal-mode form. The magnitude of F has a single max-
ima located slightly poleward of the jet. This is similar
1o the behavior found by Edmon et al. (1980), who
use EP flux diagnostics to examine the strongly non-

linear life cycle solutions of Simmons and Hoskins
(1978). The critical surface bounds the disturbance
everywhere except near the lower boundary. At this
time, the angular velocity spectrum is relatively narrow
as2.4 X 1077s7 ' <w< 25X 107757, Next to the
lower boundary, F crosses the critical surface. This be-
havior is consistent with the theory of critical-level
overreflection [ for a summary of critical-level over-
reflection and linear instability see Lindzen (1988)],
which is strictly valid only for plane-parallel shear flows.
From the viewpoint of critical-level overreflection, a
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wave is first generated at the ground, where 97/dy
< 0 and 8Q/dy takes on a negative delta function
structure. The wave then tunnels through the region
where U — wa cosf <0 and n? < 0, and is overreflected
at the critical level. This leads to a downward-propa-
gating wave that then reflects upward from the lower
boundary [ for linear baroclinic instability, see Snyder
.and Lindzen (1988)].

At day 45, |F| increases and the critical surface (at
this time, the critical surface corresponds to w = 2.5
X 1077) intersects the lower boundary. This lowering
of the elevation of the critical surface seems to be in-
consistent with critical-level overreflection. However,
there is no inconsistency, as the necessary conditions
for critical-level overreflections do indeed persist. This
is because, unlike earlier times when the angular ve-
locity spectrum remained very narrow at all levels, the
angular velocity spectrum significantly broadens in the
lowest two levels: at ¢ = 0.925, 25 X 1077s ' < w
<47 X 1077s™!, and at 0 = 0.975,2.5 X 1077 s~}
<w<5.6X1077s™", Thus, the disturbance propagates
eastward at a faster speed and maintains the require-
ments of critical-level overreflection. To some extent,
it is not surprising that these results remain consistent
with critical-level overreflection as this theory is rele-
vant for small amplitude disturbances in weakly un-
stable flows.

At day 50, two separate maxima in F begin to form
near the lower boundary, and by day 55, when the
disturbance starts to decay, these two maxima in F
completely separate. Also, at day 55, there is stronger
meridional radiation of wave activity at the upper lev-
els, as indicated by the predominantly horizontal F,
In addition, at the same time, a region of positive V« F
develops below the jet maxima. This positive V- F is
found to coincide with the generation of a weak neg-
ative @/ dy (not shown ), which arises from an increase
in the vertical curvature of the zonal flow between the
jet maxima and the lower boundary. By applying wave
activity conservation (see Edmon et al.), the collocation
of both negative dQ/dy and positive V - F suggests that
a weak internal instability has developed in this region.

The disturbance energy continues to decline at day
60. Between the two regions of upward F on the lower
boundary, the direction of F has reversed and points
downward. This indicates that the meridional heat flux
is poleward at the wings of the jet and equatorward at
the center of the jet.

The second cycle starts near day 65. The region of
upward of F is now about 50% wider than at the be-
ginning of the first cycle. Furthermore, the remnants
of the decaying disturbance of the first cycle are seen
as the two weak dipoles in V- F on either side of the
jet. At this time, the angular velocity spectrum is much
broader than during the early stages of the first cycle,
thatis, 20 X 1077 s ' < w < 4.4 X 1077 57!, and the
conditions for critical-level overreflection are no longer
satisfied. This suggests that the growing disturbance at
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the beginning of the second cycle is no longer a linearly
unstable normal mode. In order to further test this
idea, the linear stability of the zonally averaged flow
at day 65 was examined. It was found that no linearly
unstable modes were present. Since the meridional heat
fluxes are poleward at day 65, this indicates that the
disturbance is tilted westward with height and thus has
the appropriate vertical structure to extract energy from
the zonally averaged flow. This behavior indicates that
during the second cycle, the disturbance may be grow-
ing via nonmodal instability (see Farrell 1982, 1984).

The disturbance continues to grow at day 70, and
by day 75, as in the first cycle, it splits into two regions
of upward F and meridional radiation of wave activity
characterizes its decay.

Throughout both cycles, F always terminates before
reaching the critical surface, which indicates that the
wave activity is being absorbed by the background flow.
In FH, it was found with a two-layer quasigeostrophic
model that the disturbance is also absorbed before
reaching its critical latitude. In addition, in contrast to
the results of the present model where the angular ve-
locity spectrum broadens with time, FH found that the
upper-layer phase speed spectrum remains very narrow
with a mean value very close to the initial linearly un-
stable phase speed. With the exception of the study of
Barnes and Young (1992), all other strongly nonlinear
life cycle studies do not address the question of whether
the disturbance is bounded by its critical surface. In
the model study of Barnes and Young, they showed
that the potential vorticity fluxes on the 350-K isen-
tropic surface decay to small value no farther than 10°
latitude equatorward of the critical line, which they
defined as the average phase speed of the disturbance.
Thus, Barnes and Young found that the disturbance
is approximately bounded by a latitude defined by the
mean phase speed of the disturbance. In the present
study, because of the broadening of the angular velocity
spectrum, the critical surface was defined as the min-
imum in a wide spectrum of angular velocities. As a
result, this particular critical surface gives a tighter
bound than that obtained by Barnes and Young (see
Fig. 6), and this bound applies over most of the domain
except in the model’s lower troposphere. These nu-
merical results are consistent with those of the obser-
vational study of Randel and Held (1991) for both the
Northern and Southern hemispheres. They find that
the phase speeds of synoptic-scale eddies are almost
always less than that of the time mean zonally averaged
zonal winds.

An examination of F indicates that wave activity
propagates both equatorward and poleward during
both cycles. The latitude that divides the equatorward
and poleward propagation occurs at about 52°N. This
is the same latitude at which the initial refractive index
has a local minimum (see Fig. 2), that is, dn/d6 = 0,
and is consistent with linear wave propagation theory,
where wave activity must propagate away from local
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FIG. 7. Latitude-time contour diagram of the ratio of the lowest level horizontal shear
oU/dy to the Eady growth rate. Contour interval is 1.25. Shaded above 5.0.

minima in the refractive index. Similar behavior was
found by Edmon et al. (1980), Hoskins (1983), and
Barnes and Young (1992) for strongly nonlinear life-
cycle calculations. However, in those calculations, a
greater fraction of the wave activity propagates equa-
torward than is observed with the present weakly non-
linear model. An explanation for these model differ-
ences can be obtained by further examining the re-
fractive index. In Fig. 2, as stated above, dn/d8 = 0 at
about 52°N, and at a latitude near 48°N, the initial
disturbance reaches its maximum amplitude (see Fig.
4). If we assume that the amount of wave activity gen-
erated is symmetric about the latitude of the distur-
bance’s maximum amplitude, there should be a slight
preference for equatorward wave activity propagation.
For a strongly nonlinear jet, the refractive index was
calculated with the same parameters as in Fig. 1, except
Uy was increased so that the maximum zonal wind
speed was 40 m s~ !, In this calculation, the latitude
where dn/ad8 = 0 (not shown) was found to be 57°N,
while the initial disturbance attained its maximum
amplitude near 50°N (not shown). Thus, as the jet
becomes stronger, there is a greater separation in lati-
tude between where dn/30 = 0 and where the distur-
bance reaches its largest amplitude. As a result, to the
extent that linear theory can be applied, it is not sur-

prising that a larger fraction of wave activity propagates
equatorward as the jet becomes stronger.

Another interesting result is that the orientation of
F is different on either side of the jet. On the equator-
ward side of the jet, F primarily has a horizontal ori-
entation, whereas on the poleward side its orientation
is vertical. This suggests that barotropic critical-layer
dynamics, such as that studied by Warn and Warn
(1976) and Killworth and McIntyre (1985), is relevant
to the decay on the equatorward side of the jet, whereas
baroclinic critical-layer dynamics applies to the pole-
ward side of the jet.

b. Horizontal shear and stabilization

As discussed by James and Gray (1986), an increase
in the barotropic part of the horizontal zonal wind shear
usually modifies the structure of a growing disturbance
to reduce its growth rate. In addition, they found that
if the ratio of the horizontal wind shear to the Eady
growth rate, w, = 0U/dy/w,, where

1faU/éz

=03 ,
® N

is greater than [, the growth rate of the disturbance
will be significantly reduced. A latitude~time diagram
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ilustrating w, is shown in Fig. 7. For this parameter,
the lowest model level is used. It can be seen that there
is a reasonably good correspondence between the lat-
itudes where the low-level meridional heat flux is large
and where w, is small (compare the latitudes of min-
imum w, with the structure of |F| in Fig. 6). As an
example, at the latitude of the jet center, w, is small
during the growth stages of both the first and the second
cycles. For the second cycle, this reduction in w, is due
to both an increase in w, and a decrease in dU/dy.
After the disturbance decays, w, maintains fairly large
values between 30°N and 60°N.

The above properties of w, together with the stabi-
lization at the end of the first cycle suggest that the
stabilization is due to the barotropic governor mech-
anism of James and Gray. To further test this idea, a
procedure similar to that in James and Gray is used
to remove the barotropic component of the zonal flow.
In their study, the stability of the time-averaged flow
was examined with the barotropic component of the
zonal flow removed. In the present study, the barotro-
pic component of the zonal flow will be removed at a
particular time during the evolution of the disturbance.
Then, the linear stability of this adjusted flow will be
examined. This removal is accomplished by first sub-
tracting the lowest-level zonal wind from the zonal
wind at all levels and by setting the meridional wind
to zero everywhere. The surface pressure field is then
adjusted to a balanced state at the lowest model level.
Then, using the temperature field and the new surface
pressure field, a new nonlinearly balanced zonal wind
field is calculated. This balanced wind field is only
slightly different from the earlier wind field with the
lowest-level zonal wind removed. To this adjusted wind
and surface pressure field, a small amplitude pertur-
bation is added.

The effect of horizontal shear is examined at day 60.
This is at a time when the disturbance is decaying most
rapidly. As expected, a linear stability analysis of the
zonally averaged flow finds no unstable modes. How-
ever, when the barotropic component of the zonal wind
field is removed, a linear growth rate of 0.067 day ' is
found. The meridional heat flux structure of the grow-
ing disturbance consists of a local maxima at the lowest
levels on both sides of the jet. This result is in agreement
with that of James and Gray who found the removal
of the barotropic component of the zonal flow returns
the linear growth rate close to its initial value.

4. Conclusions and discussion

The weakly nonlinear life cycle of a baroclinic dis-
turbance was investigated with a multilevel, spherical
primitive equation model. In this study, the weakest
possible jet that gives baroclinic growth /barotropic de-
cay life cycles was examined. Through the use of this
model, additional insight has been obtained into both
the wave activity propagation and stabilization char-
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acteristics of both class 1 (weakly nonlinear, two-layer,
B-plane quasigeostrophic) and class 2 (strongly non-
linear, multilevel, spherical, primitive equation ) mod-
els. Furthermore, it was also verified that the critical
surface bounds the disturbances at all times and all
levels throughout the model’s middle and upper tro-
posphere.

Wave activity propagation was found to occur on
both the equatorward and poleward sides of the jet,
with a small preference for equatorward propagation.
This contrasts all class 2 results, for example, Simmons
and Hoskins (1978) and Barnes and Young (1992),
where a much larger fraction of the wave activity prop-
agates equatorward, and the class 1 results of FH and
F, who found equal wave activity propagation in both
directions. In FH and F, the symmetry imposed by the
B-plane approximation requires that the wave activity
propagation is symmetric about the jet center. Thus,
it seems reasonable to assume that the difference in
the direction of wave activity propagation between the
present results and those in class | models is due to
the breaking of the symmetry associated with spher-
icity. The greater tendency for equatorward wave ac-
tivity propagation in class 2 models was examined
through the use of the quasigeostrophic refractive index.
It was shown that as the strength of the jet increased,
a larger fraction of the disturbance was generated on
the equatorward side of the dn/d8 = 0 latitude, which
within the limitations of linear theory, implies a further
preference for equatorward wave activity propagation.

In contrast to class 1 models, and in agreement with
the strongly nonlinear life cycle study of James and
Gray, it was found that the stabilization of the flow
was through the barotropic governor mechanism. A
plausible explanation for these differences in stabili-
zation is related to the necessary condition for insta-
bility in two-layer and multilevel models. This was dis-
cussed in the Introduction, where it was noted that the
lowest-layer meridional potential vorticity gradient can
easily be rendered positive in the two-layer model, but
this gradient must remain negative at some latitude in
the vertically continuous model. As a result, it is not
surprising that the flow is stabilized by another mech-
anism, such as through the barotropic governor, when
a sufficiently large number of vertical levels is used.
The fact that the barotropic governor can play an im-
portant role in both the present model and class 2
models, and not in class 1 models, must also be related
to the number of layers. In FH and F, it was found
that the change to the horizontal zonal wind shear dur-
ing the life cycle is relatively small. However, in mul-
tilayer models, because the low-level meridional tem-
perature gradient cannot be removed, there must
eventually be some regions of strong low-level vertical
wind shear and other regions of weak vertical wind
shear. As a result, strong horizontal wind shears must
develop and in turn stabilize the flow through the
barotropic governor mechanism.
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