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ABSTRACT

In schematic north–south cross sections the trade inversion layer is often depicted as sloping upward as air flows toward the intertropical convergence zone. This conceptual view is consistent with purely thermodynamic boundary-layer models, which predict a deeper boundary layer with increasing sea surface temperature and decreasing large-scale subsidence. The slopes implied by such thermodynamic models and incorporated into schematic diagrams are approximately 2000 m/1000 km. In contrast, observational studies of the inversion structure over the Atlantic and Pacific Oceans reveal a less dramatic slope, on the order of 300 m/1000 km. To address this inconsistency, the authors adopt a somewhat different view of the trade inversion layer. In particular, rather than regarding it as a purely thermodynamic structure, it is regarded as a dynamical structure. By formulating a generalization of the Rossby adjustment problem, the authors investigate the dynamical adjustments of a trade wind inversion layer of variable strength and depth. From the solution of the adjustment problem, there emerges the notion that the subtropics control the inversion structure in the Tropics; that is, the subtropical inversion height is dynamically extended into the Tropics in such a way that there is little variation in the depth of the boundary layer.

1. Introduction

Most of the latent heat release and rising motion of the tropical atmosphere occurs in the intertropical convergence zone (ITCZ) and its associated wave disturbances. The area involved in this rising motion is a small percentage of the total area of the Tropics. Most of the tropical–subtropical region is under the influence of subsidence. In the subsidence regions stratoscumulus and shallow cumulus convection is capped by the stable trade wind inversion1 layer. For example, at the subtropical station Porto Santo, in the Madeira Islands (33.1°N, 16.3°W), where the cloudiness is a mixture of stratoscumulus and shallow cumulus, the statistics of the trade inversion are as shown in Fig. 1. This figure is based on 203 high vertical resolution (10–15 m) radiosonde soundings (Schubert et al. 1992) taken between 1 and 28 June 1992. At each level for each sounding, the lapse rate $\partial T/\partial z$ was calculated using a centered vertical difference. At a particular level, the percentage of observations falling into each 1 K km$^{-1}$ sized lapse rate bin was then calculated. This frequency distribution was then contoured, as shown in Fig. 1a. Three cumulative frequency distributions were then calculated (Fig. 1b) for lapse rates greater than −4.0, 0.0, and 4.0 K km$^{-1}$, respectively. These diagrams indicate that the most probable trade inversion height at Porto Santo is slightly below the 800-mb ($\approx$2000 m) level, with a tendency for the stronger inversions to be somewhat lower and near 850 mb ($\approx$1500 m).

For comparison, the same analysis was performed on 70 high-resolution radiosonde soundings (Schubert et al. 1987) taken between 30 June and 20 July 1987 at San Nicolas Island, California (33.3°N, 119.5°W). The results of this analysis are shown in Fig. 2. At San Nicolas the sea surface is colder and the mean divergence is larger than at Porto Santo, resulting in a persistent stratoscumulus regime rather than the mixed stratoscumulus/shallow cumulus regime observed at Porto Santo. Note that the inversions at San Nicolas tend to be lower and stronger than those at Porto Santo. For example, at San Nicolas the highest probability of strong inversions ($\partial T/\partial z > 4.0$ K km$^{-1}$) occurs at 915 mb ($\approx$850 m) and is 24%, while at Porto Santo the highest probability of strong inversions occurs at 860 mb ($\approx$1400 m) and is 15%.

Evidence concerning the large-scale structure of the trade wind boundary layer has been slowly accumulating for much of this century. Some of the earliest data were acquired from the 1925–27 expedition of the German R/V Meteor I. During this expedition, 217 kite soundings of the Atlantic trade wind boundary layer were obtained. Based on this data, von Ficker (1936)

1 As is often done, we shall use the term "inversion" in a generic sense to include not only layers in which $\partial T/\partial z > 0$ but also layers of enhanced stability in which $\partial T/\partial z$ is slightly negative.
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produced the first map of the height of the trade wind inversion base over the Atlantic (Fig. 3). The map, which can be regarded as typical of the northern summer, shows low inversions over the cold ocean currents near northwest and southwest Africa. These two regions of low inversions are similar in many respects to San Nicolas Island. Figure 3 also shows a fairly flat inversion at approximately 2000 m over much of the equatorial region. Later Atlantic observations, analyzed by Augstein et al. (1974), Holland and Rasmusson (1973), and Nitta and Esbensen (1974), support the general picture given by von Ficker.

Gutnick (1958) extended the study of the trade wind inversion into the Caribbean by analyzing three years of radiosonde soundings for six stations (approximately 3800 total soundings). We have prepared a map of the height of the trade wind inversion base (Fig. 4) for April based on the tabular data presented by Gutnick. This map reveals a trade wind inversion base at approximately 2200 m over the Caribbean, with a gentle upward slope ($\approx 250$ m/1000 km) toward the equator.

A depiction of the trade wind inversion structure over the tropical eastern Pacific was provided by Firestone and Albrecht (1986) and Betts and Albrecht (1987), who analyzed dropwindsonde data from approximately 900 soundings made on flights between Hawaii and the equator during the first special observing period (15 January–20 February 1979) of the First GARP Global Experiment (FGGE). The sondes produced soundings with approximately 4-mb vertical resolution between 200 mb and the surface. Based on these data, the mean north–south cross section reproduced in Fig. 5 was constructed. The solid lines are isolines of saturation equivalent potential temperature, and the dashed line indicates the inversion height based on the minimum saturation equivalent potential temperature. An important conclusion of this work was that there is only a slight increase in the height of the trade inversion ($\approx 300$ m/1000 km) toward the equator over the eastern Pacific.

In an extension of the previous two studies, Kloesel and Albrecht (1989) analyzed additional dropwind-
sonde soundings made on flights south of Acapulco and southwest of the Panama Canal Zone during the second special observing period (10 May–8 June 1979) of FGGE. Based on this extended dataset, Kloesel and Albrecht concluded that the trade inversion height is uniform over the entire tropical eastern Pacific from 5°S to 15°N and from 90°W to 170°E. These results from dropwindsonde sounding studies are consistent with the aircraft-sounding study of Ramage et al. (1981), who analyzed National Oceanic and Atmospheric Administration P3 aircraft data taken on flights between Hawaii and Tahiti. The low inversion heights evident in the dropsonde data are also consistent with ship-based radiosonde measurements of Chertock et al. (1993) made at 6°N, 140°W during November and December 1991. These data reveal an average trade inversion height of 1685 m, determined from 46 soundings.

In a preliminary analysis of Tropical Ocean Global Atmosphere (TOGA) Coupled Ocean–Atmosphere Response Experiment (COARE) sounding data, Johnson et al. (1993) have provided evidence that trade wind inversion heights over the western Pacific tend to be horizontally uniform and near 800 mb, just as in the eastern Pacific and in the Atlantic. As further evidence, Fig. 6 shows the results of a statistical analysis of soundings taken at Kwajelein Atoll in the Marshall Islands (8.7°N, 167.7°E) during November 1992–February 1993. The lapse rate statistics for Kwajelein are similar to those at Porto Santo (Fig. 1), with a most probable inversion height of 800 mb. Also apparent in the Kwajelein statistics is a secondary region with a high frequency of stable layers located between 550 and 600 mb. Johnson et al. (1995) have pointed out that soundings taken in the tropical western Pacific warm pool region reveal the common occurrence of thin stable layers near the 0°C level (~560 mb). These features, which are also apparent in the work of Haraguchi (1968), are extensively analysed by Johnson et al. (1995), who associate them directly and indirectly with the melting process within stratiform rain regions.
Since these higher-level inversions seem to be physically distinct from the lower-level trade inversions, we shall not discuss them here.

Two theoretical views of the trade inversion are as follows: The first (e.g., Lilly 1968; Betts 1973; Schubert et al. 1979a; Albrecht et al. 1979; Albrecht 1979; Randall 1980; Sarachik 1985; Bretherton 1993) considers the trade inversion as a pure thermodynamical phenomenon that can be modeled using steady-state, horizontally homogeneous assumptions. In such one-dimensional thermodynamic models of stratocumulus and shallow cumulus, the equilibrium trade wind boundary-layer depth is determined by a balance between the radiative and moist convective processes tending to deepen the layer and the large-scale subsidence tending to shallow the layer. This view leads to the notion that the boundary-layer depth and thermodynamic structure are controlled by local values of sea surface temperature and large-scale divergence. The second view (e.g., Schubert et al. 1979b; Wakefield and Schubert 1981; Albrecht 1984) also involves pure thermodynamical, steady-state arguments but recognizes the importance of horizontal inhomogeneities. In this view, horizontal advection is important, and entrainment can occur not only by large-scale subsidence but also by horizontal flow across a sloping inversion. This view leads to the notion that the boundary-layer depth and thermodynamic structure are controlled by a weighted average of the sea surface temperature and large-scale divergence upstream along the trajectory. Both of these views predict a deepening boundary layer along trajectories moving toward the ITCZ over increasing sea surface temperature and decreasing large-scale subsidence. In possession of concepts like these, it is natural to construct schematic cross sections such as that shown in Fig. 7a, which depicts the trade inversion as sloping upward from very near the sea surface in the subtropics to the midtroposphere near the edge of the ITCZ. The slopes implied by such thermodynamic models and incorporated into many existing schematic diagrams are approximately 2000 m/1000 km, in contrast to observed values of 300 m/1000 km. The observed values are more consistent with the schematic cross sections shown in Fig. 7b.

The solutions of the equilibrium thermodynamic models discussed above require specification of several external parameters, including the sea surface temperature and the large-scale subsidence. Although the sea surface temperature is well observed, the large-scale subsidence is not. The usual procedure is to specify climatological mean subsidence profiles, which show weakening large-scale subsidence on trajectories approaching the ITCZ. However, near the ITCZ deep convection may coexist with a weakened trade inversion structure, and cumulus-induced subsidence due to the deep convection may contribute to a lowering of the trade inversion height. According to this argument the equilibrium thermodynamic models may deepen the trade wind boundary layer too rapidly along trajectories approaching the ITCZ, simply because the specified subsidence is too weak. While there may be some merit to this argument, which requires further investigation, we shall pursue a different line of reasoning here. In an effort to understand why the observed trade wind inversion layer is so flat, we shall adopt a view that emphasizes the dynamical aspects of the problem and highlights the incompleteness of the pure thermodynamic models. In particular, although the thermodynamic models can easily produce sloped inversions in the Tropics, such sloping inversions imply large horizontal temperature gradients, which dynamical adjustment processes tend to flatten (e.g., Schneider 1977; Held and Hou 1980; Hack et al. 1989). In fact, we shall see that the inclusion of these dynamical adjustment processes puts constraints on both the slope and sharpness of the trade inversion.

Thus, let us consider the following problem. If thermodynamic processes tend to deepen the trade wind boundary layer toward the equator, will dynamical adjustment processes oppose this effect and restore a nearly flat trade wind inversion height? We can think...
Fig. 7. Schematic north–south cross sections depicting two differing views of trade wind inversion structure. The cross sections cover an area from the subtropics (~30°N, on the right) to the ITCZ (~10°N, on the left). (a) A steeply sloped (~2000 m/1000 km) trade inversion rising from below 1000 m in the subtropics to the midtroposphere near the edge of the ITCZ. (b) In contrast, a gently sloped (~300 m/1000 km) trade inversion. The latter depiction is more consistent with observations.

of this as a generalized version of the classic Rossby adjustment problem. It is generalized in the sense that nonlinearity, continuous stratification, and the earth’s sphericity are included. In section 2 we present the mathematical formulation of this problem using latitude and potential temperature as the independent spatial variables. In this formulation the potential vorticity principle is in the form of a material conservation relation that includes meridional advection. In section 3 we transform the problem using potential latitude and
the dynamical adjustment of sloping trade wind inversion layers. Those readers not interested in the detailed mathematical analysis should skip directly to section 4.

2. Dynamical adjustment problem in the latitude coordinate

Let us begin by drawing an analogy between our adjustment problem and the classic Rossby shallow water adjustment problem on an $f$ plane. The simplest way to solve for the final adjusted state in the linear Rossby adjustment problem for the shallow water equations on an $f$ plane is as follows. First derive the potential vorticity principle, which turns out to be a local conservation relation, so that the final potential vorticity equals the initial potential vorticity point by point. Then assume the final flow is geostrophic and, hence, obtain a second-order differential equation for the final adjusted geopotential. The solution of this second-order equation gives us essentially everything we need, that is, the final wind and mass fields. Our trade inversion problem is more general in three respects: it is nonlinear; it is on the sphere rather than the $f$ plane; and it is continuously stratified rather than shallow water. It is the nonlinear aspect that causes the most difficulty. How can we get a “local conservation relation” for the potential vorticity when the problem is nonlinear? In fact, this might appear impossible, because potential vorticity is materially conserved and hence must be advected. But, if we use the isentropic coordinate in the vertical and the potential latitude coordinate in the horizontal, we can get a local conservation relation. Then we simply express the invariance principle in these same coordinates. The analogy with the linear, $f$-plane, shallow water, Rossby adjustment problem is complete, that is, one local conservation relation and an invariance principle. But before presenting the formulation of our adjustment problem in the potential latitude coordinate (section 3), let us discuss its formulation in the ordinary latitude coordinate.

Consider the inviscid, adiabatic, zonally symmetric adjustments of a compressible, stably stratified quasi-static atmosphere on the sphere. Using the latitude $\phi$ as the horizontal coordinate and the potential temperature $\theta$ as the vertical coordinate, the quasi-static primitive equations for such flows can be written

$$\frac{Du}{Dt} - \left(2\Omega \sin \phi + \frac{u \tan \phi}{a}\right)v = 0, \quad \text{(1)}$$

$$\frac{Dv}{Dt} + \left(2\Omega \sin \phi + \frac{u \tan \phi}{a}\right)u + \frac{\partial M}{a \partial \phi} = 0, \quad \text{(2)}$$

$$\frac{\partial M}{\partial \theta} = \Pi, \quad \text{(3)}$$

$$\frac{D\sigma}{Dt} + \sigma \frac{\partial (v \cos \phi)}{a \cos \phi \partial \phi} = 0, \quad \text{(4)}$$

where

$$\frac{D}{Dt} = \frac{\partial}{\partial t} + v \frac{\partial}{a \partial \phi}$$

is the material derivative; $u$ and $v$ are the zonal and meridional components of the wind; $\Pi = c_p (p/p_0) \tau^\circ$, the Exner function; $M = \theta \Pi + gz$, the Montgomery potential; and $\sigma = -\partial p/\partial \theta$, the pseudopressure in $\theta$-space. Using the definitions of $\Pi$ and $\sigma$, the set (1)–(4) can be considered closed in the unknowns $u$, $v$, $p$, and $M$.

Assuming $\zeta = 0$ on the isentropic bottom boundary $\theta = \theta_B$ and $p = p_T$ on the isobaric and isentropic top boundary $\theta = \theta_T$, the total energy principle, derived from (1)–(4), is $K + A = \text{constant}$, where

$$K = \iiint \frac{1}{2} (u^2 + v^2) \sigma a \cos \phi d\phi d\theta$$

is the kinetic energy and

$$A = \frac{D_0 c_p}{1 + \kappa} \iiint [(p/p_0)^{1+\kappa} - (\bar{p}/p_0)^{1+\kappa}] a \cos \phi d\phi d\theta$$

is the available potential energy, with the integrals in (6) and (7) extending from the South Pole to the North Pole and from $\theta_B$ to $\theta_T$, and with $\bar{p}(\theta)$ denoting the average pressure on an isentropic surface [see (23)]. To account for situations in which isentropes intersect the earth’s surface, extended definitions of $p$ and $\bar{p}(\theta)$ are possible. With these extended definitions, isentropes intersecting the earth’s surface are assumed to continue along the earth’s surface with an assigned value of pressure equal to the surface pressure. The lower boundary potential temperature $\theta_B$ is then the largest $\theta$ that lies everywhere along the earth’s surface.

If we specify an initial condition such that $u = 0$ and ($2\Omega \sin \phi + (u \tan \phi)/a/u + \partial M/a \partial \phi \neq 0$, then $v$ will be generated through (2), and the rotational wind field $u$ and the mass field $\sigma$ will subsequently change through (1) and (4). As gravity–inertia waves propagate outward, the rotational flow will come into adjustment, and $v$ will return to zero. This nonlinear adjustment process consists of two parts: the transient part and the final adjusted part. The final adjusted part of the problem can be treated using potential vorticity or potential pseudopressure conservation principles and is independent of the details of the transient part of the adjustment. Here we shall discuss only the final adjusted state.

The potential vorticity principle associated with the set (1)–(4) can be derived by first noting that the equation for the isentropic absolute vorticity takes the form

$$\frac{D^2}{Dt} + \zeta \frac{\partial (v \cos \phi)}{a \cos \phi \partial \phi} = 0, \quad \text{(8)}$$
where \( \zeta = 2\Omega \sin \phi - \partial ( u \cos \phi ) / ( a \cos \phi \partial \phi ) \) is the isentropic absolute vorticity. Eliminating the isentropic divergence between (4) and (8) we obtain

\[
\frac{DP}{Dt} = 0,
\]

with boundary conditions \( S = 1 \) at \( s = 1 \), \( S = -1 \) at \( s = -1 \), \( p' = 0 \) at \( \theta = \theta_r \), and \( M' = \frac{c_p}{C_p ( (\vec{\rho} + p') / p_0 )^\kappa - (\vec{\rho}/p_0)^\kappa} \) at \( \theta = \theta_b \). These three equations constitute an invariance principle for \( S(s, \theta) \), \( p'(s, \theta) \), and \( M'(s, \theta) \) in terms of the potential vorticity anomaly \( P'(s, \theta) \). In other words, if we could determine from (9) the potential vorticity anomaly of the final adjusted state as a function of \( s, \theta \), equations (13)–(15), with the associated boundary conditions, could be solved for the three unknowns \( S(s, \theta), p'(s, \theta), \) and \( M'(s, \theta) \).

An initial, locally unbalanced state will have adjusted to balance when transient gravity–inertia waves have propagated into the far field. In this balanced state, we have

\[
2\Omega \sin \phi - \frac{\partial ( u \cos \phi )}{a \cos \phi \partial \phi} + \frac{P}{\partial \theta} = 0,
\]

\[
\left( 2\Omega \sin \phi + \frac{u \tan \phi}{a} \right) u + \frac{\partial M}{\partial \phi} = 0,
\]

\[
\frac{\partial M}{\partial \theta} = c_p \left[ \left( \frac{P}{p_0} \right) \right]^\kappa,
\]

with boundary conditions \( u = 0 \) at \( \phi = \pm \pi/2 \), \( p = p_T \) at \( \theta = \theta_T \), and \( M = c_p \theta (p/p_0)^\kappa \) at \( \theta = \theta_B \). These three equations, along with the associated boundary conditions, constitute an invariance principle for \( u, p, \) and \( M \) in terms of the potential vorticity \( P \) and the mean mass distribution \( \bar{p}(\theta) \). In other words, given \( \bar{p}(\theta) \), if we could use (9) to determine the potential vorticity of the final adjusted state as a function of \( (\phi, \theta) \), equations (10)–(12), with the associated boundary conditions, could be solved for the three unknowns \( u(\phi, \theta), p(\phi, \theta), \) and \( M(\phi, \theta) \).

One of the fields obtained in the solution of the system (10)–(12) is the final adjusted mass distribution \( p(\phi, \theta) \). However, a major component of \( p(\phi, \theta) \) is the mean mass distribution \( \bar{p}(\theta) \), which is known a priori. Thus, it is possible to restate the invariance problem (10)–(12) in terms of \( p'(\phi, \theta) = p(\phi, \theta) - \bar{p}(\theta) \). With this approach it is also convenient to define \( M'(\phi, \theta) = \bar{M}(\phi, \theta) - M(\theta) \), where \( \bar{M}(\theta) \) is determined from \( \partial M/\partial \theta = c_p (\bar{p}/p_0)^\kappa \) with lower boundary condition \( \bar{M} = c_p \theta (\bar{p}/p_0)^\kappa \) at \( \theta = \theta_B \). It is also convenient to define the potential vorticity anomaly as \( P'(\phi, \theta) = P(\phi, \theta) - \bar{P}(\phi, \theta) \), where \( \bar{P}(\phi, \theta) = (2\Omega \sin \phi)/\sigma \) and \( \sigma = (-\partial \bar{p}/\partial \theta) \), and to define the potential latitude \( \Phi(\phi, \theta) \) by \( \Omega a \sin^2 \Phi = \Omega a \sin^2 \phi - u \cos \phi \) (Schubert et al. 1991). With these definitions and the shorthand notation \( \bar{S} = \sin \phi, s = \sin \phi, \) (10)–(12) can be restated as

\[
\frac{\partial (S^2 - s^2)}{\partial s} + \bar{P} \frac{\partial p'}{\partial \theta} = \sigma p',
\]

\[
\frac{\partial M'}{\partial s} = \frac{c_p}{C_p \left[ \left( \frac{\bar{P} + p'}{p_0} \right)^\kappa - \left( \frac{\bar{P}}{p_0} \right)^\kappa \right]},
\]

with boundary conditions \( S = 1 \) at \( s = 1 \), \( S = -1 \) at \( s = -1 \), \( p' = 0 \) at \( \theta = \theta_r \), and \( M' = \frac{c_p}{C_p \left[ \left( \frac{\bar{P} + p'}{p_0} \right)^\kappa - \left( \frac{\bar{P}}{p_0} \right)^\kappa \right]} \) at \( \theta = \theta_b \). These three equations constitute an invariance principle for \( S(s, \theta) \), \( p'(s, \theta) \), and \( M'(s, \theta) \) in terms of the potential vorticity anomaly \( P'(s, \theta) \). In other words, if we could determine from (9) the potential vorticity anomaly of the final adjusted state as a function of \( s, \theta \), equations (13)–(15), with the associated boundary conditions, could be solved for the three unknowns \( S(s, \theta), p'(s, \theta), \) and \( M'(s, \theta) \).

There are many other ways to look at the invariance problem. For example, starting from (10)–(12) and using various elimination procedures, we could also express the invariance principle in three different ways, that is, as second-order partial differential equations for any of the variables \( u, p, \) or \( M \). Alternatively, starting from (13)–(15), we could express the invariance principle as second-order partial differential equations for \( S, p', \) or \( M' \). As an example of one of the many ways to look at the invariance problem, let us consider the second-order partial differential equation for \( u \). To express the invariance problem in terms of \( u \), we differentiate (10) with respect to \( \phi \) and use the thermal wind equation to obtain

\[
\frac{\partial}{\partial \phi} \left( \frac{\partial (u \cos \phi)}{a \cos \phi \partial \phi} \right) + \frac{P}{\partial \theta} \left( \frac{2\Omega \sin \phi + (u \tan \phi/a) \partial u}{\Gamma} \right)
\]

\[
= \frac{2\Omega \cos \phi}{a} - \sigma \frac{\partial P}{\partial \phi},
\]

where \( \Gamma = d\Pi/d\rho = \kappa \Pi / \rho \). Expressing the previous boundary conditions in terms of \( u \), we obtain

\[
\frac{\partial u}{\partial \theta} = 0 \quad \text{at} \quad \phi = \pm \pi/2,
\]

\[
\frac{\partial u}{\partial \theta} = \frac{2\Omega \sin \phi + (u \tan \phi/a)}{2\Omega \sin \phi + (u \tan \phi/a)} \frac{u}{\theta_B} \quad \text{at} \quad \theta = \theta_B.
\]

The invariance principle for \( u \) is the spherical coordinate analog of the \( f \)-plane problem studied by Hoskins et al. (1985, p. 901). Note that this invariance problem is nonlinear but can be linearized by approximating \( \Gamma \) and \( \sigma \) as known reference functions of \( \theta \) and by neglecting the \( u \tan \phi \) terms in the interior equation (16a) and the lower boundary condition (16c).

All the above ways of looking at the adjustment problem suffer from the same complication—the determination of the final potential vorticity field as a
function of \((\phi, \theta)\). The difficulty is that (9) states that 
\(P\) is conserved on fluid particles, so that the determination
of the final \(P\) field as a function of \((\phi, \theta)\) de-
pends on the complicated advection by the oscillating 
(due to gravity–inertia wave propagation) \(v\) field. This 
problem can be circumvented by transforming to a new 
meridional coordinate that converts (9) into a local 
conservation equation. This procedure, which makes \(v\) 
implied in the coordinate transformation, is discussed in 
the next section.

3. Dynamical adjustment problem in the potential 
latitude coordinate

Because the flow is adiabatic, the material derivative 
operator (5) is already simplified in the sense that the 
"vertical advection" term \(\partial \Phi / \partial \theta\) has vanished. To gain 
an even further simplification of (5), let us consider a 
transformation of the meridional coordinate. To accom-
plish this transformation we first note that the zonal 
momentum equation (1) can also be written in the form
\[D(\Omega a \sin^2 \phi - u \cos \phi) / D\tau = 0,\]
or, using the definition of potential latitude, \(D\Phi / D\tau = 0\).
Let us now consider \((\Phi, \Theta, \tau)\) space, where \(\Theta = \theta\) and \(\tau = t\). The symbols 
\(\Theta\) and \(\tau\) are introduced to distinguish partial derivatives 
at fixed \(\phi (\partial \phi / \partial \Theta\) and \(\partial \phi / \partial \tau\) from partial derivatives 
at fixed \(\Phi (\partial \phi / \partial \Theta\) and \(\partial \phi / \partial \tau\)). We can now easily show that 
(5) can also be written as
\[
\frac{D}{D\tau} = \frac{\partial}{\partial \tau} - \frac{\partial \phi}{\partial \Theta} \frac{\partial \phi}{\partial \tau}.
\]
(17)
The advantage of (17) over (5) is the elimination of the 
divergent wind component \(v\), which is now implicit 
in the coordinate transformation.

Let us now introduce the potential pseudodensity \(\sigma^* = \frac{2 \Omega}{\sin^2 \phi/\xi} \sigma\)\). The potential pseudodensity is re-
lated to the potential vorticity by \(\sigma^* P = 2 \Omega \sin \phi\) and 
is simply the pseudodensity a parcel would acquire if 
\(\xi\) were changed to \(2 \Omega \sin \phi\) under conservation of \(P\). Since \(\sigma^*\) is proportional to \(P^{-1}\), the potential pseudodensity 
equation can be easily obtained from the 
potential vorticity equation (9). Then, with \(D/D\tau\) given 
by (17), the potential pseudodensity equation becomes
\[
\frac{\partial \sigma^*}{\partial \tau} = 0,
\]
so that \(\sigma^*\) is invariant at fixed points in \((\Phi, \Theta)\) space.

Now that \(\sigma^*(S, \Theta)\) has been determined analytically,
our final theoretical task is to express the invertibility 
principle in \((S, \Theta)\) space. We first use the definition of 
\(\sigma^*\) to obtain the Jacobian form \(\partial (s, p) / \partial (S, \Theta) + \sigma^* = 0\). We then introduce the Bernoulli function \(\mathcal{M} = M + \frac{1}{2} u^2\) 
and its deviation \(\mathcal{M'} = \mathcal{M} - \bar{M}\) and express the 
balance and hydrostatic relations in terms of \(\mathcal{M'}\). The 
invertibility principle becomes
\[
\frac{\partial s}{\partial S} - \frac{\partial (s, p')}{\partial (S, \Theta)} = \sigma^*,
\]
(19)

\[
2\Omega^2 a^2 s \left( \frac{S^2 - s^2}{1 - s^2} \right) = \frac{\partial \mathcal{M}'}{\partial S},
\]
(20)
\[
\frac{\partial \mathcal{M}'}{\partial \Theta} = c_p \left[ \left( \frac{\bar{p} + p'}{p_0} \right)^2 - \left( \frac{\bar{p}}{p_0} \right)^2 \right],
\]
(21)

with boundary conditions \(s = 1\) at \(S = 1\), \(s = -1\) at \(S = -1\), \(p' = 0\) at \(\Theta = \Theta_0\), and \(\mathcal{M'} = c_p \theta ((\bar{p} + p')/p_0)^2 - (\bar{p}/p_0)^2\) at \(\Theta = \Theta_0\).

When comparing the \((S, \Theta)\)-space invertibility 
problem (19)–(21) with the \((s, \theta)\)-space invertibility 
problem (13)–(15), an important difference should be 
kpt in mind. The formulation of the invertibility problem 
in terms of \(\sigma^*(S, \Theta)\) does not require independent 
specification of \(\bar{p}(\theta)\). Rather, the \(\sigma^*(S, \Theta)\) field im-
plies an associated \(\bar{p}(\theta)\). This is easily seen as follows. 
Assuming that \(p = pr\) at the model top \(\theta = \theta_r\), we can 
integrate the relation \(\sigma^* = -\partial p / \partial \theta\) to obtain
\[
p(\phi, \theta) = pr + \int_{\theta_r}^{\theta} \sigma(\phi, \theta') d\theta'.
\]
(22)

Now the mean pressure on an isentropic surface is
\[
\bar{p}(\theta) = \frac{1}{2} \int_{-\pi/2}^{\pi/2} p(\phi, \theta) \cos \phi d\phi.
\]
(23)

Using (22) in (23) we obtain
\[
\bar{p}(\theta) = pr + \frac{1}{2} \int_{-\pi/2}^{\pi/2} \sigma(\phi, \theta') \cos \phi d\phi d\theta',
\]
(24)

where the last step follows from \(\cos \phi d\phi d\theta = (2\Omega \sin \phi/\xi) \cos \phi d\phi d\theta\) and \(\sigma^* = (2\Omega \sin \phi/\xi) \sigma\). Thus, when \(\sigma^*(\Phi, \Theta)\) is known, an average pressure on each 
\(\Theta\) surface is implied.

We can now summarize the results of our analysis as 
follows. Since the time evolution of the \(\sigma^*\) field is 
determined from (18), we can then iteratively solve the 
diagnostic problem (19)–(21) for \(s, p'\), and \(\mathcal{M}'\), 
after which \(u\) is easily determined. This is all accompl-
ished in \((S, \Theta)\) space. The transformation to other 
representations \([e.g., u(\phi, \theta), u(\phi, p), p(\phi, \theta), \theta(\phi, p)]\) is straightforward.

4. Dynamical adjustment of the trade inversion 
layer

a. Experiment 1: Dynamical extension of subtropical 
inversions into the Tropics

Using the results of an idealized adjustment problem, 
we shall now illustrate how sharp inversions in the su-
tropics can be dynamically extended into the deep 
Tropics. For this idealized problem let us consider the 
initial wind field \(u = v = 0\). Since there is no initial 
rotational flow, \(\Phi = \phi\) (or equivalently \(S = s\)) and \(\sigma^* = \sigma\) initially. Thus, we conclude from (18) that \(\sigma^*(\Phi, \theta)\)
\( \Theta, \infty = \sigma(\phi, \theta, 0) \), which can be substituted into the right-hand side of (19). For the initial mass field we choose

\[
\begin{align*}
1 & \quad \phi_w \leq \phi \leq \pi/2 \\
1/2 & \quad [1 - \cos(\pi \phi/\phi_w)] \\
-\phi_w & \leq \phi \leq \phi_w, \\
1 & \quad -\pi/2 \leq \phi \leq -\phi_w,
\end{align*}
\]

(25)

where

\[
F(\theta) = -\frac{(\theta_2 - \theta_1)}{2(\theta_T - \theta_B)}
\]

\[
+ \frac{1}{2} \left\{ \begin{array}{ll}
0 & \theta_2 \leq \theta \leq \theta_T \\
1 + \cos[\pi(2\theta - \theta_2 - \theta_1)/(\theta_2 - \theta_1)] & \theta_1 \leq \theta \leq \theta_2 \\
0 & \theta_B \leq \theta \leq \theta_1.
\end{array} \right.
\]

(26)

Note that the vertical integral of (26) from \( \theta_B \) to \( \theta_T \) vanishes. The constants appearing in (25) and (26) are specified as follows: \( \theta_B = 300 \text{ K} \), \( \theta_T = 320 \text{ K} \), \( \theta_1 = 302 \text{ K} \), \( \theta_2 = 307 \text{ K} \), \( \sigma_0 = 4.5 \text{ kPa K}^{-1} \), \( \sigma = -4.4 \text{ kPa K}^{-1} \), and \( \phi_w = \pi/9 \). This choice of parameters results in a subtropical inversion layer centered near 825 mb with a maximum stability of \( \partial T/\partial z = 1.5 \text{ K km}^{-1} \).

The \( p(\phi, \theta) \) field at the initial state and the \( p(\phi, \theta) \) and \( u(\phi, \theta) \) fields at the final adjusted state are shown in Fig. 8. The same information on the mass field is displayed in \( \theta(\phi, p) \) plots for the initial and final states in Fig. 9. At the initial time there is an inversion layer just below 800 mb in the subtropics but no inversion near the equator. This state is not in dynamic balance, since there is no initial wind but a nonzero initial variation of \( \theta \) on a \( p \) surface (or, equivalently, an initial nonzero variation of \( p \) on a \( \theta \) surface). To reach dynamic equilibrium a westerly flow at the inversion level near the equator is required. The generation of such a westerly flow can be accomplished by the poleward shift of air parcels near 800 mb in the equatorial region. By mass continuity and the adiabatic constraint, such poleward shifts tend to fill in isentropic layers in tropical latitudes (decreasing the stability there) and evacuate isentropic layers near the equator (increasing the stability there). The end result is the dynamical extension of the subtropical inversion into the tropical region. The subtlety of this process is reflected in the weak zonal winds produced (\( \approx 1.3 \text{ m s}^{-1} \)) and the small meridional parcel shifts involved. (A 25-km poleward shift produces a 1 m s\(^{-1}\) westerly zonal flow at 15\(^\circ\)N.) Although the zonal winds and meridional particle shifts are small, the effect on the static stability field is significant—a reflection of the general rule of dynamic adjustment of the mass field to the wind field in the Tropics (e.g., Gill 1982, p. 191). The lapse rates
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Fig. 8. Results for experiment 1. (a) Isolines of \( p(\phi, \theta) \) for the initial unbalanced state. (b) Isolines of \( p(\phi, \theta) \) and \( u(\phi, \theta) \) for the final balanced state. Solid wind contours indicate westerly flow; dashed contours easterly flow, with a contour interval of 0.25 m s\(^{-1}\).

Fig. 9. Results for experiment 1. (a) Isolines of \( \theta(\phi, p) \) for the initial unbalanced state. (b) Isolines of \( \theta(\phi, p) \) for the final balanced state.
for the initial and final states at the equator and 30° latitude are shown in Fig. 10. The static stability in the inversion at 30° latitude decreases, while a meridionally extended stable layer appears at the equator.

The results presented in Figs. 8–10 are fairly insensitive to the strength of the initial subtropical stable layer. For example, varying the initial strength of the subtropical stable layer over a range from \(-4\) to \(5\) K km\(^{-1}\) has only minor effects on the final adjusted zonal wind and static stability fields, which range from \(1\) to \(1.3\) m s\(^{-1}\) at 9°N and \(-6.5\) to \(-6.0\) K km\(^{-1}\) at the equator, respectively.

It is possible to interpret this idealized experiment in a different sense. Imagine convective and radiative processes that operate to sharpen the inversion at 800 mb in subtropical latitudes but not near the equator. A sequence of slow dynamical adjustments then results in a poleward drift of equatorial air along isentropic surfaces extending into the developing inversion. This tends to weaken the subtropical inversion and strengthen the tropical inversion, with the end result again being a dynamical extension of inversion structure into the deep Tropics.

\[ \text{b. Experiment 2: Adjustment of a sloping trade inversion layer} \]

Let us now consider a second idealized problem that illustrates the dynamical adjustments opposing the formation of sharp, sloping inversions in the Tropics. For this second problem let us also consider the initial condition \(u = v = 0\), so that again \(\sigma(\Phi, \Theta, \infty) = \sigma(\phi, \theta, 0)\). For this case we choose to specify \(p(\phi, \theta, 0)\), from which \(\sigma(\phi, \theta, 0)\) is easily calculated by differentiation.

The initial pressure field is given by

\[
\begin{align*}
p(\phi, \theta, 0) &= p_0 - \sigma_0(\theta - \theta_0) \\
+ \Delta p &= \begin{cases} 
1 & \theta_2(\phi) \leq \theta \leq \theta_T \\
G \left( \frac{\theta - \theta_1}{\theta_2 - \theta_1} \right) & \theta_1(\phi) \leq \theta \leq \theta_2(\phi) \\
0 & \theta_\theta \leq \theta \leq \theta_1(\phi),
\end{cases} \\
n(27)
\end{align*}
\]

where

\[
\begin{align*}
\theta_1(\phi) &= 303K \\
= 4K \left( \begin{array}{c} 0 \\
G \left( \frac{\phi_n - \phi}{\phi_s} \right) \\
G \left( \frac{\phi_s - \phi}{\phi_0} \right) \\
0 \end{array} \right) \\
\end{align*}
\]

with \(\theta_2(\phi) = \theta_1(\phi) + 3K\) and \(G(x) = \exp \left[ \frac{-c(x)}{x - 1} \right] \exp[1/(x - 1)]\), an interpolating function. Note that \(G(0) = 0\), \(G(1) = 1\), and with the choice \(\gamma = 1/2\).

\[ \text{exp}(2) \ln(2), G(1/2) = 1/2. \] The constants appearing in (27) and (28) are specified as follows: \(p_0 = 100\) kPa, \(\theta_0 = 300\) K, \(\theta_T = 320\) K, \(\sigma_0 = 4.5\) kPa K\(^{-1}\), \(\Delta p = 5.8\) kPa, \(\phi_0 = -\pi/8\), and \(\phi_s = \pi/8\).

The fields of \(\theta(\phi, \rho)\) at the initial and final states are shown in Fig. 11. The corresponding zonal flows (not shown) are, as in the previous experiment (cf. Fig. 8), easterly above the inversion and westerly below the inversion. The final adjusted zonal winds are again weak, with the maximum values just exceeding 1 m s\(^{-1}\). On the \(\theta = 304\) K surface, equatorial air shifts poleward and fills mass into the flat subtropical inversion. In contrast, on the \(\theta = 308\) K surface, air shifts equatorward and fills mass into the flat section of the equatorial inversion. On an intermediate surface (e.g., \(\theta = 306\) K), air at 20°N and 20°S shifts equatorward, while air at 5°N and 5°S shifts poleward, which fills mass into the sharp sloping inversion. The end result is a significant weakening of the flat section of the equatorial inversion near 650 mb, the formation of an equatorial inversion near 800 mb, and the destruction of the sharpness of the original sloping section of the inversion. Note that it is not the overall slope of the trade inversion that is decreased during adjustment but rather the slope of each isentropic surface. The lapse rates for the initial and final states at the equator and 30°N are shown in Fig. 12. Finally, it is worth noting that the equatorial stable layer is 25 mb higher than the subtropical stable layer, which yields a slope in approximate agreement with observations.
atmospheric structure. The horizontal scale over which this averaging occurs is difficult to characterize in terms of the Rossby length associated with a particular vertical normal mode, because we are usually dealing with vertically thin initial anomalies, which project almost equally onto all the vertical normal modes.

It is sometimes argued that boundary-layer processes can be parameterized in general circulation models in a purely thermodynamic manner, that is, by appending equations that predict the boundary-layer depth and thermodynamic structure. Such arguments should be viewed with caution, because the model may then have more vertical degrees of freedom in the mass field than the wind field. This means that part of the mass field is out of control of the dynamical adjustment process. Effects such as the ones we have discussed in this paper may then be improperly simulated.

Observational studies from the Atlantic, Eastern Pacific, and most recently from the Western Pacific warm pool region reveal that the trade wind boundary layer is a common feature throughout the Tropics, with an associated inversion cap around 800 mb. From these studies, which are summarized in section 1, it is clear that additional research should be conducted with the goal of producing monthly or seasonal distributions of trade wind inversion height over the entire tropical and subtropical regions. New tools such as 915-MHz wind profilers are capable of continuously monitoring the trade inversion (Rogers et al. 1993) and could be used in such future studies.

In closing, we would like to emphasize that we have not presented a complete theory of the trade inversion

5. Concluding remarks

Through the use of a zonally symmetric model we have shown how the trade wind inversion layer can be viewed as a structure that is dynamically constrained to be more horizontally uniform than pure thermodynamical arguments would suggest. The misconception generated by purely thermodynamic models of the horizontally homogeneous type is that the height of the trade inversion is controlled by the local values of sea surface temperature, divergence, and atmospheric temperature and moisture above the inversion. The dynamical view brings in the notion that the trade inversion layer is strongly coupled horizontally. Rapid spatial variations in trade inversion height are dynamically smoothed. In this way, the trade inversion height is controlled by horizontally averaged values of the sea surface temperature, divergence, and above-inversion
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![Diagram](image_url)
but rather a simplified argument that isolates one of the dynamical aspects of the problem. Future theoretical and modeling research might involve the construction of complete trade wind boundary layer theories, which can be studied in a pure thermodynamic mode or a coupled dynamic-thermodynamic mode. Comparison of the results from these two modes of model implementation would give better understanding of the basic concept presented here, that is, the concept that dynamical coupling leads to a trade inversion height that is fairly uniform over the tropical and subtropical regions.
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