A Lagrangian dispersion model driven by velocity fields from large-eddy simulations (LESs) is presented for passive particle dispersion in the planetary boundary layer (PBL). In this combined LES–Lagrangian stochastic model (LSM), the total velocity is divided into resolved or filtered and unresolved or subfilter-scale (SFS) velocities. The random SFS velocity is modeled using an adaptation of Thomson’s LSM in which the ensemble-mean velocity and velocity variances are replaced by the resolved velocity and SFS variances, respectively. The random SFS velocity forcing has an amplitude determined by the SFS fraction of the total turbulent kinetic energy (TKE); the fraction is about 0.15 in the bulk of the simulated convective boundary layer (CBL) used here and reaches values as large as 0.31 and 0.37 in the surface layer and entrainment layer, respectively.

For the proposed LES–LSM, the modeled crosswind-integrated concentration (CWIC) fields are in good agreement with the 1) surface-layer similarity (SLS) theory for a surface source in the CBL and 2) convection tank measurements of the CWIC for an elevated release in the CBL surface layer. The second comparison includes the modeled evolution of the vertical profile shape with downstream distance, which shows the attainment of an elevated CWIC maximum and a vertically well-mixed CWIC far downstream, in agreement with the tank data. For the proposed model, the agreement with the tank data and SLS theory is better than that obtained with an earlier model in which the SFS fraction of the TKE is assumed to be 1, and significantly better than a model that neglects the SFS velocities altogether.

1. Introduction

Turbulent dispersion of scalars is probably best understood in a Lagrangian framework as first suggested by Taylor’s (1921) statistical theory of dispersion in homogeneous turbulence. However, for dispersion in many flows such as the planetary boundary layer (PBL), one must deal with the complexities due to inhomogeneous, nonstationary, and non-Gaussian turbulence. These complications can be addressed with Lagrangian stochastic models (LSMs), which describe the trajectories of “passive” particles in a turbulent flow given the random velocity field (e.g., Thomson 1987; Wilson and Sawford 1996); for complex turbulence fields, the particle velocity must be computed numerically. By simulating thousands of particle trajectories, one can find the ensemble-mean concentration, which is proportional to the particle number density, that is, the probability density function (PDF) of particle position.

Thomson (1987) gave a rigorous basis for constructing an LSM as outlined in section 3. In his approach, the stochastic differential equation for the Lagrangian velocity requires an assumed form of the Eulerian velocity PDF and the velocity moments (e.g., variances) defining it. In applications, the moments are provided by parameterized profiles fitted to laboratory and field data or numerical simulations. For inhomogeneous turbulence, the formulation leads to a unique solution for dispersion in one dimension, which is typically the vertical direction in PBL applications. However, for three-dimensional dispersion, there is no generally unique solution, but there are particular solutions that are useful (Wilson and Sawford 1996).

Another method for driving the particles in a Lagrangian model is with the time-dependent velocity fields from a large-eddy simulation (LES). This approach was pioneered by Lamb (1978) who numerically computed dispersion due to an elevated source in the convective boundary layer (CBL). He adopted Dardorff’s (1974) LES results and decomposed the Lagrangian velocity $u_L$ of a particle into resolved and sub-
filter-scale (SFS) components (see section 2) consistent with the LES:

\[ u_i(x_{os}, t) = u_i[x_p(x_{os}, t), t] + u_i[x_p(x_{os}, t), t]. \]

where \( x_{os} \) is the source or initial particle position, \( t \) is time, \( u_i \) is the LES resolved velocity at each grid point and time step, \( x_p(x_{os}, t) \) is the particle position at \( t \), and \( u_i \) is a random SFS velocity (bold-faced symbol denotes a vector). The \( u_i \) was found from a Monte Carlo scheme using the SFS energy. Lamb's results for the mean concentration field and particle displacement statistics agreed well with Willis and Deardorff's (1978) convection tank data, thus providing much support for the combined LES–LSM approach.

In later work, Mason (1992) adopted a similar approach and investigated dispersion over a range of wind shear in the PBL. However, instead of using Eq. (1), he superposed the displacements due to the resolved and SFS motions, where the SFS contribution was found from a random displacement model using a parameterized eddy diffusivity. Mason found a fairly systematic variation of the dispersion with surface shear. However, he noted that it would have been better to include the SFS turbulent kinetic energy (TKE) directly in the model since, in the high wind cases, such energy was a large fraction of the resolved TKE in the PBL surface layer. More recently, Gopalakrishnan and Avissar (2000) used LES velocity fields to study dispersion in the CBL in the presence of surface heterogeneities. However, they neglected the SFS velocities altogether because they felt there was no adequate scheme for treating them.

A Lagrangian model based on the LES–LSM approach has the main advantage of dealing with dispersion over a wide range of PBL types and forcings (mean wind, surface heat flux, etc.) as well as an arbitrary source height. The resolved velocity field is unique and any issue of nonuniqueness is deferred to the SFS component, where it should be less serious. However, one must formulate an acceptable if only simple treatment of the random SFS velocity.

This paper addresses the use of LES fields in Lagrangian dispersion models with focus on the SFS treatment. Section 2 gives a brief overview of LES, and section 3 presents an outline of Thomson’s (1987) LSM and our adaptation of it to include LES fields. In section 4, we show example results from this combined LES–LSM approach for surface-layer sources in the CBL and compare them with laboratory data and surface-layer similarity theory (van Ulden 1978; Horst 1979).

2. Large-eddy simulations

Large-eddy simulation of the PBL is well established (e.g., Mason 1994; Moeng and Wyngaard 1988), and thus we give only a brief overview of the method as well as some details of the LES model used here (Moeng and Sullivan 1994). Most LESs of the PBL adopt the incompressible Boussinesq form of the Navier–Stokes equations and consider a horizontally homogeneous boundary layer. The flow variables (three wind components, pressure, temperature, etc.) are spatially filtered to define resolved components, which have length scales larger than the filter width, and SFS components, alternatively called subgrid-scale components. The filter width is of the order of the numerical grid dimension and lies in the inertial subrange of the turbulence spectrum. The filtered Navier–Stokes equations are solved to determine the resolved variables, while the SFS quantities—TKE, momentum fluxes, and heat fluxes—are parameterized. The filtered equations depend on the SFS variables, but the dependence is weak provided that the SFS TKE is only a small fraction of the total. The SFS TKE fraction is generally small (15% to 20%) in the bulk of the PBL for a typical LES grid resolution, but this is not the case near the surface and in the entrainment zone (see section 3).

In the Moeng and Sullivan (1994) model, the SFS TKE is found from a prognostic equation, while the SFS fluxes are obtained from a first-order closure or flux-gradient model. For example, the SFS momentum flux or stress tensor \( \tau_{ij} \) is given by

\[ \tau_{ij} = -\nu_s \left( \frac{\partial u_i}{\partial x_j} + \frac{\partial u_j}{\partial x_i} \right), \]

where \( i, j = 1, 2, 3 \) corresponding to the \( x, y, z \) directions, respectively, and \( \nu_s \) is the turbulent eddy viscosity. The \( \nu_s \) is parameterized by

\[ \nu_s = c_i \ell e_i \gamma, \]

where \( c_i \) is a constant (0.1), \( \ell \) is a mixing length, and \( e_i \) is the SFS TKE. The SFS heat flux is given by a form similar to Eq. (2), and the turbulence dissipation rate \( \epsilon \) is parameterized by

\[ \epsilon = c_s e_i^{1/2}, \]

where \( c_s \) is a constant (0.93) in neutral and unstable stratification.

For neutral or unstable conditions, \( \ell = \Delta, \) the filter width, whereas for stable stratification, \( \ell = \min(\Delta, \ell_u), \) where \( \ell_u \) is a length scale (Deardorff 1980) that accounts for the reduced mixing imposed by the stratification:

\[ \ell_u = \frac{0.76e_i^{1/2}}{[(g/\Theta_e)\partial\Theta_e/\partial z]^{1/2}}, \]

where \( g \) is the gravitational acceleration, \( \Theta_e \) is the resolved potential temperature, and \( \Theta_e \) is a reference potential temperature. The filter width used above is \( \Delta = [(3/2)^2 \Delta x \Delta y \Delta z]^{1/3}, \) where \( \Delta x, \Delta y, \) and \( \Delta z \) are the mesh spacings in the three coordinate directions \( x, y, z, \) and the factor \( (3/2)^2 \) accounts for the explicit filtering of the upper one-third of the wavenumbers, that is, dealiasing. Here, \( x \) is in the mean geostrophic wind direction, \( y \) is perpendicular to \( x \) and lies in the horizontal plane, and \( z \) is the height above the surface.
For the particle dispersion calculations discussed later, the LESs were made for a CBL using a 5 km × 5 km × 2 km domain with 96³ grid points; this resulted in Δx = Δy ≈ 52 m, Δz ≈ 21 m, and Δt = 50 m. The surface heat flux was \( w \theta_s = 0.24 \) m s⁻¹ K, and the average CBL depth \( z_i \) was 1000 m over the simulation period of 10⁶ s. Based on these values, the convective velocity scale \( w_0 = (g \theta \theta_s / \Theta)_{\text{mix}} \) was 2 m s⁻¹. Other variables in the LES were the surface roughness length \( z_0 (0.16 \text{ m}) \), the average friction velocity \( u_* (0.31 \text{ m s}^{-1}) \), the vertically averaged wind speed \( U \) over the CBL (5 m s⁻¹), and the Monin–Obukhov (M–O) length \( L (-9.4 \text{ m}) \).

The stability index \(-z_i/L\) characterizing the relative strengths of convective and shear-generated turbulence (Deardorff 1972) was 106 and would classify the CBL as highly convective. In this case, the mean wind profile is close to a well-mixed state over most of the CBL (Fig. 1a), and the velocity variances exhibit profiles typical of strong or free convection (Fig. 1b), for example, see Deardorff and Willis (1985).

3. Lagrangian dispersion models

In Lagrangian dispersion models, passive “particles” released into a turbulent flow are assumed to behave as fluid elements and to travel with the local fluid velocity with molecular diffusion ignored. The mean concentration \( C \) is found from (Lamb 1978)

\[
C(x, t) = \int_{-\infty}^{t} Q(t') p_i(x, t; x_o, t') \, dt',
\]

where \( Q \) is the source strength, which is time dependent in general; however, in the following, we only consider a steady or constant \( Q \). In (6), \( p_i(x, t; x_o, t') \) is the position PDF for particles released at the source position \( x_o \) at time \( t' \) being found at \( x \) at time \( t \); \( p_i \) is computed from the numerically calculated particle trajectories. The particle position \( x_o \) is found by integrating

\[
\frac{dx_i}{dt} = u_i(x_o, t).
\]

As noted earlier, there are two ways of finding the Lagrangian velocities for particle tracking: 1) from a purely stochastic model that requires an assumed Eulerian velocity PDF (Thomson 1987) and 2) from the time-dependent velocity fields from an LES. In the following, we give a brief review of Thomson’s approach and then show how it is adapted to include LES fields, and in particular, to obtain a stochastic model for the SFS velocity in Eq. (1).

a. Lagrangian stochastic model (Thomson 1987)

In the case of nonstationary and inhomogeneous turbulence, Thomson’s (1987) form for the \( i \)th component of the Lagrangian velocity \( u_{Li} \) is the stochastic differential equation

\[
du_{Li} = a_{iL}(x_i, u_i, t)dt + (C_i \bar{\varepsilon})^{1/2}d\xi_i,
\]

where \( a_i \) is a “drift velocity” or deterministic velocity forcing function, \((C_i \bar{\varepsilon})^{1/2}d\xi_i \) is the random velocity forcing, and the overbar denotes an ensemble mean. Here, \( d\xi_i \) is a component of a Gaussian white noise, which is uncorrelated with components in other directions and uncorrelated in time, and \( C_i \) is an assumed universal constant (\( =4 \pm 2 \); Thomson 1987). Thomson chose the form of the random forcing to be consistent with the Lagrangian structure function in the inertial subrange (Monin and Yaglom 1975): \( d\xi_{it} dt_{ij} = \delta_{ij} C_{ei} \bar{\varepsilon} dt \), where \( \delta_{ij} \) is the Kronecker delta.

For a Gaussian random forcing, the \( a_i \) and the coefficient of the random forcing \((C_i \bar{\varepsilon})^{1/2} \) must satisfy the Fokker–Planck equation, which governs the evolution of the joint PDF \( p(x_i, u_i, t) \) of \( x_i \) and \( u_i \) in phase space (see Thomson 1987; Gardiner 1990). Thomson found \( a_i \) by imposing the “well mixed” condition, which assumes that if particles are initially well mixed in some region, they remain so. For a well-mixed distribution of particles, the joint PDF \( p(x_i, u_i, t) = p_e(x_i, u_i, t) \), the Eulerian velocity PDF, since there is no single source or labeling point to distinguish the Lagrangian statistics from the Eulerian statistics. In this case, Thomson argued that the \( a_i \), in Eq. (8) could be obtained from the Fokker–Planck equation using \( p_e \), which is known or assumed. For three-dimensional dispersion, there is a unique solution for \( a_i \) in only a few special cases, for example, homogeneous isotropic turbulence (see Wilson and Sawford 1996).

For three-dimensional Gaussian turbulence, the Eulerian velocity PDF is given by

\[
p_e = \frac{1}{(2\pi)^{3/2}(\text{det } \Sigma)^{1/2}} \times \exp \left\{ -\frac{1}{2}(u_i - U_{ei})\Sigma_{ij}(u_j - U_{ej}) \right\},
\]

where \( \Sigma \) is the covariance matrix of the turbulence, and \( U_{ei} \) is the ensemble mean of the Eulerian velocity component \( u_i \).
where $\tau_{ij}$ is the three-dimensional ensemble-mean stress tensor, $\overline{\lambda}_i$ is its inverse, and $u_i$ and $U_{Ei}$ are the ith components of the total and ensemble-mean Eulerian velocities, respectively (Thomson 1987). In the case of inhomogeneous Gaussian turbulence, Thomson found $a_i$ to be

$$a_i = -\frac{C_o e^{-1}}{2} \overline{\lambda}_{ii} (u_i - U_{Ei}) + \frac{\phi_i}{p_E}$$

where $\phi_i/p_E$ is

$$\frac{\phi_i}{p_E} = \frac{1}{2} \frac{\partial \tau_{ij}}{\partial x_j} + \frac{\partial U_{Ei}}{\partial t} + U_{Ei} \frac{\partial U_{Ej}}{\partial x_j}$$

$$+ \left[ \frac{1}{2} \frac{\partial \tau_{ij}}{\partial x_j} + U_{Em} \frac{\partial \tau_{ij}}{\partial x_m} \right] (u_j - U_{Ei})$$

$$+ \frac{1}{2} \lambda^{ij}_{ij} (u_j - U_{Ej})(u_i - U_{Ei}).$$

A derivation of the above form can be found in Roden (1996). This form is used in the next section to obtain a stochastic model for $u_i$.

b. Lagrangian model with LES fields coupled with an LSM

In using LES fields to model particle dispersion, we substitute Eq. (1) into Eq. (7) and integrate the latter to obtain the particle position. However, we first must prescribe the SFS velocity $u_i$, which we do using an adaptation of Thomson’s model for the local grid-volume level. We assume that 1) the ensemble-mean velocity ($U_{Ei}$) in Eqs. (9)–(11) can be replaced by the LES resolved velocity $u_i$, which is an effective average over a grid volume, 2) the LSM describes the random SFS velocity about $u_i$, 3) the SFS velocities are specified by a Gaussian PDF based on the SFS stress tensor $\tau_{ij}$ and its inverse $\lambda_{ij}$, and 4) the $\tau$ can be replaced by the local value $e$. The aim of the first assumption is to remove $u_i$ from the LSM treatment since it is provided by the LES and already included in Eq. (1). The assumption should be valid provided that the change ($\delta u_i$) in $u_i$ during particle transport through a grid is small, $\delta u_i/\delta t \ll 1$. This in turn should be satisfied if the resolved velocity advection time $t_a \ll T_E$, the Eulerian time scale of $u_i$. The $t_a$ can be estimated as $\sim \Delta / U$, and $T_E \sim \ell_E / U$ (Pasquill and Smith 1983), where $\ell_E$ is the large-eddyscale length. In the midregion of the CBL, $\ell_E \sim z_i$ and $t_a / T_E \sim (\Delta / U) / \ell_E / U = \Delta z_i / 0.05$ for the grid adopted here (section 2). Thus, the assumption is easily satisfied in the bulk of the CBL.

By the first assumption, we replace the $U_{Ei}$ in Eqs. (10) and (11) by $u_i$ and note that the difference $u_i - u_{Ei} = u_i$, the random SFS velocity; we also replace $\tau_{ij}$ and $\lambda_{ij}$ by their SFS counterparts $\sigma_{ij}$ and $\lambda_{ij}$. With these substitutions and recalling that $du_i/dt = \partial u_i/\partial t + (u_i + u_{Ei})(\partial u_i/\partial x_j)$ and similarly for $d\tau_{ij}/dt$, we can rewrite Eq. (11) in the simple form

$$\frac{\phi_i}{p_E} = \frac{1}{2} \frac{\partial \tau_{ij}}{\partial x_j} + \frac{\partial u_i}{\partial t} + \frac{1}{2} \lambda_{ij}^{1/2} \frac{d\tau_{ij}}{dt}$$

Equation (10) with $u_i - U_{Ei}$ replaced by $u_i$ and Eq. (12) can be substituted into Eq. (8) to obtain the following equation for the Lagrangian velocity increment

$$du_i = \frac{C_o e^{-1}}{2} \lambda_{ii} u_i dt + \left[ \frac{1}{2} \frac{\partial \tau_{ij}}{\partial x_j} + \frac{\partial u_i}{\partial t} + \frac{1}{2} \lambda_{ij}^{1/2} \frac{d\tau_{ij}}{dt} \right] dt$$

$$+ (C_o e^{1/2}) \xi_i.$$ (13)

By subtracting $du_i$ from both sides of Eq. (13), we find a stochastic differential equation governing $u_i$

$$du_i = -\frac{f C_o e^{-1}}{2} \lambda_{ii} u_i dt + \left[ \frac{1}{2} \lambda_{ij}^{1/2} \lambda_{ij}^{1/2} \xi_i + \frac{\partial \tau_{ij}}{\partial x_j} \right] dt$$

$$+ (f C_o e^{1/2}) \xi_i.$$ (14)

In Eq. (14), the random forcing term has been modified by introducing the coefficient $f$, ($f \ll 1$) to account for the SFS velocities that are being modeled, which are smaller than the $u_i$, in Eq. (13). A parameterization for $f$ is discussed below.

Equation (14) can be simplified by assuming that the SFS turbulence is locally isotropic and Gaussian but weakly inhomogeneous. The local isotropy assumption is consistent with most LES models at least in mid-PBL regions where the turbulence is well resolved (e.g., Moeng and Wyngaard 1988). The assumption does not hold near the surface where wind shear effects are important (Sullivan et al. 2003). For isotropic turbulence, the stress tensor is diagonal with components given by $\sigma_{ii} = 2e / \beta$, and the inverse tensor also is diagonal with components $\sigma_{ii}^{-1}$. Thus, the resulting equation for the SFS velocity is

$$du_i = -\frac{f C_o e^{-1}}{2} \lambda_{ii} u_i dt$$

$$+ \frac{1}{2} \left( \frac{\partial \tau_{ii}}{\partial x_i} \right) dt$$

$$+ (f C_o e^{1/2}) \xi_i.$$ (15)

A parameterization for $f$ is developed by considering stationary homogeneous isotropic turbulence, which leads to a simple expression [Eq. (22) below]. In developing this expression, we focus only on the vertical velocity $w$ and decompose it into resolved ($\tau$) and SFS ($\xi$) components: $w = w_{\tau} + w_{\xi}$. We assume that $w$, $w_{\tau}$, and $w_{\xi}$ are characterized by their respective variances $\sigma_w^2$, $\sigma_{w_{\tau}}^2$, $\sigma_{w_{\xi}}^2$, and that $\sigma^2 = \sigma_w^2 + \sigma_{w_{\xi}}^2$, where we ignore the cross term $\tau_{w_{\xi}}$. In addition, we assume that Lagrangian velocities corresponding to each component (e.g., $w_{\xi}$) can be represented by a stochastic differential equation of the form
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\[ \frac{d w_{1\alpha}}{d \tau} = -\frac{w_{1\alpha} dt}{T_{1\alpha}} + \frac{2\sigma_{r\alpha}^{2}}{T_{1\alpha}} \left( \frac{d \xi_{1\alpha}}{d \tau} \right)^{1/2}, \]  

(16)

where \( \alpha = r, s \) or a blank; that is, no second subscript denotes the total velocity \( w_{\alpha} \). Here, the term \( C_{r\alpha} \) in the random forcing has been written in an equivalent form \( C_{r\alpha} = 2\sigma_{r\alpha}^{2}/T_{r} \) (see Sawford 1991; Rodean 1996) so that the appropriate variance and time scale of each component (e.g., \( r \) or \( s \)) is represented in (16); for example, \( f_{s} C_{r\alpha} = 2\sigma_{r\alpha}^{2}/T_{r} \). In adopting Eq. (16), we are effectively assuming that the Lagrangian energy density spectra for the \( r \) and \( s \) components have the same shape (density \( \approx -2 \) power of the frequency; e.g., Tennekes and Lumley 1972) but a different total energy content or variance. This assumption is believed to be most applicable near the surface, where \( \sigma_{r}^{2} \) and \( \sigma_{s}^{2} \) are comparable and the SFS and resolved energy spectra are not widely separated; that is, where \( \Delta \) is the order of \( z \) or the characteristic eddy size. However, in general, the assumed spectral shape similarity differs from the results of LES filtering and requires further investigation. Nevertheless, we believe that the above parameterization is adequate to obtain an initial estimate of the SFS time scale.

Our goal is to determine the time scale \( (T_{1\alpha}) \) of the SFS component and thereby the magnitude of \( f_{s} \). The main criterion to satisfy is that the Lagrangian autocorrelation function for the summed velocity \( w_{r} + w_{s} \) be the same as that for the total velocity \( w_{\alpha} \). This ensures that the random velocity decorrelates in the same manner whether it is decomposed into \( r \) and \( s \) components or not.

We follow Durbin (1983) in obtaining the autocorrelation function \( R_{r} \) for the stochastic velocity \( w_{r}(t) \) by first writing Eq. (16) for \( dw_{r}(t + \tau) \), where \( \tau \) is a time lag, multiply the equation by \( w_{r}(t) \), and perform an ensemble average. Note that the ensemble average of \( w_{r}(t)dw_{r}(t + \tau) = 0 \) due to the nonanticipating property of \( w_{r}(t) \), which means that \( w_{r}(t) \) is statistically independent of the random increment \( d \xi(t + \tau) \) for \( \tau \geq 0 \) (Durbin 1983; Gardiner 1990). The result is

\[ \frac{d w_{r}(t)w_{r}(t + \tau)}{d \tau} = -\frac{w_{r}(t)w_{r}(t + \tau)}{T_{r}}, \]  

(17)

which has the solution

\[ R_{r}(\tau) = \frac{w_{r}(t)w_{r}(t + \tau)}{\sigma_{w}^{2}} = \exp \left( -\frac{\tau}{T_{r}} \right), \]  

(18)

as shown by Durbin (1983); in Eq. (18), \( \sigma_{w}^{2} = \bar{w}^{2} \), the ensemble-mean variance. In a similar way, the equations governing the autocorrelations of \( w_{s} \) and \( w_{r} \) can be found as

\[ \frac{d w_{s}(t)w_{s}(t + \tau)}{d \tau} = -\frac{w_{s}(t)w_{s}(t + \tau)}{T_{s}}, \]  

(19)

with \( \alpha = r \) or \( s \). The autocorrelation functions for \( w_{s} \) and \( w_{r} \) are also of exponential form and depend on their respective time scales, \( T_{r} \) and \( T_{s} \). Equations for the cross-correlation functions \( w_{r}(t)w_{s}(t + \tau) \) and \( w_{r}(t)w_{s}(t + \tau) \) can be obtained similarly. The equations for the auto- and cross-correlation functions can be added to obtain the autocorrelation for the summed velocity \( w_{r} + w_{s} \), as

\[ \frac{d}{d \tau} \left[ \frac{w_{r}(t)w_{r}(t + \tau)}{T_{r}} + \frac{w_{s}(t)w_{s}(t + \tau)}{T_{s}} \right] \]  

\[ = -\frac{w_{r}(t)w_{r}(t + \tau)}{T_{r}} - \frac{w_{s}(t)w_{s}(t + \tau)}{T_{s}} \]  

\[ -\frac{w_{r}(t)w_{s}(t + \tau)}{T_{r}} - \frac{w_{s}(t)w_{r}(t + \tau)}{T_{s}}. \]  

(20)

Equation (20) has the same solution as Eq. (17) only if \( T_{r} = T_{s} = T \). The equality \( T_{r} = T_{s} \) means that the coefficient of the SFS random forcing in Eq. (16) should be \( (2\sigma_{s}^{2}/T_{r})^{1/2} \). By dividing the random forcing coefficient of the SFS component \( [(f_{s} C_{s})^{1/2} = (2\sigma_{s}^{2}/T_{r})^{1/2}] \) by the coefficient for the total velocity \( [(C_{r} e)^{1/2} = (2\sigma_{r}^{2}/T_{r})^{1/2}] \), we find \( f_{s} = \sigma_{w}^{2}/\sigma_{s}^{2} \) or

\[ f_{s} = \frac{\sigma_{w}^{2}}{\sigma_{s}^{2} + \sigma_{r}^{2}}. \]  

(21)

The above form for \( f_{s} \) is adopted in Eq. (15) except that we replace \( \sigma_{s}^{2} \) by \( \langle \sigma_{s}^{2} \rangle \) and \( \sigma_{r}^{2} \) by \( \langle \sigma_{r}^{2} \rangle \) or

\[ f_{s} = \frac{\langle \sigma_{s}^{2} \rangle}{\langle \sigma_{r}^{2} \rangle + \langle \sigma_{s}^{2} \rangle}, \]  

(22)

where \( \sigma_{s}^{2} = (\sigma_{m}^{2} + \sigma_{n}^{2} + \sigma_{o}^{2})/3 \) and the angle brackets (\( \langle \rangle \) denote an average over the horizontal plane. The \( f_{s} \) can be viewed equivalently as the SFS fraction of the total TKE, \( f_{s} = \langle \sigma_{s}^{2} \rangle/\langle \sigma_{r}^{2} \rangle \), since \( \sigma_{m}^{2} = 2e_{r}/3 \), where \( e_{r} \) is the resolved TKE. The fraction can range from 0, where the turbulence is entirely resolved (i.e., a zero SFS velocity), to 1, where the turbulence is completely parameterized by the LSM.

Figure 2a shows that the horizontally averaged SFS and resolved-scale TKE vary little with height over the...
bulk of the simulated CBL, 0.1 ≤ z/zi ≤ 1, where the SFS TKE fraction (Fig. 2b) is ~0.15. The primary regions of variation are in the surface layer (z/zi < 0.1) and the entrainment zone (0.85z ≤ z ≤ 1.2z) as shown by the SFS TKE fraction (Fig. 2b); the fraction attains values as large as 0.31 and 0.37 in the surface layer and entrainment zones, respectively. The fraction is expected to approach 1 at the surface since the resolved velocity components vanish there.

4. Application to a highly convective boundary layer

a. Modeling the crosswind-integrated concentration

We first describe the approach for obtaining the crosswind-integrated concentration (CWIC) field from the particle position PDF and then outline the method for computing the PDF. The CWIC C+ is due to a continuous point source, is

\[ C^+(x, z, t) = \int_{-\infty}^{\infty} C(x, y, z, t) dy, \]

where C is the mean concentration, x is now aligned with the mean wind direction in the CBL, and y is normal to x in the horizontal plane. For horizontally homogeneous and stationary turbulence, we can write Eq. (6) in terms of the x, y, z, and time displacements as

\[ C(x, t) = Q \int_{-\infty}^{\infty} p_r(x - x_s, z - z_s, t) dt', \]

with a variable change from \( t' \) to \( t_f = t - t' \), Eq. (24) can be written in the alternative form

\[ C^+(x, z) = Q \int_{-\infty}^{\infty} p_r(x - x_s, z - z_s, t_f) dt_f. \]

In practice, the upper integration limit is set sufficiently large, \( t_f = t_f \), so that we accurately determine the integral at the largest sampling distance \( x_s \) of interest. We found that \( t_f = 1.5x_s/U \) was large enough for convergence of the above integral and have used this \( t_f \) in the following.

The particle displacements necessary for computing \( p_r \) and hence \( C^+ \) were found by integrating Eq. (15) to find \( u_n \), substituting \( u_n \) and \( u_s \) (from the LES) into Eq. (1), and inserting the resultant \( u_i \) into Eq. (7) and integrating. The mean CWIC fields were obtained by superposing the position PDFs from 81 equally spaced sources at height \( z_s \) in a horizontal plane; the source spacing in the x and y directions was set at \( =0.5z \), so that the particle velocities from adjacent sources would be approximately independent. At each source, 60 particles were released, each with a random initial SFS velocity. The releases were made at 15 equally spaced times over a 28-min period (\( =3.4z/w_a \)) and resulted in a total of 72 900 particles released.

The particle trajectory calculations were conducted with instantaneous velocity fields that were input sequentially from a large number (500) of LES files. The files were stored at 10-s or 0.02z/w_a time intervals and each contained a 96 \( \times \) array of \( u, e_r \), and potential temperature; the total time period covered was 10z/w_a. In the trajectory computations, the local values of \( u \), and \( e_r \) were found from trilinear spatial interpolation within each LES grid and time interpolation between two successive LES files. The time step in the trajectory computations [Eq. (15)] was \( \min(0.025T_i, 0.4\Delta t_j) \), where \( \Delta t_j = 0.005z/w_a \) was the time step used in the particle sampling grid [Eq. (25)]. A reflection of particle height and the SFS vertical velocity \( w_s \) was assumed at the surface to satisfy the zero-flux condition there. For particles that rose above the instantaneous \( z_s \), the \( w_s \) was reversed or reflected at the height \( (z_s) \) of the reversal in the resolved vertical velocity \( w_s \) if \( w_s \) and \( w_s \) were both positive; the \( z_s \) was taken as the height of the vertical heat flux minimum. Finally, for particles that traveled outside the lateral boundaries of the computational domain, the velocities were found using the periodicity of the computed flow field.

b. Results and discussion

The computed CWIC fields for a surface source are compared with the predictions of surface-layer similarity (SLS) theory, and the results for a near-surface source \( (z_s/z_i = 0.07) \) are compared with the Willis and Deardorff (1976) convection tank data. The latter are ensemble-average values and have been shown to be a good fit to the mean of surface concentrations from two field experiments (Briggs 1988, 1993). The focus on surface and near-surface sources is intended as a stringent test of the LES–LSM approach since the surface region is where the SFS TKE fraction is large and where we might expect the most difficulty in matching theory and experimental data.

Figure 3 shows vertical profiles of the dimensionless CWIC, \( C^+ U_s/Q \), as a function of the dimensionless downwind distance

\[ X = \frac{w_a x}{U_s z_i} \]

for a near-surface source \( (z_s/z_i = 0.07) \). The model result for this source (solid line) gives a good overall fit to the data showing the dimensionless \( C^+ \) to have a maximum value near the surface for \( X = 0.5 \); to attain an elevated maximum in \( C^+ \) at \( X = 1.5 \); and to approximate a vertically well-mixed distribution, \( C^+ U_s/Q \approx 1 \), by \( X \sim 3 \). The elevated maximum is a unique property of a highly convective PBL and is caused by the vertical inhomogeneity in \( \sigma_e \), combined with the large \( T_i \) \( \sim z_i/w_a \), which generates a positive mean drift velocity.
(Sawford and Guest 1987; Weil 1990). The computed profiles were made for \( C_0 = 3 \), which was a best-fit value given by Du (1997) based on evaluation of LSMs with measurements from several different flows.

The modeled \( C^r \) profiles for a surface release (dashed line, Fig. 3) exhibit only small differences from those of the near-surface source except very close to the source (\( X = 0.12 \)). Once dispersion occurs throughout a significant depth of the CBL, the effects of source height differences within the surface layer have small effects on the vertical distribution of \( C^r \) (see profiles for \( X \geq 0.25 \) or 0.38).

The dimensionless CWIC at the surface versus \( X \) is shown (Fig. 4) for three ways of modeling the SFS velocity: (a) no SFS velocity or \( f_r = 0 \), (b) the proposed model [Eqs. (15) and (22)] in section 3, and (c) a model [Eq. (15)] with \( f_r = 1 \), that is, no correction for the SFS TKE fraction. In (c), the assumed \( f_r = 1 \) means that the SFS time scale \( T_{\mu} = 2\sigma_{\mu}^2/(C_0 e) = \sigma_r^2 T_{\mu}/(\sigma_{\mu}^2 + \sigma_r^2) \), and thus \( T_{\mu} \) can be much smaller than \( T_L \) or \( T_{\mu,s} \), especially at mid-CBL levels. The third approach was adopted by Weil et al. (2000) who found that a \( C_0 = 1 \) worked best in matching the Willis and Deardorff (1976, 1978) data. This approach also is akin to that used by Lamb (1978, 1982) who assumed \( T_{\mu,s} = \Delta_1/e^{1/2} \), where \( \Delta_1 = (2/3)^2/\Delta \); Lamb’s \( T_{\mu,s} (=0.76\Delta_1/e^{1/2}) \) is about 50% of the value in Weil et al. (2000).

The surface CWIC results for the proposed model (Fig. 4b) agree well with the Willis and Deardorff (1976) data and show 1) a local surface CWIC maximum as expected for an elevated source, 2) an approach to the well-mixed CWIC (\( C^r U z/Q \) = 1) at \( X = 4 \), and 3) an undershoot of the well-mixed value over the range \( 1 \leq X \leq 2 \). The proposed model behavior is slightly better than that of the earlier model (Fig. 4c); the difference between them being primarily in the magnitude of the peak concentration. For both models (Figs. 4b and 4c), the CWIC profile exhibits little variation with \( C_0 \). This may be due to the SFS TKE being only a small fraction (20%) of the total TKE at this release height, although the fraction increases toward the surface (Fig. 2).

By comparison with the above results, the model without any SFS component (Fig. 4a) performs poorly. We note that the initial SFS velocities for the calculations in Figs. 4b,c are assumed to have a Gaussian PDF with zero mean. In the vertical direction, the negative SFS velocities are important in producing initial downwardly directed particle trajectories. Without such velocities, there is evidently an insufficient number of such trajectories since the maximum \( C^r \) at the surface (Fig. 4a) is only about one-half the value found in the experiments. In addition, the failure of this model (Fig. 4a) to achieve the well-mixed CWIC by \( X = 4 \) demonstrates the importance of the surface SFS velocities in transporting particles to sufficient heights where the resolved velocities are larger and can dominate the motion. The small resolved velocities near the surface combined with the zero SFS velocities result in particles spending too much time near the surface and in higher-than-expected surface CWICs far downstream.

As another test of the Lagrangian model, we compare results for the CWIC downwind of a surface source with predictions of SLS theory (van Ulden 1978; Horst 1979; Horst and Weil 1992), which has been shown to agree well with field data. The theory is based on the M–O similarity profiles of mean wind, turbulence, and eddy diffusivity in the atmospheric surface layer. The CWIC field is given by \( C^r(x, z) = AQ[\bar{U}(x)\bar{z}^r] \exp(-z/h_{\mu,s})' \), where \( \bar{U}(x) \) is the average wind speed over the plume, and \( A \) and \( b \) are functions of the shape parameter \( r \), which generally lies in the range \( 1 \leq r \leq 2 \). For strong convection, \( r = A = b = 1 \). The key variable in the theory is the mean plume height \( \bar{z}_m(x) \), which is found from the scalar eddy diffusivity and mean wind profiles; details are given in Horst and Weil (1992). Since the similarity forms of the eddy diffusivity and wind profiles
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**Fig. 3.** Dimensionless CWIC as a function of dimensionless height at six downstream distances as denoted by the dimensionless distance \( X \). Lagrangian model results for two source heights compared with Willis and Deardorff (1976; W&D) convection tank data where \( z_w/z_i = 0.07; \) model results for \( C_0 = 3 \).
are assumed to apply, SLS theory ignores the different turbulence characteristics that exist in the CBL mixed layer and the effects of the capping inversion. Thus, the theory must be limited to short downwind distances, say, $X < 1$, before the presence of the inversion is felt.

Figure 5 presents the dimensionless CWIC at the surface as a function of $X$ for a surface source and the same three SFS models used in Fig. 4. We judge the adequacy of the Lagrangian model based on comparisons of the modeled CWIC with SLS theory and laboratory data for a surface-layer source, $z_{os}/z_i = 0.07$. Use of the laboratory data is justified since 1) the data show the same variation with $X$ as SLS theory over the range $0.2 \leq X \leq 1$ (Fig. 5), and 2) the modeled vertical profiles for $z_{os}/z_i = 0.0005, 0.07$ (solid, dashed lines, Fig. 2) agree approximately for $X \geq 0.25$ or 0.38.

In Fig. 5a, one can see that the model with no SFS velocity substantially overpredicts SLS theory and the...
laboratory data, and it also overestimates the CWIC at $X = 4$ as found for the elevated source (Fig. 4a). This demonstrates again the need for including the SFS velocities in modeling dispersion from surface and near-surface sources. In Fig. 5, one also can see that the proposed model (Fig. 5b, solid line) agrees well with SLS theory and the data for $0.2 < X < 3$ and better than predictions from the earlier model with $f_s = 1$ (Fig. 5c). For the proposed model, we believe that the underestimation of the SLS curve near the source ($X < 0.2$, Fig. 5b) is due to the assumed isotropic stress tensor in the SFS model. For a near-surface source, the short-range dispersion is dominated by the SFS model since the initial resolved velocities are small. Recent field observations (Sullivan et al. 2003) show that the SFS variances are anisotropic and match measurements from the neutral surface layer with $\sigma_s^2 = 1.5$, $\sigma_{sw}^2 = 1$, and $\sigma_{is}^2 = 0.5$, where $\sigma_s^2$ is the variance for isotropic turbulence. We speculate that a halving of the SFS vertical velocity variance in the Lagrangian model would increase the near-source CWIC by about 40% (Fig. 5b), thus providing better agreement with SLS theory at short range. (The modifications necessary for including an anisotropic SFS model are postponed for future work.)

The proposed model exhibits a weak variation in the surface CWIC with $C_0$ (Fig. 6), which we view as a positive attribute. The primary range of $C_0$ found in other studies is $2 \leq C_0 \leq 6$ (Du 1997; Sawford 1991; Thomson 1987; Wilson and Sawford 1996) with a typical or best-fit value of $\approx 3$. Here, the results for $C_0 = 1$ have been included because that was the best-fit value found for the earlier model (Fig. 7). For the proposed model, the results for $C_0 = 1$ (Fig. 6a) are perhaps the most different from the others. In contrast, the earlier model (Fig. 7) exhibits progressively poorer agreement with SLS theory and laboratory data as $C_0$ increases from 1 to 6. The poorer agreement with the larger $C_0$ s (2–6) differs from the findings reported by Du (1997) and others.

We have tested the Lagrangian dispersion model and LSM directly using mean concentration fields from SLS theory and laboratory experiments. An alternative approach for evaluating the LSM would be to conduct a fine-mesh LES at 1- or 2-m resolution and then to filter the results to generate new “resolved” and “subfiltered” velocities for a coarse mesh. This would allow one to use the known particle velocity and position time histories from the fine mesh to test the LSM performance on the coarse mesh; the use of fine- and coarse-mesh results in this way is commonly referred to as a priori testing (e.g., Piomelli et al. 1990). This alternative approach, which could provide valuable insight into the LSM behavior, is reserved for future work.

5. Summary and conclusions

A Lagrangian dispersion model driven by LES velocity fields was presented for passive particle dispersion in the PBL. In this combined LES–Lagrangian sto-
chastic model (LSM), the total velocity was divided into resolved (filtered) and unresolved (subfilter scale, SFS) velocities. The random SFS velocity was based on an adaptation of Thomson’s (1987) LSM in which the ensemble-mean velocity and velocity variances were replaced by the resolved velocity and SFS variances, respectively. The random SFS velocity forcing has an amplitude determined by the SFS fraction of the total turbulent kinetic energy (TKE); in principle, the fraction can range from 0 for fully resolved turbulence to 1 for completely parameterized turbulence and is $\approx 0.15$ in the bulk of the CBL simulated here.

For the proposed model, the crosswind-integrated concentration (CWIC) fields were in good agreement with 1) surface-layer similarity (SLS) theory for a surface source in the CBL and 2) convection tank measurements of the CWIC for an elevated release ($z_o/z_i = 0.07$) in the CBL surface layer. The second comparison included the modeled evolution of the vertical profile shape with downstream distance, which showed the attainment of an elevated CWIC maximum and a vertically well-mixed CWIC far downstream, in agreement with the tank data. For the proposed model, the variation of the surface CWIC with distance agreed with the tank data and SLS theory better than an earlier model in which the SFS fraction of the TKE was assumed to be 1, and significantly better than a model that ignored the SFS velocities altogether. The results for the proposed model were achieved with a Lagrangian structure function constant ($C_0 = 3$) in agreement with that found in earlier studies of LSMs, and the results were rather insensitive to $C_0$ over the range $2 \leq C_0 \leq 6$.
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