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ABSTRACT

Simulations with the Weather Research and Forecasting (WRF) cloud-resolving model of deep moist convective events reveal net cooling near the tropopause (~15–18 km above ground), caused by a combination of large-scale ascent and small-scale cooling by the irreversible mixing of turbulent eddies overshooting their level of neutral buoyancy. The turbulent cooling occurred at all CAPE values investigated (local peak values ranging from 1900 to 3500 J kg\(^{-1}\)) and was robust to grid resolution, subgrid-scale turbulence parameterization, horizontal domain size, model dimension, and treatment of ice microphysics. The ratio of the maximum downward heat flux in the tropopause to the maximum tropospheric upward heat flux was close to 0.1. This value was independent of CAPE but was affected by changes in microphysics or subgrid-scale turbulence parameterization.

The convective cooling peaked roughly 1 km above the cold point in the background input sounding and the mean cloud- and (turbulent kinetic energy) TKE-top heights, which were all near 16.5 km above ground. It was associated with turbulent entrainment of stratospheric air from as high as 18.25 km into the troposphere. Typical cooling in the experiments was of order 1 K during convective events that produced order 10 mm of precipitation, which implied a significant contribution to the tropopause energy budget. Given the sharp concentration gradients and long residence times near the cold point, even such a small entrainment rate is likely consequential for the transport and ambient distribution of trace gases such as water vapor and ozone, and probably helps to explain the gradual increase of ozone typically observed below the tropical tropopause.

1. Introduction

Convective overturning mixes most of the tropical troposphere on a time scale of around a week or so. The tropopause refers to the atmospheric level at which rapid convective overturning ceases, yielding to the very nearly radiatively balanced stratosphere with its very slow diabatic overturning of a few years' time scale. However, it has become clear that the cessation of convective activity occurs gradually rather than all at once, and that a transition region known as the tropical tropopause layer (TTL) must be considered where convective effects remain but no longer dominate those of radiation and/or stratospheric overturning. This layer is typically taken to begin somewhere from 11–14 km and to extend at least to the cold point near 17–18 km in boreal winter, or even as high as 20–22 km, the altitude of the deepest well-documented convective storms (Simpson et al. 1993).

The temperature at the cold point (within the TTL) is important because it is thought to determine the amount of stratospheric water vapor and/or the prevalence of cirrus clouds in that region. As the upward arm of the Brewer–Dobson circulation goes through the TTL (returning at high latitudes) the cold point temperature sets the stratospheric entry humidity (Holton and Gettelman 2001). The air passing through the TTL is expected to be freeze dried to the saturation mixing ratio of the cold tropical tropopause (Hartmann et al. 2001). Further, because the horizontal velocities at those altitudes are 4 orders of magnitude greater than the vertical velocities, the properties of the air at other longitudes tends to be strongly linked to the cold point temperature (cold trap) in the Tropics (Fueglistaler et al. 2004). Thus, TTL temperatures in deeply convective regions carry disproportionate importance in regulating stratospheric water vapor.

Views have been mixed as to whether/how much tropospheric convection is able to affect the tropopause
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layer. Some investigators have argued that the troposphere and temperature minimum are decoupled and that the TTL temperature is determined by stratospheric thermodynamics (Kirk-Davidoff et al. 1999; Küpper et al. 2004; Thuburn and Craig 2002). The main evidence against significant effects has been thermal estimates of cloud-top height, but these are biased low even in individual satellite pixels (Sherwood et al. 2004). Low biases are significantly worse if radiances are averaged over larger time and space scales [e.g., in pentad outgoing longwave radiation (OLR) products], and tend to reflect only the outward spreading anvil clouds rather than the taller overshooting tops. Even a small percentage of higher-than-average cloud penetrations can compete with the much slower radiative and advective processes that dominate in the stratosphere. Various studies have indicated an important role for convection in determining temperature (Kuang and Bretherton 2004; Sherwood et al. 2003), water vapor (Read et al. 2004; Sherwood and Dessler 2001), and other tracer profiles (Dessler 2002) near the cold point. By simplifying the model physics as much as possible (i.e., excluding radiation and using warm rain Kessler microphysics) our investigation focused on the response of turbulent entrainment, large-scale ascent, and convective cooling to specific details of the numerical simulations such as convective available potential energy, subgrid model, domain size, resolution, and geometry.

Though the Brewer–Dobson circulation was first assumed to be upward throughout the deep Tropics, it was inferred first from Doppler radar (Gage et al. 1991) and then radiosonde data (Sherwood 2000) that a small downflow occurs in the upper part of the TTL above Indonesia. Wind reanalyses also show a downward mass flux in the western Pacific region (Simmons et al. 1999). Since sinking warms a stable layer, long-term energy balance dictates that some compensating heat sink must exist. Because horizontal energy transports are small, there must also be a mechanism by which this excess heat is removed. One possibility is cooling by convective overshoot. A parcel mixing model by Sherwood and Dessler (2001) of overshoots into the TTL was able to predict roughly the convective cooling required to drive the sinking. A similar circulation was driven by overshooting jets in laboratory experiments (Larson and Jönsson 1995). However, it has not yet been confirmed whether this connection truly exists in the tropopause region.

In this paper we describe a series of simulations using a cloud-resolving model to simulate deep convection in the Tropics. We will first describe the model and results from a typical simulation (control case) that indicates a role for convective overshooting and mixing. We then investigate the robustness of the convective effects (entrainment, plumes, heat transport by large-scale circulation and resolved eddies).

2. Cloud-resolving model

The simulations in this paper were computed using the Weather Research and Forecasting (WRF) model, which solves the fully compressible hydrodynamic (Navier–Stokes) equations (Wicker and Skamarock 2002). It uses a third-order-accurate Runge–Kutta scheme for the time integration, and second-to-sixth-order accurate spatial discretization is available for the advection terms. The model supports closed periodic or open lateral boundaries, and variable vertical grid spacing. The top boundary is a rigid lid and the bottom free slip. The available physics components in WRF include several microphysics packages, cumulus parameterization, longwave radiation, shortwave radiation, boundary layer turbulence (PBL), surface layer, land surface parameterization, and subgrid-scale diffusion. We tested WRF V1.3 (released March 2003) and WRF V2.0 (released in May 2004), with similar results. All results in this paper were computed using WRFV2.0.

3. Control case

a. Initial setup

We ran the model in the simplest possible situation: 2-D, no radiation, simple Kessler microphysics (Kessler 1969), no freezing of condensate, zero horizontal mean flow, and a horizontally uniform initial state specified from a June–August (JJA) mean Maritime Continent region sounding. The initial sounding included an 18 g kg$^{-1}$ mixing ratio of water vapor below 1 km and was initially supersaturated from 0.74 to 2.2 km. This caused the immediate formation of a low cloud layer. Tests with subsaturated boundary layers reproduced the key results presented in the paper, although differing in some important respects that will be noted.

Zero horizontal flow reduces the chance of gravity wave breaking (Lane et al. 2003), which is something we preferred to avoid initially as it complicated our energy budget analysis. Lack of ice microphysics simplifies sensitivity studies, as ice processes are highly nonlinear. Radiation was neglected because it is of secondary importance in simulations that are so short (a few hours) compared to the radiative time (tens of days; Hartmann et al. 2001). We verified that this was a reasonable assumption by running two identical simula-
tions up until the point at which convection first reached the TTL and then continuing one simulation with shortwave and longwave radiation switched on, and the other with it left off. The convective development over the next 2 h in the two cases was almost identical.

To enable us to study the interaction between convective-scale and large-scale motions, we used open boundaries in the across-line direction. With periodic walls, a realistic circulation cannot develop as any mass flow out a side wall will appear as an inflow at the other side of the computational box. We verified that the open boundaries could deal with horizontally propagating gravity waves by inserting a very small amplitude oscillating temperature source at the base center of the domain. By varying the frequency of the oscillation, the characteristic diagonal beams associated with the dispersion relation of internal gravity waves appeared clearly. When we computed the energy budget, we split the contributions to the temperature change into large-scale circulation and small-scale convective eddies. Provided the amplitude of the gravity waves was small at the side walls, then the balance was very good.

The uppermost 8 km contained an absorbing layer or sponge. In this layer, motions were damped by locally increasing the viscosity. To ensure that any wave reflection from the top lid did not affect our results, the control simulation was run with the top located at 24, 28, and 32 km. For the top at 28 and 32 km, the characteristics of convection in the TTL were almost the same, while the maximum convective flux was about 20% larger when the top was at 24 km.

To initiate convection near the center of the domain, a localized warming was applied gradually at the surface. The heating function at the ground was defined by adding a small perturbation \( p \) to the temperature \( T \) at the lowest level and \( p/2 \) to the temperature at the second lowest level, where \( p \) is

\[
p = A_o \exp\left[-(x - 1/2)^2/b\right]T.
\]

By gradually creating a surface hot spot, we created instability in the most natural way and allowed the model to redistribute the surface energy through the boundary layer rather than imposing warm bubbles in the air itself. The horizontal distance \( x \) is scaled by the size of the domain \( L_x \). When time \( t \) exceeded a certain value \( \tau_c \), then \( p = 0 \). \( A_o \), \( b \) and \( \tau_c \) were such that the maximum temperature perturbation was up to 8 K, depending on the desired convective available potential energy (CAPE).

A convection simulation with a particular CAPE and CAPE evolution could be generated by specifying a particular set of these three parameters. The control case was a 2D simulation with \( L_x = 600 \) km, \( b = 0.1 \), \( \tau_c = 62.5 \) min, with the heating source extended over the central 100 km. The grid was 1200 \( \times \) 200 points with horizontal spacing of 500 m. The vertical spacing ranged from 570 m near the surface to 76 m at 18 km above the ground. As we are interested in resolving eddies in the TTL, we used a stretched vertical grid with the grid spacing small enough to resolve a range of convective eddies in the TTL and gravity waves in the upper layers. To achieve this we computed the wavelength of gravity waves (with a dispersion relation prescribed at the top) and made sure that waves horizontally and vertically resolved in the upper troposphere remained vertically resolved to at least 25 km (the top of the domain was at 28 km). The importance of this in obtaining realistic mixing was pointed out by Kuang and Bretherton (2004) and confirmed by our own tests.

A detailed grid sensitivity study showed that results were far more sensitive to vertical than to horizontal resolution. We also tested with different vertical grid point distributions including uniform resolution up to 16 km, and found that provided the grid spacing was smaller than the wavelength of gravity waves (in the TTL and up to 25 km) and motions were resolved in the lowermost levels, then the properties of the simulations were similar. Horizontal grids of 250 m, 500 m, and 1 km produced very similar results. Details of the horizontal and vertical grid study are given later in section 4c. A plot of the initial temperature versus height is shown in Fig. 1 with the locations of the vertical levels marked by triangles.
b. Storm development

Figure 2 shows the time evolution of local CAPE and maximum vertical velocity $w_{\text{max}}$ scaled by their maximum values, which are 3500 J kg$^{-1}$ and 51 m s$^{-1}$, respectively. The “local” CAPE was computed by averaging the model state over the central 100 km of the domain, that is, directly above the heating source. The calculation was based on a pseudoadiabatic, nonentraining parcel from the lowest model level (located at 965 mb). Latent heat of freezing was excluded from the computation. The CAPE away from the local heating (in the initial sounding) was 1200 J kg$^{-1}$. The maximum vertical velocity of 51 m s$^{-1}$ is near the upper range of observed peak updraft speeds in continental, tropical thunderstorms, but not unreasonable (Simpson et al. 1993).

The initial rise of the CAPE was the response to the heating source, which lasted for 62.5 min. Between 50 and about 60 min, the CAPE was approximately constant while $w_{\text{max}}$ grew steadily. During this time, turbulent eddies are forming near the base and mixing boundary layer air with air aloft. More eddies form in the upper levels and produce a positive convective heat flux in the lower troposphere. These combine to form coherent plumes tens of kilometers across. The first four spikes in $w_{\text{max}}$ show that these thermals formed about every 20 min during the main part of the convective life cycle.

At about 60 min, a large plume formed and $w_{\text{max}}$ rose rapidly while the CAPE dropped to about a third of its maximum value. At this time the plumes had enough momentum to squash the lowermost stratospheric isentropes close enough together so that the maximum $\partial\theta/\partial z$ occurred in the TTL. This was the start time of our budget and mixing analyses of the run.

Figure 3 shows four snapshots of the cloud and temperature fields over the next hour. The growth of the cumulus convection is clearly evident, as is the spreading out of the anvil. We computed flow statistics between 72 and 131 min, during which time the amplitude of the gravity waves near the side walls remained small. As we have only confirmed the ability of the open boundary condition to handle small-amplitude gravity waves, we set the end time of the statistical integration to be before the gravity waves have a significant amplitude near the side walls. Figure 4 shows that precipitation-sized particles did not form until about 60 min. The amount of suspended precipitation grew until about 90 min then rained out so that the accumulated surface precipitation grew quickly. After about 300 min, the rate of precipitation remained constant at about 1/10 of the peak value.

By integrating the velocity field (postprocessing the WRF output) from $t = 0$ min to 132 min, we computed flow trajectories. Figure 5 shows the trajectories between 72 and 132 min of particles that at $t = 0$ min were at 17 km (blue) and 2 km (red). The horizontal black line marks the cold point in the input sounding located at 16.5 km. The blue trajectories that dip below the cold point represent stratospheric air that was being entrained by the overshooting cumulus turrets (red trajectories) and subsequently pulled 2–3 km below the initial cold point. The reported CAPE values are quite high because they are computed in the vicinity of the core of these updrafts (red tracks).

c. Turbulent heat flux

As there is very little latent heat at the heights characteristic of the TTL, nearly all dynamical temperature changes there are caused by sensible heat transport. This can occur in two ways:

1) large-scale circulation (net ascent or descent) producing reversible, adiabatic heat transport. We will denote the resulting temperature change by “C”;

2) small-scale, intermittent, turbulent eddies producing an irreversible, diabatic flux (convective heat flux). We will denote the resulting temperature change by “T”.

Note that this decomposition is not based simply on an arbitrary scale break, but on a more fundamental distinction between laminar and turbulent flow leading to reversible and irreversible changes of temperature, respectively. If the (open) model domain is imagined to
be embedded in a larger, closed domain, then only the irreversile part $T$ would contribute to the thermal structure averaged over the larger domain, since the impact $C$ of any net ascent or descent within the model domain would be compensated by opposite motions outside.

Turbulent mixing can either cool or warm a given layer. This is because convective heating/cooling is the net impact (horizontal average) of a series of turbulent eddies on a given horizontal layer. If there is on average more (less) heat leaving the layer than coming in, then the layer will cool (warm). This is a well-known feature of entrainment layers as seen in the case of the planetary boundary layer (e.g., Sullivan et al. 1998), the convection–radiation transition layer at the surface of the sun (Robinson et al. 2003), and laboratory experiments (Deardorff et al. 1980).

The convective heat flux is defined as

$$D = \overline{\rho w' \theta'},$$

where $\rho$, $w$, and $\theta$ are the density, vertical velocity, and potential temperature, respectively. The fluctuating parts were computed as $w' = w - \overline{w}$ and $\theta' = \theta - \overline{\theta}$, so that the mean flow has been subtracted and the flux represents the net effect of turbulent eddies. The overbar represents a horizontal average, which in the 2D cases were taken over the central 300 km of a domain.

Figure 6 shows $D/D_{\text{max}}$ as a function of height for the control simulation. The upper plot shows the instantaneous horizontal averages over the first hour of integration (at 10-min time intervals) and the lower plot the time average (with the averaging time indicated). The fluctuations (thin lines) were due to gravity waves. These canceled out if averaged over a few minutes. Averaging over 1 or 3 h produced almost the same magnitude for $D/D_{\text{max}}$ but for the 3-h averaging, $D_{\text{max}}$ was located about 1 km lower down. This is because convection was much weaker over the second and third hour of integration (see Fig. 2). As the averaging time was extended further, the ratio of $D_{\text{min}}$ to $D_{\text{max}}$ became

---

**Fig. 3.** Cloud water (dark shading) and potential temperature contours at four instants (a) 72, (b) 85, (c) 105, and (d) 131 min from the control simulation.
smaller and smaller. The time average represents an irreversible mixing process, which we found in all the simulations. The main region of negative convective heat flux lies between about 15.75 and 18 km, reaching a minimum at 16.7 km, just above the cold point.

Looking at the corresponding trajectory plots (Fig. 5) one can see that some fluid overshot the cold point and brought higher \( \theta \) air downward. This entrainment of laminar stratospheric air provided a negative contribution to \( D \) so that between about 17 and 18 km \( \partial D/\partial z \) was positive and the layer was convectively cooled. In other words, the overshoot has \( w' < 0 \) and \( \theta' > 0 \), which reduces \( \rho w' \theta' \) and increases \( \partial(\rho w' \theta')/\partial z \). The layer loses heat and cools.

This cooling peaked roughly 1 km above the cold point in the background profile. This was found by Kuang and Bretherton (2004) to be crucial in determining the cold point temperature itself over longer time scales. The entrainment of lower stratospheric air into the upper troposphere is potentially relevant to distributions of trace species created or destroyed in the stratosphere, such as ozone.

d. Energy budget

The WRF model uses hydrostatic pressure \( \pi \) as the vertical coordinate. The contribution \( C \) to the energy budget from large-scale circulation is equal to the product of the circulation velocity and the mean temperature gradient (both are horizontally averaged). The circulation velocity was computed by vertically integrating the horizontally averaged mass divergence. In the coordinate system used by WRFV2.0 the circulation velocity (similar to a pressure velocity) \( \Omega^* (\eta, t) \) is
\[ \Omega^*(\eta, t) = - \int_{\eta=0}^{\eta} \left[ \frac{\partial \mu}{\partial t} + \frac{(U_r - U_l)}{L_x} \right] d\eta, \quad (3) \]

where \( \mu = \pi_s - \pi_t, \) \( \eta = [(\pi - \pi_t)/\mu]. \) Here \( U = \mu u, \) and \( \Omega = \mu \frac{d\eta}{dt} \) represent the column mass, vertical mass coordinate, horizontal velocity (in the mass coordinate system), and the hydrostatic pressure velocity, respectively. The subscripts \( s, t, r, \) and \( l \) denote the surface, top, right boundary, and left boundary of the domain, respectively, and \( L_x \) is the total domain width. The overbar denotes averaging in the horizontal plane.

In the WRF coordinate system the convective heat (enthalpy) flux is written as \( \Omega^* \theta' = (\Omega - \bar{\Omega}) (\theta - \bar{\theta}), \) where the overbar again denotes a horizontal average. This represents the diabatic heat flux \( D \) [Eq. (2)].

In terms of the above two contributions, the horizontal mean rate of change of the potential temperature can be written as

\[ \frac{\partial \Theta}{\partial t} \approx -\Omega^* \frac{\partial \bar{\Theta}}{\partial \eta} - \frac{\partial}{\partial \eta} \frac{\partial \Omega^* \theta'}{\partial \eta}, \quad (4) \]

where \( \Theta = \mu \theta. \) The first and second terms of the right-hand side represent the effect of \( C \) and \( T. \)

Figure 7 shows the contributions of \( C \) (triple-dot dash) and \( T \) (long dashes) to the temperature change (solid line) observed over 1 h. From 15–25 km (where the grid is fine enough to resolve gravity waves and convective eddies), the energy budget was satisfied to within a few percent, so our decomposition reliably captures the essence of the heat budget. This also suggests the heat flux by the unresolved eddies (subgrid-scale conduction/diffusion) was very small in this region. This was confirmed by comparing the parameterized TKE with the resolved TKE. Between 10 and 25 km, the peak in the resolved TKE was always at least 30 times that of the subgrid-scale TKE. This was true for all the simulations.

**e. Height of the top of the entrainment layer**

We used three methods to define a single entrainment (mixed) layer top altitude for a simulated event.

1) At each horizontal grid location \( x \) and time \( t \) (with 1-min time intervals), compute the height \( z_1(x, t) \) where the static stability \( \partial \theta/\partial z \) reaches its maximum. At each \( t, \) compute the horizontal mean of all \( z_1(x, t) \) values that are between 15 and 20 km. Then average those \( z_1 \) values over the hour of the convective event. This choice was motivated by the definition of PBL height used by Sullivan et al. (1998).

2) Average in the same way the cloud-top height \( z_2(x, t) \) defined as the level above which the integrated cloud water content is 0.02 kg m\(^{-2}\) or approximately the level of unit optical depth. Again, the horizontal average was taken only over \( x \) at which \( z_2 \) lies above 15 km and then average those \( z_2 \) values over the hour of the convective event. For the control case the peak cloud-top height can exceed 18 km.

3) For each horizontal grid point, compute the top of the TKE surface. This is done by averaging over all the points for which the nonzero TKE at grid point \( k \) is less than that at \( k + 1, \) the value of TKE at grid point \( k + 2 \) is zero and the grid point itself is between 15 and 20 km above the ground. This was then averaged horizontally then over time. This height is denoted \( z_3. \)

In all of the simulations we found that \( z_2 \) and \( z_3 \) were almost the same (typically \(|z_2 - z_3| \leq 0.1 \) km, while \( z_1 \) was about 1 km higher up. Consequently, from now on we will only give values of \( z_1 \) and \( z_2, \) with \( z_2 \) representing both cloud-top height and TKE-top height.

**4. Sensitivity study**

**a. Local CAPE**

Heating the base over a longer time increased the local CAPE for a particular convective event. Figure 8 shows the mean temperature change (averaged over the central 100 km) between the start of the simulation and the time of maximum CAPE (just before the start of the convective episode). As deep convection had not started yet, most of the temperature change was confined to the region of local heating (near the ground).
The simulations in Table 1 are identical to the control case except for the amount of time \( \tau \), the localized heating is applied and, therefore, the maximum CAPE that developed prior to convective onset. From left to right, the columns in the table are the maximum local CAPE (averaged over the central 100 km), the time of applied heating (\( \tau \)), the magnitude and location of the maximum temperature drop from the large-scale circulation (\( \delta T_{LS} \)) over the convective episode (1 h), the ratio of the minimum turbulent heat flux to its maximum tropospheric value averaged over 1 h (\( D_{\text{min}}/D_{\text{max}} \)), with vertical location in kilometers in brackets, the size and location of the mean maximum turbulent heat flux (\( D_{\text{max}} \)), and the two measures of the entrainment flux ratio (\( z_1 \) and \( z_2 \)). The next two columns are the maximum vertical velocity (\( w_{\text{max}} \)) with vertical location in brackets and the total accumulated precipitation (\( P \)) over the convective episode. All the other tables in this paper contain similar quantities. Unless otherwise specified, the heat source always extended over the central 100 km and the horizontal averaging was taken over the central 300 km. The tabulated values of \( D_{\text{min}}/D_{\text{max}}, \delta T_{LS}, \) \( z_1, \) and \( z_2 \) are all 1-h averages.

Not surprisingly, putting in more heat (increasing \( \tau \)) produced stronger convection. As local CAPE was increased from 1900 to 3500 J kg\(^{-1}\), the upward flux \( D_{\text{max}} \) in the upper troposphere increased by about a factor of 3, and other measures of convective intensity (\( P, w, \) convective heights) all increased. Importantly, the entrainment flux ratio \( D_{\text{min}}/D_{\text{max}} \) remained about \(-0.1\) for every simulation. In other words, a downward heat flux near the tropopause always occurred that was about 10% of the peak upward flux in the middle-to-upper troposphere. If the averaging time (in the control case) was increased to 3 or 6 h, then the entrainment flux ratio was \(-0.11\) (at 16.7 km) and \(-0.05\) (at 16.3 km), respectively (see lower panel of Fig. 6). The bulk contribution to the convective flux came from the main part of the convective life cycle, which was the first 60–100 min after the onset of convection. This result reinforces the analogy between the TTL and other entrainment layers, where similar ratios are observed between the upward heat flux near the lower boundary and that in the entrainment zone. Furthermore, our 1/10 ratio is within the range previously encountered (Deardorff et al. 1980; Fedorovich and Conzemius 2004; Moeng et al. 2004). To quantify the entrainment associated with this cooling process in a way more relevant to tracer transport, we computed the probability that a particle starting in the TTL has a potential temperature below 370 K at the end of the convective event. Figure 9 is the corresponding plot (with probability on the x axis) for the simulations with CAPEs of 2500 and 3500 J kg\(^{-1}\) versus initial height (left vertical axis) and initial potential temperature (right vertical axis). Figure 10 shows the corresponding turbulent fluxes.

**Table 1.** Convection characteristics for a series of 2D simulations. The local maximum CAPE was adjusted by varying the time (\( \tau \)) over which heat was applied to the base (the background CAPE was 1200 J kg\(^{-1}\)). All other conditions were the same as in the control simulation denoted by *.

<table>
<thead>
<tr>
<th>CAPE, J kg(^{-1})</th>
<th>( \tau ) (min)</th>
<th>( \delta T_{LS} ) (K h(^{-1}))</th>
<th>( \delta T_{SS} ) (K h(^{-1}))</th>
<th>( D_{\text{min}}/D_{\text{max}} )</th>
<th>( D_{\text{max}} ) (kg m(^{-2}) s(^{-1}) K)</th>
<th>( z_1 ) (km)</th>
<th>( z_2 ) (km)</th>
<th>( w_{\text{max}} ) (m s(^{-1}))</th>
<th>( P ) (mm h(^{-1}))</th>
</tr>
</thead>
<tbody>
<tr>
<td>1900</td>
<td>20</td>
<td>-0.75 (16.8)</td>
<td>-0.2 (15.7)</td>
<td>-0.11 (15.2)</td>
<td>0.29 (9.8)</td>
<td>17.9</td>
<td>15.9</td>
<td>24 (11)</td>
<td>4.1</td>
</tr>
<tr>
<td>2500</td>
<td>40</td>
<td>-1.4 (17.0)</td>
<td>-0.3 (16.7)</td>
<td>-0.1 (15.9)</td>
<td>0.44 (11)</td>
<td>17.5</td>
<td>16.2</td>
<td>32 (13)</td>
<td>4.7</td>
</tr>
<tr>
<td>2800</td>
<td>45</td>
<td>-1.8 (17.1)</td>
<td>-0.36 (17)</td>
<td>-0.11 (15.9)</td>
<td>0.59 (10.4)</td>
<td>17.4</td>
<td>16.4</td>
<td>48 (13)</td>
<td>5.4</td>
</tr>
<tr>
<td>2970</td>
<td>47.5</td>
<td>-2.2 (17.3)</td>
<td>-0.75 (17)</td>
<td>-0.09 (16.4)</td>
<td>0.62 (10.6)</td>
<td>17.4</td>
<td>16.6</td>
<td>35 (11)</td>
<td>5.5</td>
</tr>
<tr>
<td>3150</td>
<td>50</td>
<td>-2.3 (17.3)</td>
<td>-1.1 (17.2)</td>
<td>-0.1 (16.5)</td>
<td>0.62 (10.7)</td>
<td>17.5</td>
<td>16.6</td>
<td>44 (14)</td>
<td>5.7</td>
</tr>
<tr>
<td>3450</td>
<td>55</td>
<td>-2.6 (17.4)</td>
<td>-1.4 (17.1)</td>
<td>-0.11 (16.7)</td>
<td>0.93 (10.8)</td>
<td>17.5</td>
<td>16.8</td>
<td>46 (12)</td>
<td>6.4</td>
</tr>
<tr>
<td>3500*</td>
<td>62.5</td>
<td>-3.1 (17.6)</td>
<td>-1.5 (17.3)</td>
<td>-0.1 (16.7)</td>
<td>0.93 (10.8)</td>
<td>17.7</td>
<td>17.1</td>
<td>51 (10)</td>
<td>6.7</td>
</tr>
<tr>
<td>3520</td>
<td>70</td>
<td>-3.8 (17.7)</td>
<td>-2.0 (17.7)</td>
<td>-0.1 (16.9)</td>
<td>1.2 (10.9)</td>
<td>17.8</td>
<td>17.2</td>
<td>55 (12)</td>
<td>7.4</td>
</tr>
</tbody>
</table>
The peak temperature drop $\delta T_{\text{SS}}$ in the TTL associated with turbulence was even more sensitive to CAPE than $D$, increasing by almost a factor of 10 over the same CAPE range. This strange result is explained by noting that $\delta T_{\text{SS}}$ is determined by the vertical derivative of $D$. As CAPE increased and convection penetrated farther into the stable layers of the TTL (viz., increases in $z_2$), the location of $D_{\text{min}}$ moved up much closer to the cold point in the sounding. The vertical derivative of $D$, hence $\delta T_{\text{SS}}$, increased sharply as the entrainment zone became more compressed. This increase was much faster than that of precipitation (Fig. 11). It is interesting that the increased stability encountered by the stronger convection has compensating effects on the turbulence (which is weaker) and on the temperature fluctuations (larger) so as to keep the entrainment flux ratio constant.

For a CAPE of 3500 J kg$^{-1}$ overshoot pulled fluid from as high as 18.25 km down below the cold point. Only about 1% of the air from between 17.5 and 18.25 km is brought down below the cold point, but even such a small amount of this high $\theta$ air produced a convective cooling almost 5 times greater than the lower CAPE case. Sherwood and Dessler (2001) showed that such entrainment of stratospheric fluid into the troposphere is directly connected to diabatic cooling below the level of highest entrainment.

b. Effect of turbulence model on the entrainment flux ratio

Two of the subgrid models available in WRFV2.0 are the turbulent kinetic energy model (e.g., Klemp and Wilhelmson 1978) and the Smagorinsky–Lilly (S–L) model (Lilly 1962). In both closures the small-scale energy sink is viscous dissipation. With one exception, the simulations presented in this paper all use the TKE model.

The aim of a subgrid model is to close the system of equations by parameterizing the unresolved Reynolds stresses in terms of resolved quantities. The corresponding term in the momentum equation is

$$-\frac{\partial}{\partial x_j}(\overline{u'w'}), \quad (5)$$

where $u'w'$ is the unresolved Reynolds stress. The TKE models use

$$\overline{u'w'} = -K_m\left(\frac{\partial u_i}{\partial x_j} + \frac{\partial u_j}{\partial x_i}\right) + \frac{2}{3}\delta_{ij}K, \quad (6)$$
S, $c$ slowed down the mean flow but also caused the simulation to crash. The simulation seemed to improve if $K_m$ was averaged horizontally about three grid points:

$$K_m(i, j) = [K_m(i - 1, j) + 2K_m(i, j) + K_m(i + 1, j)]/4$$

and the same in the other horizontal direction for 3D flows. The last row of Table 2 contains the results with the S–L model. The entrainment flux ratio of the S–L model is similar to the most viscous TKE model.

c. Domain width

If the open boundaries are operating correctly, then they should not interfere with the development of the cloud. The storm should develop as if there were no boundaries at all. To test the effectiveness of the open boundaries we compared simulations with 300-, 600-, and 1200-km horizontal extent. The convection characteristics are given in Table 3. If we compare the first three rows of Table 3, we can see that the boundaries had little effect on the convective part of the energy budget. This is to be expected as the convective overturning was mostly confined to the center of the domain. The temperature change due to large-scale circulation increased by 300% if the domain was doubled, but only by 33% if it was doubled again. This suggests that the open boundaries are only partially effective in permitting large-scale ascent, but that a 600-km domain appears sufficient to allow natural development over the short time scale of interest here.

d. Microphysics

The values in row 4 of Table 3 are from a simulation that uses the WRF2.0 microphysics option 3 based on
Hong et al. (1998). This includes ice microphysics as opposed to only the Kessler warm rain microphysics used in all the other simulations. By comparing rows 2 and 4, we can see that including ice reduced the cooling by large-scale ascent, but increased the amount of convective cooling per hour in the TTL. The inclusion of ice microphysics increased the entrainment flux ratio by 50% and produced overall stronger convection ($D_{\text{max}}$ increased by 20% and the entrainment layer was about 1 km higher up). These combined to cool the TTL by 2 K h$^{-1}$ compared to 1.5 K h$^{-1}$ in the control case. Above the melting height, ice can form and give an additional push to the buoyancy (from the latent heat of fusion). The additional acceleration enabled plumes to reach to greater heights and thus entrain higher χ air into the upper troposphere. This was probably responsible for the increase of the convective flux and cooling in the TTL.

e. Grid resolution

To assess the role of vertical resolution we compared three simulations that were identical other than having 100, 200 (control case), and 400 stretched vertical grid levels. The first vertical grid level above the ground was at 1100, 570 (control case), and 285 m, for 100, 200, and 400 vertical grid levels, respectively. Figure 12 shows the evolution of the maximum vertical velocity on each grid. Clearly, vertical resolution near the ground strongly influenced both the triggering and the subsequent development of convection (the evolution of the maximum CAPE, though not shown, was about the same in each case). For 100 vertical levels there was about a 20-min delay before the maximum velocity grew appreciably, but once things start moving, the convective motions were much faster. Because the first vertical grid level was more than 1 km above the ground, fluid parcels needed more buoyancy to overshoot the level of free convection, but once they had, they traveled much faster. For $N_z$ equal to 200 and 400, the evolution of the vertical velocity was more similar.

Convection characteristics for the three vertical resolutions are given in the first three rows of Table 4. Both mean ($\delta T_{\text{LS}}$ and $w_{\text{max}}$) and turbulent ($\delta T_{\text{SS}}, D_{\text{min}}/D_{\text{max}},$ and $D_{\text{max}}$) quantities were much larger on the $N_z = 100$ grid than on either of the finer grids. Horizontal resolution was far less important. The fourth and sixth rows of Table 4 are from simulations that were identical to the control case except for the horizontal resolution. The tabulated quantities were not affected much by changes in horizontal grid spacing.

5. Comparing 2D and 3D convection

One issue is whether a third dimension is really necessary in the domain. Even though 2D turbulence has fundamental differences to 3D turbulence, it has been shown by Moeng et al. (2004) that under certain conditions (with particular values of the constants in the turbulence subgrid models) the 2D convective flux in the planetary boundary layer can quite closely resemble the 3D counterpart. They found that certain properties
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such as the mean thermal structure were reasonably robust to 2D–3D changes. This was also found in a cloud-resolving model by Grabowski et al. (1998), turbulence simulations of the analogous capping region at the surface of the sun (Asplund et al. 2000) and for 2D and 3D simulations of compressible convection, which included entrainment layers and stably stratified layers at the same time (Muthsam et al. 1995). Reynolds stresses did, however, show noticeable differences in 2D and 3D simulations.

To get a 3D simulation that can be reliably compared to its 2D counterpart we need to have open boundaries in both \( x \) and \( y \) directions and use the same vertical grid as the control case. The surface heating was a 3D Gaussian equivalent to the 2D heating source. The alternative would be to have a ridge-shaped source. The problem with a ridge is that the convection will tend to develop into rolls with axes oriented in the \( y \) direction, so a comparison to 2D convection will be biased by the shape of the heat source. A 3D Gaussian or hill is essential to avoid any bias of forming “2D like” coherent structures. This also meant we required the same resolution in both the \( x \) and \( y \) directions. For a 600 km by 600 km horizontal domain with 500-m resolution this was beyond our available computational power.

As a compromise we chose to run a simulation with a 75 km \( \times \) 75 km horizontal cross section using 500-m uniform grid spacing and the same vertical resolution as in the control case. This also enabled us to make a direct comparison of our 3D simulation with that of Kuang and Bretherton (2004), which was run on a 64 km by 64 km horizontal domain. Our simulation had 150 \( \times \) 150 \( \times \) 200 grid points. Running on four nodes with four processors took about 10 h of hard wall clock time on a National Center for Atmospheric Research (NCAR) supercomputer.

The heating was applied over the central 13 km of the domain so that we could analyze the convection properly with the open boundaries. For this 3D case the convection developed very quickly, with similar convective structures in the \( x-z \) and \( y-z \) planes. As the convection kicked off after about 20 min the maximum CAPE was about 1900 J kg\(^{-1}\). This was low compared to the previous simulations.

As the large-scale circulation depends sensitively on the horizontal size of the box (section 4c) we could only reliably examine the small-scale part of the energy budget in the 3D simulation. The maximum convective cooling was 0.2 K h\(^{-1}\) (at 16 km), the entrainment flux ratio was \(-0.11\) (at 14.9 km) and the precipitation 2.2 mm h\(^{-1}\). The equivalent 2D simulation is the first row of Table 1. The convection characteristics are very similar.

Figure 13 shows the convective flux for the 3D simulation and the equivalent 2D simulation. The maximum convective flux is about 50% greater in the 3D simulation and occurred at about 8 km, compared to 10 km in the 2D case. However, the curves have about the same slope at 16 km so the maximum convective cooling was similar. The residual flux near the top in the 2D simulation was also found in a simulation of the planetary boundary layer by Moeng et al. (2004). They found that it could be removed by adjusting the diffusion param-
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**Figure 13.** Ratio of maximum to minimum time averaged turbulent heat flux for equivalent 2- and 3-dimensional simulations. In each case the peak local CAPE is 1900 J kg\(^{-1}\).
eter $c_k$ (section 4b), which modifies the resolved-scale flow.

**Comparison with Kuang and Bretherton simulation**

The main difference between the present study and that of Kuang and Bretherton (2004, hereafter KB) is that all of the integrations described in this paper are transient runs with an observed initial condition that have not reached thermal equilibrium, while the simulation by KB was of a radiative convective equilibrium state of a $64 \text{ km} \times 64 \text{ km} \times 40 \text{ km}$ domain. In their case, they did not need an artificial heating source at the base and the CAPE was determined from the internal dynamics and thermodynamics of the model. Most of our simulations are 2D and we excluded radiation from the model focusing primarily on the turbulence characteristics of relatively short convective episodes (about an hour). Other differences are that we used open boundaries in the across-line direction, a much larger horizontal domain (in the 2D simulations), finer horizontal grid spacing (essential to study entrainment), and the TKE subgrid-scale turbulence model. Because we use open boundaries and KB use periodic boundaries we cannot compare the large-scale/mean ascent, but we can compare the details of the turbulent entrainment or convective cooling.

Kuang and Bretherton (2004) found a maximum convective cooling of 0.3 K day$^{-1}$ (Fig. 3 in KB) at about 16 km, a mean precipitation of 3.5 mm day$^{-1}$ (Z. Kuang 2005, personal communication) and a maximum vertical velocity of about 20 m s$^{-1}$. The peak CAPE was about 2800 J kg$^{-1}$.

Though most our simulations are for higher CAPE, the lowest ones compare quite favorably to the results in KB. For a CAPE of 2800 J kg$^{-1}$ we found a maximum convective cooling of 0.36 h$^{-1}$ at 17 km, a mean precipitation of 5.4 mm h$^{-1}$ and a maximum velocity of 48 m s$^{-1}$. While in our 3D simulation, for a CAPE of 1900 kg$^{-1}$, we found a maximum convective cooling of 0.2 K h$^{-1}$ at 16 km, a mean precipitation of 2.2 mm h$^{-1}$ and a maximum velocity of 32 m s$^{-1}$. Assuming that convective overshooting only lasts for 1–2 h (over a day) then the convective cooling rates are approximately the same.

Note Küpper et al. (2004) ran a 3D radiative–convective equilibrium model under similar conditions to KB but with an imposed mean ascent to mimic the rising arm of the Brewer–Dobson circulation. In their case, overshoot was unable to penetrate above the cold point. They stated that their equilibrium model had relatively small CAPE. It is not clear whether the imposed ascent or other model details were responsible for the apparent difference in convective cooling of the tropopause between those studies. Since we find cooling similar to KB based on an observed sounding that implicitly includes the effect of any large-scale circulations actually present in nature, our results suggest that KB’s tropopause cooling was not an artifact caused by the lack of these circulations.

**6. Discussion**

Through a comprehensive set of simulations we have found that air overshooting its level of neutral buoyancy consistently produces diabatic cooling near the tropopause, as implied by recent observational and model studies. This qualitative behavior was resistant to changes in grid resolution, domain size, microphysics, turbulence scheme, and model dimension. The cooling can be divided into two parts: an adiabatic cooling by large-scale ascent (due to heating farther down in the troposphere) and a small-scale irreversible mixing. The former was hard to interpret, and the amount was sensitive to model domain size and other design factors. It is likely due to the net effect of gravity waves leaving the domain; further study would be necessary to understand this behavior better. The small-scale mixing, however, was more robust, and was the main focus of the study.

The irreversible diabatic cooling in the TTL is associated with a reversal in the buoyancy flux analogous to that in other entraining layers, and occurs where the turbulent heat flux $D$ is downward and is decaying to zero. The effect is caused by the forced mixing of low $\theta$ air in convective overshoots up to high levels, and the entrainment of high $\theta$ air from as high as 18.25 km above the ground, down to as far as a few kilometers below the cold point. This cooling was quantitatively robust, typically peaking a few hundred meters above the cold point in the profile. The large $\theta$ gradients that occur because of adiabatic lifting would appear to be important in enhancing the ability of penetrating turbines to mix air through potential temperature surfaces. The cooling peaked at an altitude higher than the mean cloud-top and TKE surfaces, but below the altitude at which potential temperature gradients attained their maximum during the convective event.

Our results compare well with those of the observational study of Sherwood et al. (2003) and the radiative–equilibrium simulations of KB. Unlike previous model studies, we simulated convective transients in an observed initial profile. This implicitly includes any effects of large-scale upwelling, and also allows us to examine via sensitivity studies the importance of quantities such as CAPE that exhibit significant geographical variations on earth. The diabatic cooling did not appear
to reach sufficient altitudes to match the profile of apparent cooling noted by Sherwood (1999), remaining significant only up to 1–2 km above the cold point, but is probably a part of the explanation for the cooling and/or cold tropopause temperatures observed over regions of deep convection.

Entrainment of about 1% of the air above 18 km was sufficient to produce a cooling of more than 1 K h⁻¹. Given the long residence time of air above the cold point, even such a small entrainment rate will likely also prove consequential for the transport and ambient distribution of trace gases such as water vapor and ozone, and probably helps to explain the gradual increase of ozone typically observed below the tropical tropopause.

Increasing the CAPE caused the convection to be more energetic in the troposphere (higher $D_{\text{max}}$) and to penetrate higher into the TTL, as expected. Here, $D_{\text{max}}$ is roughly tripled for a doubling of CAPE. The mean entrainment flux ratio $D_{\text{min}}/D_{\text{max}}$ remained close to $\sim 0.1$ throughout these changes. Such behavior is typical of other entrainment layers. This entrainment flux ratio was also found to be robust to changes in the input sounding described in section 3a, although in that case slightly more CAPE developed while all indices of convective intensity decreased. This suggests that the initial presence of a low cloud layer enhanced the intensity of subsequent deep convection. The robustness of this ratio, if it holds up in more general conditions, would constitute a breakthrough in our ability to quantify the amount of convective cooling near the tropopause in the real atmosphere. However, when allowing for cloud glaciation in the model, we obtained a somewhat higher entrainment flux ratio. The role of microphysics will require further study. Also, the entrainment ratio varies somewhat during the life of the storm and, because of our experiment design, it is not possible to quantify exactly the value toward which this converges in a convective equilibrium situation. One consequence of the deepening of convection is a shallowing of the uppermost layer in which turbulent cooling takes place. The peak cooling rate (in K h⁻¹) varied as the ratio of energy removed ($D_{\text{min}}$) to the mass of this layer. Since the former increased with CAPE, while the latter decreased, the peak cooling increased very sharply with CAPE—an order of magnitude for a doubling of CAPE. While various measures of convective intensity increased with CAPE in these experiments with all other things held equal, modest changes to the input sounding (described in section 3a) caused CAPE and intensity to shift in opposite directions. This indicates that CAPE by itself is not an adequate predictor of intensity and that other factors must be considered, which is a matter for future work.

There are still many other factors that remain to be considered in future work. Examples include the impact of changes in surface forcing, background thermal profile, and treatment of microphysics. Finally, another important factor that we have excluded is wind shear. This will cause wave braking and may affect our results. However, because of the complexity of the problem we defer this to a future publication.

Acknowledgments. We are grateful to NCAR for supercomputing resources. F. J. Robinson is grateful to Alexandre Costa for advice on this manuscript. This work was supported by NASA EOS/IDS Grant NAG-59632.

REFERENCES


