Impact of the Vertical Variation of Cloud Droplet Size on the Estimation of Cloud Liquid Water Path and Rain Detection
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ABSTRACT

Cloud droplet effective radius (DER) and liquid water path (LWP) are two key parameters for the quantitative assessment of cloud effects on the exchange of energy and water. Chang and Li presented an algorithm using multichannel measurements made at 3.7, 2.1, and 1.6 μm to retrieve a cloud DER vertical profile for improved cloud LWP estimation. This study applies the multichannel algorithm to the NASA Moderate Resolution Imaging Spectroradiometer (MODIS) data on the Aqua satellite, which also carries the Advanced Microwave Scanning Radiometer (AMSR-E) for measuring cloud LWP and precipitation. By analyzing one day of coincident MODIS and AMSR-E observations over the tropical oceans between 40°S and 40°N for overcast warm clouds (≥273 K) having optical depths between 3.6 and 23, the effects of DER vertical variation on the MODIS-derived LWPs are reported. It is shown that the LWP tends to be overestimated if the DER increases with height within the cloud and underestimated if the DER decreases with height within the cloud. Despite the uncertainties in both MODIS and AMSR-E retrievals, the result shows that accounting for the DER vertical variation reduces the mean biases and root-mean-square errors between the MODIS- and AMSR-E-derived LWPs. Besides, the manner in which the DER changes with height has the potential for differentiating precipitative and nonprecipitative warm clouds. For precipitating clouds, the DER at the cloud top is substantially smaller than the DER at the cloud base. For nonprecipitating clouds, however, the DER differences between the cloud top and the cloud base are much less.

1. Introduction

It has long been recognized that clouds play a dominant role in the earth's climate and its changes. Clouds strongly affect the energy balance and water cycle, two dominant processes in the climate system. Low-level boundary layer clouds have the most significant influence on cloud radiative forcing because of their areal extent and frequency (Harrison et al. 1990; Hartmann et al. 1992). Radiation absorbed by boundary layer clouds also plays an important role in the evolution of cloud systems and affects water redistribution (Stephens 1999). The effect of boundary layer clouds is
so strong that even small changes in their optical and microphysical properties are likely to have major consequences for climate change. The liquid water path (LWP) is an important cloud microphysical property that determines the climatic effects of boundary layer clouds. For example, Greenwald et al. (1995) found that a 0.05 kg m$^{-2}$ increase in LWP (for LWP < 0.2 kg m$^{-2}$) results in a $\sim 25$ W m$^{-2}$ change in the net cloud forcing at a solar zenith angle of 75°. Satellites provide the only means of acquiring global and long-term LWP estimates. The LWP is estimated from satellite measurements of either microwave radiation emitted by the cloud or visible/near infrared (NIR) solar reflectance from the cloud.

Beginning in the 1980s, several efforts have been made to determine the global distribution of cloud LWP from satellite microwave measurements, such as those made by the Special Sensor Microwave Imager (SSM/I) on the Defense Meteorological Satellites (Wentz 1997), the Advanced Microwave Sounding Unit (AMSU) on the National Oceanic and Atmospheric Administration (NOAA) NOAA-15, -16, and -17 platforms (Grody et al. 2001; Ferraro et al. 2005), and the Advanced Microwave Scanning Radiometer (AMSR-E; Ashcroft and Wentz 2000) on the Aqua satellite. These algorithms utilize the microwave signature emitted by cloud droplets. Microwave retrievals of cloud LWP are not applicable over land because of the strong and highly variable microwave emission of the land surface. The emission from ocean surfaces is less variable, so cloud LWP can be estimated from satellite-observed microwave radiances. However, LWP retrieval accuracy is affected by the sea surface temperature, surface wind speed, atmospheric precipitable water vapor, and radiometric calibration while uncertainties in the absorption coefficients used in the microwave radiative transfer model also affect the accuracy of LWP estimation from microwave observations (Lin and Rossow 1994; Marchand et al. 2003). Since microwave LWP estimation is based on the radiances emitted by cloud water droplets, it is applicable for observations during the day and night.

Cloud LWP can also be estimated from solar reflectance measurements made during the daytime. In the visible/NIR method (Nakajima and King 1990; Han et al. 1998), cloud LWP is derived based on the products of cloud optical depth and droplet effective radius (DER). The retrieval of cloud optical depth utilizes the reflectance measurement at a visible channel and the retrieval of DER utilizes the reflectance measurements at a NIR channel. Some earlier studies estimated cloud LWP using the cloud optical depth retrieval but assuming a constant DER equal to 10 $\mu$m because of a lack of reliable DER retrievals (e.g., Rossow 1989; Lin and Rossow 1994). After the launch of the Advanced Very High Resolution Radiometer (AVHRR), the 3.7-$\mu$m channel has been widely used to retrieve DER information (Kaufman and Nakajima 1993; Han et al. 1994; Platnick and Valero 1995). However, the 3.7-$\mu$m measurements are most sensitive to droplet absorption occurring near the cloud top, their DER retrievals mainly represent the cloud-top portion, which may not represent the entire DER profile for the whole cloud column. Since LWP is defined as a column-integrated quantity, use of the 3.7 $\mu$m DER retrieval can cause biases in the LWP estimation when the DER varies vertically within a cloud.

Relative to the AVHRR, the Moderate Resolution Imaging Spectroradiometer (MODIS) onboard the Terra and Aqua platforms has numerous advances that considerably improve the retrievals of cloud properties. They include, among many others, onboard calibration and 36-channel high spectral and spatial resolutions. Three channels are used for cloud DER retrievals, namely, 1.6, 2.1, and 3.7 $\mu$m. Because of the varying strengths of cloud absorption at these different spectral channels, the three channels have different reflectance weighting functions from cloud top to cloud base (Platnick 2000). The weighting function for 3.7 $\mu$m is mainly confined to the cloud-top layer, while the weighting function for 1.6 $\mu$m spreads more evenly into the lower cloud layer. Consequently, the 3.7-$\mu$m retrieval corresponds to the DER at the very top of the cloud layer, whereas the 2.1- and 1.6-$\mu$m retrievals are determined by DER values from the cloud top to deeper layers inside the cloud.

Assuming that the DER has a linear variation in the vertical direction, Chang and Li (2002) presented a method to determine an optimal linear DER profile by using a combination of multiple NIR-channel measurements. Their simulations with in situ observed DER profiles and sensitivity studies showed that the method is most effective for clouds with near-linear DER profiles, which are shown by the majority of in situ measurements (Miles et al. 2000). When the clouds are very thick and the cloud DER profiles are very nonlinear, the estimation of DER at the cloud base would involve large uncertainties because the signal from the cloud base is weak and the assumption of a linear DER profile is invalid. In a later paper on case studies, Chang and Li (2003) also examined some modified assumptions for the linear DER profile, and they found that the retrieval of DER profile shows improvements over the LWP calculations by taking advantage of the three NIR channels instead of one for which a constant DER must be assumed.
This study applies the modified algorithm of Chang and Li (2003) to the MODIS observations over oceans and examines the MODIS LWP estimation. The impact of cloud DER vertical variation on the MODIS LWP is evaluated through comparisons between MODIS-derived and AMSR-E-derived LWPs. The potential impact of the DER profile on warm rain detection is also discussed.

This investigation is a prelaunch study for the Geostationary Operational Environmental Satellite-R (GOES-R), which is currently scheduled for launch in 2012. The Advanced Baseline Imager (ABI) on GOES-R has similar channels to MODIS (e.g., 0.64, 1.61, 2.26, and 3.90 µm). The DER profile retrieval algorithm is applicable to those channels and enhances the accuracy of retrievals from GOES-R, such as rain detection and LWP estimations.

2. Data and methodology

Data collected on 1 January 2003 from MODIS and AMSR-E instruments on Aqua (which was launched on 4 May 2002) are used in this investigation. The investigation is limited to warm clouds over tropical oceans (40°N–40°S). To eliminate ice contamination, only warm liquid water clouds (cloud-top temperatures > 273 K) are selected. To minimize the impact of cloud three-dimensional (3D) effects, we utilize MODIS measurements with satellite viewing angles less than 30° and solar zenith angles less than 50°.

a. MODIS retrieval

Traditionally, cloud LWP is derived using retrievals of cloud optical depth, \( \tau \), and droplet effective radius, \( r_e \), as given by

\[
LWP = \frac{4 \rho_w}{3 \pi \tau} r_e. \tag{1}
\]

where \( \tau \) and \( r_e \) are defined by (Hansen and Travis 1974)

\[
\tau = \int \int Q_e n(r) \pi r^2 \, dr \, dz \tag{2}
\]

\[
r_e = \frac{\int \pi r^3 n(r) \, dr}{\int \pi r^2 n(r) \, dr}. \tag{3}
\]

Here, \( \rho_w \) is the density of liquid water, \( Q_e \) is the extinction efficiency and is equal to the constant 2, \( z \) is the altitude, \( r \) is the droplet radius, and \( n(r) \) is the droplet number distribution between \( r \) and dr. The LWP calculated by Eq. (1) assumes that \( r_e \) is vertically constant.

In this study, MODIS 1-km L1B data (version 4) are utilized to retrieve cloud properties. The cloud optical depth, \( \tau \), is retrieved from the MODIS 0.86-µm reflectance measurement for the clouds over ocean. The selection of the 0.86-µm channel reduces uncertainties of the cloud optical depth retrieval because ocean surface reflectances are small and less variable at the 0.86-µm channel (King et al. 2003). Three different cloud DER values, namely, \( r_{e1.6} \), \( r_{e2.1} \), and \( r_{e3.7} \), are retrieved using a single NIR channel from each of the MODIS measurements at 3.7, 2.1, and 1.6 µm. Following the method of Chang and Li (2003), a linear DER vertical profile (DVP) defined by a cloud-top DER and a cloud-bottom DER is also retrieved using a combination of all three NIR channels. The cloud-top temperature is retrieved from the 11-µm brightness temperature measurement. Atmospheric effects are corrected using the temperature and humidity profiles obtained from the MODIS 07 (MOD07, version 4) atmospheric products (Menzel and Gumley 1998), which are mainly obtained from the National Centers for Environmental Prediction (NCEP) Global Data Assimilation System (Derber et al. 1991). The effects of thin cirrus contamination are eliminated using the cirrus detection reported in the MOD06 cirrus product (King et al. 2003).

The single NIR retrieval of \( r_{e3.7} \) follows the iterative method of Chang et al. (2000) applied earlier to the AVHRR data, which is similar to the methods of Han et al. (1994) and Platnick and Valero (1995). In the method, the retrievals of cloud optical depth, DER, and top temperature are applied through an iterative procedure to determine the optimal retrievals. The retrievals of \( r_{e2.1} \) and \( r_{e1.6} \) in this study essentially follow the same method as the retrieval of \( r_{e3.7} \), except that the 3.7-µm measurement contains both emission and reflection. The contribution of the 3.7-µm emission is calculated using radiative transfer modeling with cloud-top temperature retrieved from the 11-µm channel. Platnick and Valero (1995) provided a detailed discussion on the uncertainties of the retrieved cloud optical depth and DER. They showed that the accuracy of the optical depth retrieval is primarily affected by the visible-channel reflectance uncertainties and the accuracy of the DER retrieval is primarily affected by the NIR-channel reflectance uncertainties. A visible reflectance error of 5% causes a 10% error for typical cloud optical depths ~5–20, but large changes in cloud optical depth can occur for small changes in the reflectance for thick clouds. An NIR reflectance error of 5% causes a similar magnitude of error in DER. However, large errors in both DER and optical depth can occur for thin clouds. The calibration errors for MODIS data are expected to be less than 2% (King et al. 1997). Some modeling
errors may also result in uncertainties that are estimated to be on the order of 10% for the retrieval of DER and on the order of 15% for the retrieval of cloud optical depth (King et al. 1997; Rossow et al. 1989).

Figure 1 shows the frequency distribution of the overcast cloud optical depth retrieved from the 1-km MODIS 0.86-μm reflectance and Fig. 2 compares the frequency distributions of the three DERs \((r_{3.7}, r_{2.1},\) and \(r_{1.6}\)) retrieved from each of the MODIS 3.7-, 2.1-, and 1.6-μm channels. The overcast clouds are defined over an AMSR-E footprint (∼13 km × 7 km) and only successful DER retrievals from all three NIR channels are included in Figs. 1 and 2. The mean cloud optical depth is 13.9 (±13.2) with a maximum occurrence at ∼8. The mean DER increases from \(r_{3.7} = 13.0 \text{ μm}\) to \(r_{2.1} = 13.4 \text{ μm}\) and to \(r_{1.6} = 13.8 \text{ μm}\). The spread (standard deviations, hereafter referred to as “std” in the figures and tables) of the distribution also increases from \(r_{3.7}\) to \(r_{2.1}\) and to \(r_{1.6}\). The RMS differences in the DER are 1.1 μm between \(r_{3.7}\) and \(r_{2.1}\), 1.2 μm between \(r_{2.1}\) and \(r_{1.6}\), and 2.2 μm between \(r_{3.7}\) and \(r_{1.6}\).

To account for the vertical variation of \(r_e\) following the method of Chang and Li (2003), a linear \(r_e\) profile is retrieved using combined information from the multi-NIR channels at 3.7, 2.1, and 1.6 μm. Here, the linear \(r_e\) profile is defined as a function of height, \(z\), by

\[
r_e(z') = r_{e1} + (r_{e2} - r_{e1})z',
\]

where \(z' = (z - z_{\text{top}})/(z_{\text{base}} - z_{\text{top}})\) denotes the fractional cloud height with \(z' = 0\) for the cloud top and \(z' = 1\) for the cloud base. Thus, the linear \(r_e\) profile is parameterized by \(r_{e1}\) at \(z' = 0\) and \(r_{e2}\) at \(z' = 1\) representing the cloud-top and cloud-base \(r_e\), respectively. For retrievals of \(r_{e1}\) and \(r_{e2}\), an optimal solution set is determined by matching the MODIS measurements with radiative transfer calculations at all three NIR channels, that is, 3.7, 2.1, and 1.6 μm. In their theoretical study, Chang and Li (2002) have analyzed the potential biases associated with the assumption of a linear DER profile and reflectance error. They showed that the linear DER retrieval works best for median-thick cloud optical depths ∼10–28 and the retrieval mean biases are on the order of 1 μm for cloud top and slightly larger for cloud base if the DER profile has a close-to-linear variation. However, if the DER variation is very nonlinear, large biases will occur, in particular for cloud-base DER. Also, when clouds have large optical depth (≥28), the quality of DER profile estimation does not change much for cloud top, but gets much worse for cloud base because the signal from cloud base is weak for such thick clouds. In these cases, the retrieved \(r_{e2}\) probably represents the middle portion of a thick cloud and does not represent for the cloud base. Over all, the uncertainties in \(r_{e2}\) can be larger by 2–3 factors than the uncertainties in \(r_{e1}\).

Figure 3 shows the frequency distributions of the retrieved \(r_{e1}\) and \(r_{e2}\) for the data shown in Fig. 2. While the mean and standard deviation of the \(r_{e1}\) distribution are similar to those of the \(r_{e3.7}\) distribution shown in Fig. 2, the mean and standard deviation of the \(r_{e2}\) distribution are much larger than those of the \(r_{e2.1}, r_{e1.6}\) and \(r_{e1}\) distributions. Because of droplet absorption, the DER retrieved from a single NIR channel like \(r_{e3.7}\) is more sensitive to the layer near the cloud top, which can cause biases in LWP calculations if \(r_e\) varies vertically. For a cloud with a decreasing DER profile (DDP) with height, that is, a smaller \(r_e\) toward the cloud top, the calculated LWP would be underestimated. On the con-
trary, for a cloud with an increasing DER profile (IDP), that is, a larger \( r_e \) toward the cloud top, the calculated LWP would be overestimated.

To show the effects of the different \( r_e \) on LWP estimations, different LWP \( r_e \) are calculated using \( r_{e,3.7} \), \( r_{e,2.1} \), and \( r_{e,1.6} \) with assumptions of a vertically constant \( r_e \) (hereafter referred to as LWP \( r_{3.7} \), LWP \( r_{2.1} \), and LWP \( r_{1.6} \)) and using the linear \( r_e \) profile (hereafter referred to as LWPrep). Table 1 shows the comparisons of these LWP. The RMS difference between LWPrep and LWP \( r_{3.7} \) is 0.031 mm, which is about 25% of the mean value. LWP \( r_{1.6} \) is the closest to LWPrep, but there is still an RMS difference of 0.017 mm. Therefore, the vertical variation of cloud DER has a considerable impact on the LWP estimation for the overcast warm cloud. As the above LWP are derived from cloud optical depths and DER, the uncertainties in these LWP estimates are on the order of 10–20%. Han et al. (1995) found a similar magnitude of uncertainties of 20% in their cloud LWP derived using AVHRR cloud optical depths and DERs when they are compared with LWP estimation from an in situ microwave radiometer.

Fig. 3. Probability density function of the DER retrieved from a combination of three MODIS NIR channels.

Table 1. Statistics from the MODIS LWP estimations.

<table>
<thead>
<tr>
<th></th>
<th>LWP ( r_{3.7} )</th>
<th>LWP ( r_{2.1} )</th>
<th>LWP ( r_{1.6} )</th>
<th>LWPrep</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean (mm)</td>
<td>0.115</td>
<td>0.117</td>
<td>0.120</td>
<td>0.124</td>
</tr>
<tr>
<td>Std (mm)</td>
<td>0.110</td>
<td>0.111</td>
<td>0.114</td>
<td>0.122</td>
</tr>
<tr>
<td>RMS with LWPrep</td>
<td>0.031</td>
<td>0.025</td>
<td>0.017</td>
<td>N/A</td>
</tr>
</tbody>
</table>

Lin and Rossow (1994) compared the visible/NIR LWP derived from the International Satellite Cloud Climatology Project (ISCCP) cloud product with the SSM/I microwave LWP estimation. They found that the ISCCP LWP estimation is often larger than the SSM/I LWP estimation for tropical nonprecipitating clouds, but the difference is generally less than 10%. Greenwald and Christopher (2003) compared the LWP products derived from the Tropical Rainfall Measuring Mission (TRMM) Visible and Infrared Scanner (VIRS) with those derived from the TRMM Microwave Imager (TMI). They showed a clear-sky background bias in the TMI LWP estimation. After removal of the TMI background bias, a good agreement was found between the monthly mean LWP from the two instruments. Ferraro et al. (2005) found that the LWP estimates from AMSU on NOAA satellites were somewhat smaller than ground-based in situ retrievals, which may be due to the extremely large AMSU footprint (~50 km).

b. AMSR-E retrieval

Cloud LWP has also been retrieved using satellite microwave remote sensing. In comparison with the visible/NIR retrievals, the microwave LWP estimation has a different physical basis, spatial resolution of field of view, and scanner viewing geometry. Several important algorithms, based on physical models, were developed for a variety of sensors, including the SSM/I (Lin and Rossow 1994; Weng and Grody 1994; Greenwald et al. 1995; Wentz 1997), the AMSU (Grody et al. 2001; Ferraro et al. 2005), and the AMSR-E (Ashcroft and Wentz 2000). Although a direct validation of such estimates has proven challenging (e.g., matching fine time/space upward-looking radiometer calculated LWP from small islands and ships with the large areal average LWP from the radiometer), most of these studies have concluded that the uncertainty of the passive microwave estimates are on the order of 0.02 mm under rain-free conditions. Further physical validation studies (Marchand et al. 2003; Ashcroft and Wentz 2000) indicate similar values. Wentz (1997) has analyzed the uncertainty of SSM/I LWP product. Atmospheric modeling error incurs uncertainty on order of 0.019 mm, radiometer noise incurs uncertainty on order of 0.007 mm, wind direction incurs uncertainty on order of 0.004 mm, and other sources incur uncertainty on order of 0.014 mm. The comparison with in situ measurements has shown that the total observed root-mean-square error of SSM/I LWP estimation is 0.025 mm.

### Table 1. Statistics from the MODIS LWP estimations.

<table>
<thead>
<tr>
<th></th>
<th>LWP ( r_{3.7} )</th>
<th>LWP ( r_{2.1} )</th>
<th>LWP ( r_{1.6} )</th>
<th>LWPrep</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean (mm)</td>
<td>0.115</td>
<td>0.117</td>
<td>0.120</td>
<td>0.124</td>
</tr>
<tr>
<td>Std (mm)</td>
<td>0.110</td>
<td>0.111</td>
<td>0.114</td>
<td>0.122</td>
</tr>
<tr>
<td>RMS with LWPrep</td>
<td>0.031</td>
<td>0.025</td>
<td>0.017</td>
<td>N/A</td>
</tr>
</tbody>
</table>
The AMSR-E microwave measurements have 12 channels and 6 frequencies ranging from 6.9 to 89.0 GHz. Horizontally and vertically polarized radiation is measured separately at each frequency. The AMSR-E ocean product (version 4) from Wentz’s algorithm is utilized in this study. The AMSR-E standard ocean algorithm (Ashcroft and Wentz 2000; Wentz 1997) retrieves sea surface temperature, surface wind speed, column water vapor, and LWP from the signals emitted by surface and atmospheric components at 6.9, 10.7, 18.7, and 36.5 GHz. The algorithm can retrieve LWP when there is no rainfall or if the rain rate is less than 2 mm h$^{-1}$. Although no direct validation results of the AMSR-E algorithm have been published in the open literature, the performance is generally accepted to be as good, if not better, than those documented by Wentz (1997) since it utilizes the same physical model and retrieval algorithm. However, the AMSR-E spatial resolution is better than SSM/I; thus the AMSR-E uncertainty may be slightly less than 0.025 mm.

The AMSR-E LWP product is compared with the LWP$s$ derived from coincident MODIS measurements. Because of the highly variable emission of land surfaces, LWP$\text{s}$ estimations from passive satellite microwave observations are only applicable over oceans. The AMSR-E ocean product also provides rain flags, which are used to determine whether a cloud is raining or not. The rain flag is defined by an LWP$\text{s}$ threshold of 0.18 mm. This threshold is based on the comparison of SSM/I LWP retrievals with in situ rain observations (Wentz 1990; Wentz and Spencer 1998).

3. Results

In this study, the MODIS LWP estimates are compared with AMSR-E LWP estimates (LWP$\text{MW}$). The AMSR-E and MODIS are on the Aqua satellite platform. MODIS has a cross-track scan while AMSR-E has a conical scan with a 53° viewing angle (Kawanishi et al. 2003). Temporal gaps of a few minutes exist between the two retrievals and the sensor viewing geometry is different for the two instruments. AMSR-E has a field of view (FOV) of approximately 13 km $\times$ 7 km at 37 GHz and the MODIS cloud product has a spatial resolution of 1 km at nadir. The MODIS measurements are matched to the larger AMSR-E footprint according to the navigation data. The statistical relationships between the MODIS and AMSR-E measurements are discussed to show the effect of the DER vertical variation on the MODIS LWP estimation and its potential for rain detection.

Since this study is primarily concerned with the impact of the vertical variation of DER on the estimation of MODIS LWP, the AMSR-E-derived LWP$\text{MW}$ is used as a reference. However, there are many factors that may contribute to the differences between the two LWP estimations (Lin and Rossow 1994). The comparisons are first illustrated by comparing the MODIS LWP$\text{2.1}$ with the AMSR-E LWP$\text{MW}$. Figure 4 shows the comparisons between MODIS LWP$\text{2.1}$ and AMSR-E LWP$\text{MW}$ on the basis of the AMSR-E footprint. The correlation coefficient is 0.75 and the mean AMSR-E LWP$\text{MW}$ is about 2 times larger than the MODIS LWP$\text{2.1}$. The LWP comparisons from microwave and visible/NIR measurements can be significantly affected by the variability in cloud fraction, cloud optical depth, and cloud DER. These effects are demonstrated in the following subsections.

a. Effect of broken clouds

For each matched AMSR-E footprint, cloud fraction is determined based on the 1-km MODIS cloud mask by calculating the ratio of cloudy pixel number to total pixel number within the footprint. Figure 5 shows the impact of cloud fraction on the comparison between AMSR-E LWP$\text{MW}$ and MODIS LWP$\text{2.1}$. In the figure, the correlation coefficients, $R$, and associated slopes, $\beta$, from linear regression are derived and plotted against the different partitioning of AMSR-E cloud fraction. It is seen that cloud fraction has a large impact on the correlation between AMSR-E LWP$\text{MW}$ and MODIS LWP$\text{2.1}$. The two LWPs correlate well when the cloud fraction of AMSR-E footprint approaches 100%, but poorly when the cloud fraction is small.

It is a complex problem when broken clouds occur
because the microwave LWP estimation may be significantly affected by the column water vapor amount, sea surface temperature, and surface wind speed. There is a background bias in microwave LWP estimations under clear-sky conditions (Lin and Rossow 1994; Greenwald and Christopher 2003). The background bias affects the accuracy of the AMSR-E LWP estimations for thin or broken clouds because the microwave signal from the cloud LWP is weak. To illustrate the clear-sky bias, Fig. 6 shows the frequency of occurrence of the AMSR-E LWP estimates when the MODIS indicates clear-sky conditions. As shown in the figure, the mean background bias is about 0.007 mm and the standard deviation of the bias is 0.017 mm for the single day’s worth of data obtained between 40°N and 40°S over oceans.

After removing all nonuniform broken clouds (AMSR-E footprint cloud fraction < 100%), the agreement between AMSR-E and MODIS overcast LWP retrievals improves substantially with a correlation coefficient $R \approx 0.90$ and $\beta \approx 1.01$. Note that in the following sections (3b–3d), we focus on overcast clouds (AMSR-E footprint cloud fraction = 100%), for which the potential of using the DER vertical variation for warm rain detection and the effects on the cloud LWP estimation due to variability in cloud optical depth and DER are further examined.

b. Effect of cloud optical depth

Since cloud LWP depends strongly on cloud optical depth, variability of cloud optical depth within the AMSR-E footprint also affects the outcome of the comparison between the AMSR-E and MODIS LWPs. The microwave signal from optically thin clouds can be affected by the clear-sky background bias. The bias is due to uncertainties in column water vapor and surface emission that dominate the microwave measurements. In analyzing all overcast AMSR-E footprints, the data are divided into four groups based on the ISCCP cloud-type classification: $\tau < 3.6$, $\tau = 3.6–9.4$, $\tau = 9.4–23$, and $\tau > 23$. Table 2 shows the comparison of LWP$_{2.1}$ with LWP$_{MW}$ for clouds with various optical depths. The LWPs derived from the two instruments show poor agreement for clouds with optical depths less than 3.6. The comparisons show better agreement with increasing cloud optical depth. Optically thick clouds ($\tau > 23$) are excluded in the following studies because MODIS retrievals of DER at cloud base have large uncertainties for these clouds (Chang and Li 2002).

c. Effect of cloud DER vertical variation

Because of the effects of broken cloud and optical depth, overcast clouds with optical depths ranging between 3.6 and 23 are selected to investigate the impact of the DER vertical variation on LWP estimations and warm rain detection. The overcast cloud samples are mostly obtained in the eastern Pacific Ocean covered by extensive single-layer low-level clouds. Figure 7 is a scatterplot of MODIS LWP$_{2.1}$ as a function of AMSR-E LWP$_{MW}$, which includes all overcast AMSR-E footprints and cloud optical depths ranging

<table>
<thead>
<tr>
<th>$\tau$</th>
<th>$R$</th>
<th>$\beta$</th>
<th>RMS (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$&lt; 3.6$</td>
<td>0.517</td>
<td>0.621</td>
<td>0.018</td>
</tr>
<tr>
<td>$3.6 \leq \tau &lt; 9.4$</td>
<td>0.709</td>
<td>0.856</td>
<td>0.021</td>
</tr>
<tr>
<td>$9.4 \leq \tau &lt; 23$</td>
<td>0.762</td>
<td>0.979</td>
<td>0.035</td>
</tr>
<tr>
<td>$\tau \geq 23$</td>
<td>0.687</td>
<td>1.111</td>
<td>0.072</td>
</tr>
</tbody>
</table>
between 3.6 and 23. Table 3 shows the comparisons of \( \text{LWP}_{\text{MW}} \) with \( \text{LWP}_{3.7} \), \( \text{LWP}_{2.1} \), and \( \text{LWP}_{1.6} \). The different values of \( \text{LWP}_{3.7} \), \( \text{LWP}_{2.1} \), and \( \text{LWP}_{1.6} \) show the effects of different retrievals of DER at the three NIR channels. As previously stated, the DER retrieved from a single NIR channel is biased toward the cloud top. Using a vertically constant DER, the LWP is overestimated for clouds with an IDP, and is underestimated for clouds with a DDP. Because the microwave LWP estimation measures the entire cloud layer, it is utilized to evaluate whether the DER profile improves the LWP estimation or not. From Table 3, LWPrep is better correlated with \( \text{LWP}_{\text{MW}} \) than with \( \text{LWP}_{3.7} \), \( \text{LWP}_{2.1} \), and \( \text{LWP}_{1.6} \). The regression coefficients do not change much because the vertical variation of DER has an opposite impact on LWP estimates for IDP clouds and DDP clouds. To show this effect in detail, clouds over AMSR-E footprints are separated into three categories: clouds with a neutral DER profile (NDP), and IDP and DDP clouds based on re1 and re2. For DDP clouds re2 is 10% larger than re1, and it is 10% less than re1 for IDP clouds. For neutral clouds, the vertical variation of DER is within 10%.

### Table 3. Comparison parameters of \( \text{LWP}_{\text{MW}} \) with \( \text{LWP}_{3.7} \), \( \text{LWP}_{2.1} \), and \( \text{LWP}_{1.6} \) for overcast warm clouds with optical depths ranging between 3.4 and 23.

<table>
<thead>
<tr>
<th></th>
<th>( \text{LWP}_{3.7} )</th>
<th>( \text{LWP}_{2.1} )</th>
<th>( \text{LWP}_{1.6} )</th>
<th>LWPrep</th>
</tr>
</thead>
<tbody>
<tr>
<td>( R )</td>
<td>0.837</td>
<td>0.848</td>
<td>0.854</td>
<td>0.859</td>
</tr>
<tr>
<td>( \beta )</td>
<td>0.945</td>
<td>0.956</td>
<td>0.988</td>
<td>1.012</td>
</tr>
<tr>
<td>RMS (mm)</td>
<td>0.030</td>
<td>0.028</td>
<td>0.028</td>
<td>0.027</td>
</tr>
</tbody>
</table>

**Fig. 7.** Comparison between AMSR-E LWP and MODIS LWP for overcast clouds with cloud optical depth between 3.6 and 23. Here \( R \) is the correlation coefficient and \( \beta \) is the linear regression coefficient.

Table 4 shows the comparison between MODIS LWP and AMSR-E LWP for IDP, DDP, and NDP clouds. Because the vertical variation of DER causes the largest bias in \( \text{LWP}_{3.7} \), \( \text{LWP}_{3.7} \) is used to illustrate how the DER profile improves LWP estimations. \( \text{LWP}_{2.1} \) and \( \text{LWP}_{1.6} \) show similar biases of smaller magnitude. \( \text{LWP}_{3.7} \) is 12.6% larger than \( \text{LWP}_{\text{MW}} \) for IDP clouds, 2.6% larger than \( \text{LWP}_{\text{MW}} \) for NDP clouds, and 11.2% less than \( \text{LWP}_{\text{MW}} \) for DDP clouds. Since the DER profile is the only criterion separating the data, it must be the primary cause for the differences. LWPrep, \( \text{LWP}_{3.7} \), \( \text{LWP}_{2.1} \), and \( \text{LWP}_{1.6} \) are almost identical for NDP clouds because there are no vertical variations in the DER. The approximate 2.6% difference between MODIS LWP estimations and AMSR-E LWP estimations for NDP clouds is due to other uncertainty factors. Over the AMSR-E footprint, the bias caused by the vertical variation of DER in visible/NIR LWP estimations is about +10% (12.6%–2.6%) for IDP clouds and −13.8% (−11.2%–2.6%) for DDP clouds. LWPrep is 5.2% larger than \( \text{LWP}_{\text{MW}} \) for IDP clouds and 1.1% larger than \( \text{LWP}_{\text{MW}} \) for DDP clouds. Both differences are close to the 3% difference for NDP clouds. This means that the DER profile improves the LWP estimations and corrects the bias caused by the vertical variation of the DER. As previously stated, the uncertainties of LWP estimations are on the order of 0.025 mm or 20% for microwave methods and solar methods. The improvements made by DER profile are on a less magnitude as compared with uncertainties of the LWP estimation. Nevertheless, the improvements are systematic and physically sound, rather than a random noise. A magnitude of ±10% improvements in LWP estimation can be of significance in cloud water and radiation budget studies.

d. Implication for warm rain clouds

IR rain detection algorithms (Adler and Negri 1988; Arkin 1979) generally miss the presence of precipita-
tion in warm clouds because these algorithms depend on the cloud-top temperature. Microwave techniques cannot detect warm rain over land since the techniques rely on ice scattering over land (McCollum and Ferraro 2003). Over oceans, warm rain can be estimated from satellite microwave brightness temperatures because the surface emission is low and less variable (Wilheit et al. 2003). Recently, Ba and Gruber (2001) utilized the DER retrieved from the 3.9-μm channels on GOES satellites to detect warm rain clouds. As previously discussed, the DER retrieved from a single NIR channel is more sensitive to cloud-top than cloud-base values. In Fig. 3, the DER at the cloud base shows a wider spectrum than the DER at the cloud top, which may be explained by the cloud development phase: growing or decaying. Cloud droplet size increases with height during the developing stage due to condensation growth. Once a collision process starts, larger droplets tend to fall to the lower levels of the cloud. Therefore, the DER at cloud base is small for developing clouds and large for drizzling clouds. So the DER at the cloud base is more correlated with rainfall than DER at the cloud top. There were some previous studies that utilized the vertical DER variation to differentiate precipitating/nonprecipitating clouds (Shao and Liu 2004; Matsui et al. 2004). These studies combined microwave observation and shortwave observation to infer the vertical variation of DER. Chang and Li’s algorithm captures the trend of the vertical DER variation from observations of multi-NIR channels. A preliminary investigation was done using the rain flag defined in the AMSR-E ocean product to show the potential of the linear DER profile retrieval for warm rain detection.

Figure 8 shows the distribution of DER at cloud base and cloud top for raining and nonraining clouds, respectively, which are defined by the AMSR-E rain flag. Raining causes a DER increase of 3.5 μm at the cloud top (Fig. 8a) and a DER increase of 7 μm at the cloud base (Fig. 8b). So DER at cloud base is more effective for rain detection. For example, if we define a threshold of 14 μm for raining clouds (Rosenfeld and Gutman 1994), the DER at the cloud base correctly classifies 87.0% of AMSR-E-detected rains, while the DER at the cloud top classifies only 64.4% of AMSR-E-detected rains. For some AMSR-E-detected raining clouds, the DER at the cloud base can be as small as 10 μm. These clouds could be partially raining, while overall small DER is evident because of the effect of the nonraining part of the clouds. However, based on the same 14-μm raining threshold, the false raining detection rate is 22.7% using the DER at the cloud top and 30.6% using the cloud-bottom DER. If the DER threshold is increased to 20 μm, the false detection rate is considerably reduced, at the expense of missing some raining clouds. The false detection may be due to the AMSR-E sensitivity problem. Many of these AMSR-E-defined nonraining clouds could have very light rain or drizzle that evaporates before reaching the ground. Figure 9 shows the distribution of the DER differences between the cloud top and the cloud base. Raining clouds generally have larger DER at the cloud base than at the cloud top. This result is consistent with in situ observation (Martin et al. 1994). Use of −2 μm in the DER difference appears effective in separating the majority of raining and nonraining clouds, although there are some uncertainties. The uncertainties could be caused by partially raining clouds, as well as AMSR-E sensitivity problems. Development of a rain detection algorithm is beyond the scope of this study.

4. Concluding remarks

Traditionally, satellite retrievals of DER are based on satellite reflectance measurements from a single
NIR channel, plus visible and thermal infrared data. They cannot describe the vertical variation of DER from the cloud top to the cloud base. When computing cloud LWP from cloud optical depth and DER, the latter is effectively assumed to be a constant. By analyzing a single day’s worth of MODIS and AMSR-E products over the tropical ocean for warm and overcast clouds with optical depths ranging between 3.6 and 23, this investigation demonstrates that assuming a constant cloud DER can incur biases in the calculations of LWP. It is also shown that accounting for the vertical variation of DER profiles can reduce the mean biases, though the DER vertical variation is not the only source of uncertainties in cloud LWP estimation. These findings are based on comparisons between LWP retrieved from the AMSR-E microwave measurements and LWP computed from the MODIS visible/NIR cloud optical depth and DER retrievals. AMSR-E LWP products are utilized for comparisons because microwave radiometer observes the whole cloud column. However, uncertainties in microwave retrievals like the AMSR-E can also be incurred from error sources like ocean surface emissions, cloud properties, radiometric calibrations, and beam filling problems. Also the data sample utilized in this investigation is very limited. Further study is required when more accurate LWP products become available in the future.

Despite the fact that the result shows that improvements on the MODIS LWP calculations with DER vertical variation are only on the order of 10% for the utilized data samples, the improvements are systematic and physically sound. The DER profile algorithm could be applied to the future GOES-R satellite. The retrieved DER vertical variations from multiple NIR channels can help in detecting rain, especially warm rain over land, which is problematic for existing passive microwave techniques. This is very important for global and regional hydrological research because of the predominance of rainfalls occurring from warm cloud tops in some climate regimes. The relationship between the DER profile and the raining process can also help with research concerning the aerosol indirect effect. All previous investigations utilized the DER retrieved from a single NIR channel to study the effect of aerosols on cloud DER and raining. However, the DER retrieved from a single channel is biased toward the cloud top. Aerosols generally have more effect on the cloud base. The DER at the cloud base and the DER profile are proved to be more related to the raining process than the DER at the cloud top.
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