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ABSTRACT

In September 2006, NASA Goddard’s mobile ground-based laboratories were deployed to Sal Island in Cape Verde (16.73°N, 22.93°W) to support the NASA African Monsoon Multidisciplinary Analysis (NAMMA) field study. The Atmospheric Emitted Radiance Interferometer (AERI), a key instrument for spectrally characterizing the thermal IR, was used to retrieve the dust IR aerosol optical depths (AOTs) in order to examine the diurnal variability of airborne dust with emphasis on three separate dust events. AERI retrievals of dust AOT are compared with those from the coincident/collocated multifilter rotating shadowband radiometer (MFRSR), micropulse lidar (MPL), and NASA Cloud–Aerosol Lidar and Infrared Pathfinder Satellite Observation (CALIPSO) sensors. The retrieved AOTs are then inputted into the Fu–Liou 1D radiative transfer model to evaluate local instantaneous direct longwave radiative effects (DRELW) of dust at the surface in cloud-free atmospheres and its sensitivity to dust microphysical parameters. The top-of-atmosphere DRELW and longwave heating rate profiles are also evaluated. Instantaneous surface DRELW ranges from 2 to 10 W m⁻² and exhibits a strong linear dependence with dust AOT yielding a DRE LW of 16 W m⁻² per unit dust AOT. The DRE LW is estimated to be ~42% of the diurnally averaged direct shortwave radiative effect at the surface but of opposite sign, partly compensating for the shortwave losses. Certainly nonnegligible, the authors conclude that DRELW can significantly impact the atmospheric energetics, representing an important component in the study of regional climate variation.

1. Introduction

For over a decade, there have been many observational and theoretical efforts to determine the radiative impact of airborne mineral dust on the earth–atmosphere system (e.g., Mahowald et al. 2006; Haywood et al. 2003, 2005; Zhang and Christopher 2003; Hsu et al. 2000; Sokolik and Toon 1996a,b; Ackerman and Chung 1992). Less attention, however, has been given to the longwave (LW) contributions, mainly because the shortwave (SW) measurements are easier to make in the field. In addition, the limited experimental data on dust optical properties at infrared wavelengths and the large uncertainties in the spatially and temporally dependent particle properties—size, shape, and composition (Sokolik and Toon 1999)—have indeed made it a difficult challenge to constrain the LW impact.

The term “aerosol radiative forcing” is now commonly used for gauging changes in the radiative fluxes due to anthropogenic aerosols since the beginning of the industrial era (~1750) (Forster et al. 2007). We therefore use the term “direct radiative effect” (DRE) to quantify the difference between radiative fluxes in dust and dust-free atmospheres. In doing so we also maintain consistency with other published literature (e.g., Yu et al. 2006; Haywood et al. 2005).

The overall cooling SW DRE of dust (hereafter DRE_SW) has already been studied by a number of...
investigators (e.g., Liu et al. 2003; Tanré et al. 2003; Haywood et al. 2001, 2003; Mohalfi et al. 1998). For conservative scatterers (i.e., no absorption) these effects critically depend on the solar zenith angle (SZA); hence, instantaneous measurements of the SW effect have been commonly converted into a diurnal average (Anderson et al. 2005). For example, based on an analysis of in situ studies, Anderson et al. 2005 estimated the diurnally averaged top-of-atmosphere (TOA) DRE_{SW} for Saharan dust over ocean to lie in the range of $-24$ to $-36 \text{ W m}^{-2}$ per unit aerosol optical thickness (AOT), that is, $\text{W m}^{-2} \tau^{-1}$. The corresponding surface effect, which is about 1.6 times greater than that at the TOA (Haywood et al. 2003), lies in the approximate range of $-38.4$ to $-57.6 \text{ W m}^{-2} \tau^{-1}$.

More recently however, the LW DRE of dust (hereafter DRE_{LW}) has been garnering more attention within the scientific community. Slingo et al. (2006), for example, reported major perturbations in the LW fluxes of a large Saharan dust storm with midday decreases in the outgoing LW radiation (OLR) of $-30 \text{ W m}^{-2}$. Downward thermal emissions from dust were also observed to increase owing to the larger dust particle sizes (Slingo et al. 2006).

Haywood et al. (2005) compared the OLR from the Met Office unified operational numerical weather prediction (NWP) model with that determined from the Earth Radiation Budget Experiment instrument onboard Meteosat-7. By including observation-based optical properties of mineral dust in the radiative transfer calculations, Haywood et al. suggested that dust DRE_{LW} can be as large as $50 \text{ W m}^{-2}$ in the July monthly mean for 1200 UTC in cloud-free regions over warm desert surfaces.

Lastly, Vogelmann et al. (2003) demonstrated that the daytime surface instantaneous DRE_{LW} observed during the 2001 Aerosol Characterization Experiment in Asia (ACE-ASIA), where dust was a major component of the total aerosol burden, could range from several up to $10 \text{ W m}^{-2}$.

The results of these studies all highlight the significance of the LW contributions of dust, with each having important implications for their potential to modulate the heat and moisture surface budgets (Solomon et al. 2007), surface–air exchange processes, and the general circulation of the atmosphere (e.g., Lau et al. 2006). It is necessary to understand these regional effects before a comprehensive understanding of its global-scale impact can be achieved.

In this paper, the DRE_{LW} of airborne mineral dust during the NASA African Monsoon Multidisciplinary Analysis (NAMMA) 2006 field campaign is investigated to illustrate the significance of the regional LW effects along the west coast of Africa. NAMMA was a part of the overlying AMMA campaign, which was a major international project designed to improve our understanding of the monsoon and the meteorology and climatology of West Africa and its corresponding impacts on health, water resources, and food security in the region (Redelsperger et al. 2006). A comprehensive overview of the dust results during AMMA was recently reported by Haywood et al. 2008.

We mainly focus on the surface DRE_{LW} using combined data from radiative transfer modeling and a comprehensive network of ground-based sensors from NASA Goddard’s two mobile ground-based laboratories: Chemical, Optical, and Microphysical Measurements of In Situ Troposphere (COMMIT) and Surface-Sensing Measurements for Atmospheric Radiative Transfer (SMART), which were both deployed on Sal Island in Cape Verde (16.73°N, 22.93°W), located about 560 km off the coast of Senegal in West Africa. We also evaluate the TOA DRE_{LW} and LW heating rate profiles to address the radiative impact over the atmospheric column. It is emphasized that the derived DRE_{LW} of dust presented in this paper are given as instantaneous values for cloud-free atmospheres.

This study examines daytime/nighttime Atmospheric Emitted Radiance Interferometer (AERI) data in the thermal IR window (800–1200 cm$^{-1}$) for three dust periods, employing the dust detection and IR AOT retrieval methodology presented in Hansell et al. (2008). Appropriate for this region, a dust microphysical model representative of transported Saharan desert dust is adopted, using the refractive index model of Volz (1973). It is recognized, however, that the refractive index of mineral dust may vary considerably (Sokolik and Toon 1999). Highwood et al. (2003), for example, investigated the sensitivity of the LW effect of mineral dust to different refractive index models—including Volz (1973), Fouquart et al. (1987), and World Climate Program (1986)—and found considerable differences in the calculated radiances. Additionally, new methodologies have been developed for determining a mineral dust composite refractive index by mixing kaolinite, quartz, and gypsum and comparing the measured terrestrial spectra from another AERI instrument with spectra computed by a radiative transfer model (Turner 2008). We use the refractive indices of Volz (1973) as a default, but investigate the sensitivity to this assumption along with sensitivity to dust microphysical parameters later. Dust particle sizes were characterized by measurements from the COMMIT ground-based aerodynamical particle sizer (APS 3321); for simplicity, particle shapes were assumed to be spherical.

The instantaneous surface DRE_{LW} of dust is calculated using the NASA Langley modified Fu–Liou radiative transfer code (FL0403 15 April 2003) (Rose and
Charlock 2002; Fu and Liou 1992, 1993; Su et al. 2008), along with LW heating rates and TOA DRE LW, with measurements at SMART–COMMIT used to constrain the dynamic behavior of the model’s atmospheric state.

The organization of this paper is as follows. An overview of the instruments, data, and radiative transfer model is presented in section 2. The dust and meteorological conditions for the three dust periods are briefly examined in section 3. The methodologies used for dust detection/retrieval and for assessing the surface DRELW are given in section 4. Section 5 presents the results for the dust detection/retrieval, dust surface DRELW, LW heating rates, TOA DRE LW, and the sensitivity studies to dust microphysics/composition. Finally, a summary is given in section 6.

2. Data (observations and model)

a. Instruments and measurements

Key instruments used in the study include the SMART–COMMIT AERI, a multifilter rotating shadowband radiometer (MFRSR), micropulse lidar (MPL), APS-3321, and precision infrared radiometer (PIR). Details of each instrument can be found online (see http://smart-commit.gsfc.nasa.gov/).

We also use the Cloud–Aerosol Lidar with Orthogonal Polarization (CALIOP), the primary instrument carried by the Cloud–Aerosol Lidar and Infrared Pathfinder Satellite Observation (CALIPSO) platform (Winker et al. 2007). CALIOP, a two-wavelength polarization lidar (532 and 1064 nm), provides high-resolution (30–60 m in the troposphere) vertical profiles of backscattering properties of clouds and aerosols, in addition to derived microphysical and optical properties (Vaughan et al. 2004).

Table 1 lists the instruments and their specifications and data from each instrument is shown in Table 2, including their calibrated/processed level-1 and -2 data, respectively.

MFRSR retrieval AOTs (0.50 μm), which have an estimated accuracy of ±0.01 (Hansell et al. 2003) for low aerosol loading conditions, are computed using the Harrison and Michalsky (1994) technique followed by a cloud removal procedure similar to Smirnov et al. (2000). It is noted, however, that the MFRSR retrieval errors can exceed 0.01 for heavy aerosol loading conditions (Alexandrov et al. 2007; McFarlane et al. 2009). McFarlane et al. (2009) found the MFRSR AOT for dust aerosol in Niamey, Niger, to be underestimated by ~10%–15%, owing to the shadowing of forward scattered radiation; however, we have to rely on the MFRSR measurements, since the AERONET (Holben et al. 1998) sun photometer at Cape Verde was inoperable during NAMMA.

Gridded MPL level-1.5a AOT (0.532 μm) data from MPLNET (available for the entire day) are generated using an interpolation of MPL calibration values constrained by AERONET measurements, although they are less accurate than the daytime products (within 20%; see http://

---

### Table 1. Primary instruments.

<table>
<thead>
<tr>
<th>Instrument</th>
<th>Channels (μm)</th>
<th>Size</th>
<th>Resolution</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>AERI (Bomem)</td>
<td>(1) 3.4–5.5, (2) 5.5–18.2</td>
<td>—</td>
<td>1 cm⁻¹ spectral; 10 min temporal; 150–250 m vertical</td>
<td>Feltz et al. (2003); Knuteson et al. (2004)</td>
</tr>
<tr>
<td>MFRSR (YES)</td>
<td>0.415, 0.5, 0.615, 0.67, 0.87, 0.94, 0.3–1.1</td>
<td>—</td>
<td>1 min temporal (hemispherical (2π sr))</td>
<td>Harrison and Michalsky (1994); Alexandrov et al. (2007); McFarlane et al. (2009)</td>
</tr>
<tr>
<td>MPLNET (MPL)</td>
<td>0.532</td>
<td>−</td>
<td>30–60 s temporal</td>
<td>Welton et al. (2001)</td>
</tr>
<tr>
<td>(GSFC-NASA)</td>
<td></td>
<td>30–75 m vertical</td>
<td></td>
<td>Campbell et al. (2002)</td>
</tr>
<tr>
<td>APS-3321 (TSI)</td>
<td>0.655 laser diode source</td>
<td>0.5–20</td>
<td>0.02 μm at 1 μm</td>
<td>Reid et al. (2008)</td>
</tr>
<tr>
<td>PIR (EPPLEY)</td>
<td>3.5–50</td>
<td>—</td>
<td>1 min temporal Hemispherical (2π sr)</td>
<td>Ji and Tsay (2000)</td>
</tr>
<tr>
<td>CALIPSO–CALIOP (NASA CNES)</td>
<td>0.532, 1.064</td>
<td>—</td>
<td>30 m vertical</td>
<td>Winker et al. (2007)</td>
</tr>
</tbody>
</table>

* a AERI has two channels covering the given spectral ranges.
  b After apodization. Measurement protocol: blackbody scan + scene scan + blackbody scan; 150-m vertical resolution in the lowest 1 km, degrading to 250 m at 3 km (Feltz et al. 2003).
  c Six narrowband channels (FWHM ~ 0.010 μm) + 1 broadband channel.
  d Sampling frequency is 1 Hz with 1-min averaging.
  e Accuracy ranges from ± AOT = 0.01 for low aerosol conditions to ± AOT = 0.20 for heavy aerosol conditions.
  f See http://mplnet.gsfc.nasa.gov/
Uncertainty in CALIPSO AOT measurements is ~40%, based on an assumed 30% uncertainty in the aerosol extinction-to-backscatter lidar ratio (see http://www-calipso.larc.nasa.gov).

b. Radiative transfer model

We use the Langley modified Fu–Liou radiative transfer code (FL0403 15 April 2003) (Rose and Charlock 2002; Fu and Liou 1992, 1993; Su et al. 2008) to calculate the LW surface fluxes for dust and pristine conditions. The model is run using the two-stream/four-stream scheme across 15 SW spectral bands from 0.175 to 4.0 μm and 12 LW bands between 2850 and 0 cm⁻². The correlated k-distribution method is used to account for nongray gaseous absorption due to H₂O, CO₂, O₃, N₂O, and CH₄ (Fu and Liou 1992). The code also employs a parameterized version of the LW water vapor continuum model (CKD2.4) to account for strong water vapor absorption. Modifications to the code enable time series of retrieved AERI IR AOT (scaled to λ = 0.55 μm) and combined AERIPLUS [a physical retrieval algorithm developed by the University of Wisconsin Space Science and Engineering Center (UW-SSEC), see Feltz et al. 2003], used to retrieve temperature/moisture profiles from AERI radiances] and radiosonde profiles of pressure, temperature, and water vapor density to be input for calculating the diurnal variability of the dust DRELW.

Considering the size of Sal Island (~216 km²) and assuming that it is effectively an ocean site, we use a constant surface albedo/emissivity of 0.02/0.99, respectively, to constrain the model surface boundary conditions. We also input an averaged retrieved ocean surface skin temperature of 26°C for the study period using the NOAA Advanced Very High Resolution Radiometer (AVHRR) Pathfinder (V5) dataset, obtained from the Jet Propulsion Laboratory’s physical oceanography Distributed Active Archive Center (DAAC) (see http://poet.jpl.nasa.gov/).

An equivalent spherical (hereafter E-S) dust microphysical model based on the Volz (1973) refractive indices (λ = 2.5–39 μm) formed the primary aerosol inputs to the code. The spectral range of the refractive indices was extended to cover all band wavelengths in the Fu–Liou model by incorporating the refractive indices from time-averaged AERONET (Holben et al. 1998) retrievals (λ = 0.44–1.02 μm) at the Cape Verde site over the last 15 years and climatological values (λ = 1.25–2 μm) from D’Almeida et al. (1991). The dust single-scattering properties were then computed as an average over the Fu–Liou spectral bands (Fig. 1) and the dust vertical distribution was prescribed using an AOT scale height of 3 km.

Dust AOT in the model calculations was based on the AERI-retrieved AOTs scaled from λ = 10 to λ = 0.55 μm using an IR-to-visible extinction coefficient ratio \( \beta_{\text{ext}}(10 \ \mu m)/\beta_{\text{ext}}(0.55 \ \mu m) \) of ~0.5 using the Volz set of refractive indices for 1.17-μm-sized particles (section 4a). The model dust layers range from the surface up to 3 km.

![Fig. 1. Dust single-scattering albedo \( \omega \) and asymmetry factor \( g \) as a function of wavelength.](image-url)
and the dust properties are prescribed to be uniform and homogeneous inside each layer.

Finally, following Hansell et al. (2008), we account for the temporal variability of the thermodynamic state parameters in the column atmosphere (i.e., temperature/relative humidity) by combining AERIPLUS (Feltz et al. 2003) profiles for the first 4 km in the model atmosphere, with regional sounding data using radiosondes launched near SMART–COMMIT, up to a height of \(\sim 18\) km. For levels above 18 km a climatological midlatitude summer profile (McClatchley et al. 1972) was employed. The model atmosphere is defined over a total of 66 layers with a vertical resolution of 0.1 km up to 900 mb, 0.5 km up to 500 mb, and 5 km to the TOA (0.07 mb).

3. Dust and meteorological conditions during NAMMA

Figure 2 illustrates alternating patterns of daily 3-h averaged AERI spectral (1800–3000 cm\(^{-1}\)) radiances mainly due to enhanced scattering of surface dust (Feltz et al. 2003). It is noted that these patterns may also be associated with the propagation of African easterly waves (AEWs) (Jones et al. 2003), a point of interest to the study of dust transport. However, a thorough understanding of the link between these synoptic features and the dust-caused alternating temporal patterns will require further analysis. The scattering intensities are shown to be generally higher during the first half of the SMART–COMMIT deployment, particularly during the periods of 6–8 and 11–14 September (cases 1 and 2, respectively) with weaker peaks observed during the remaining half of the observation period, including the episode of 19–20 September (case 3). Earlier analyses of cases 2 and 3 have been performed by Jeong et al. (2008). The current work specifically focuses on these three active dust periods.

MPL profiles of normalized relative backscatter (NRB) for dust cases 1–3, shown in Figs. 3a–e, reveal a near-surface layer, possibly a mixture of local dust with marine aerosols, and an elevated layer (~2–5 km), perhaps due to entrained dust inside the Saharan air layer (SAL). Below 0.5 km, no readings are shown owing to the near-field observation limits of the MPL (Campbell et al. 2002). The profile in Fig. 3f (21 September) is provided as a reference for depicting minimal dust activity. Scattered high-level cirrus clouds were also observed; however, these appeared to be quite thin and should not affect the surface retrievals (Hansell et al. 2008) since most of the IR signal detected at the surface comes from the lower atmosphere (Feltz et al. 2003).

The thermodynamic structure of the SAL (horizontal layers of dry hot air usually between \(\sim 600–800\) mb; Prospero 1999; and J. S. Reid et al. 2003), is evident in the AERIPLUS (Feltz et al. 2003) retrieved profiles. Figures 4a and 4b show time–height plots of retrieved ambient temperature \(T_a\) and relative humidity during the study period, respectively. The SAL characteristic features are most evident during the three dust periods (boxed regions 1–3) when higher temperatures (shown in Fig. 4a) correspond to lower water vapor amounts (shown in Fig. 4b).

Daytime/nighttime radiosondes were launched daily at the National Institute of Meteorology and Geophysics (INMG) at Cape Verde near SMART–COMMIT. The \(T_a\) profiles commonly exhibited sharp inversions from 1 to 2 km, while those for RH featured significant reductions in water vapor concentrations from 1 to 4 km.
FIG. 3. MPL NRB profiles for (a)–(e) dust cases 1–3 and (f) the minimum dust case; (a)–(e) show the upper and lower dust layers. Dark shaded boxes cover the region below 0.5 km, near-field observation limits of MPL. Dark vertical stripes across images are due to low clouds near surface. The prominent band (~1200–1400 UTC) is due to a mechanical shade used to protect the MPL optics during solar noon. (Source: MPLNET).
Figures 4c and 4d, for example, show the $T_a$ and RH profiles from daytime/nighttime radiosondes launched on 11 September (case 2). Also plotted are coincident daytime AERIPLUS profiles (red curve) on the same day. Although AERIPLUS retrieved surface RH is $\approx 35\%$ smaller than that from the daytime sounding (gray curve), likely due to using only AERI radiances in the AERIPLUS retrieval, AERI is able to capture the variability in the moisture distribution from $\approx 0.5$ to $3$ km.

On 11 September, the MBL was capped by a strong daytime inversion at 500 m (i.e., air temperature dropped $\approx 3^\circ$–$4^\circ$C within 100 m) on which the dust layers were positioned (Fig. 4c). During the night, the inversion lifted by approximately 300 m. The temperature lapse rate for the dust layers was $\approx 0.62^\circ$C per 100 m, indicative of a stable atmosphere.

4. Methodology

a. Dust detection/retrieval

Although we do not have direct measurements of sea salt concentrations, derived humidification factors $f(85\%)$ (Jeong et al. 2007, 2008), strongly suggest the presence of hygroscopic particles. Previous studies at Cape Verde reported that, on average, sea salt together with sulfates and carbonaceous aerosols contributed to a background AOT ($\lambda = 0.670$ $\mu$m) of only $\approx 0.04$ (Chiapello et al. 1999). As a note, the subtropical mean AOT (midvisible wavelengths) for sea salt is $\approx 0.08$ (Reid et al. 2006). Although sea salt is a minor component compared to dust, we consider its effects in the dust detection algorithm.

Following a radiance correction scheme (Hansell et al. 2008) to account for the nonlinear effects associated with the AERI channel-1 HgCdTe detector, the BTD 11–10 cloud/dust detection approach, presented in Hansell et al. was applied to over 30 000 AERI spectra to screen for clouds and sea salt.

Figure 5 shows the refractive indices for sea salt (Shettle and Fenn 1979) as a function of relative humidity (RH = 0% and 50%) versus dust (Volz 1973) and water (Warren 1984) across the IR window. The boxed area denotes the spectral region used in the BTD 11–10 approach (Hansell et al. 2008). Note, BTD 11–10 for sea salt at RH = 50% and water are nearly indistinguishable since sea salt is hygroscopic and its refractive index approaches that for pure water in the IR as RH approaches 100%. Since the averaged surface RH measured at SMART–COMMIT was $\approx 74 \pm 10\%$ (second half of September), the BTD 11–10 technique can be effectively employed to remove the effects of sea salt from the AERI spectra.

After applying the BTD 11–10 method, $\approx 20\%$ of the AERI spectra were classified as cloud free while the remaining data was discarded owing to either heavy cloud cover and/or extensive sea salt conditions. Following Hansell et al. (2008), the IR AOT time series was retrieved.
using the cloud-free spectra coinciding with the three dust periods. We retrieve the IR AOT about every hour. For comparison, two additional days (10 and 21 September) with relatively thin dust (τthin) as measured by the MFRSR at 0.50 μm (τthin ~ 0.29 ± 0.04 compared with τ ~ 0.57 ± 0.07 for the three dust periods) were evaluated.

Dust particle sizes were characterized by a best fit to the APS data (particle number concentration N cm−3) for dust case 3 (19 September; Fig. 6). Size spectra for the other days exhibited similar distributions. The size distribution shows two particle size modes with fitting parameters: r_eff1 = 1.17 μm, σ1 = 1.96, and N1 = 55 and r_eff2 = 0.25 μm, σ2 = 1.44, and N2 = 400 for coarse and fine modes, respectively, where r_eff1, σ1/2 and N1/2 are the effective radius, effective geometric standard deviation, and total particle number for the two modes, respectively [note that the volume mean diameter (VMD) for this size distribution is ~2.8 μm]. Here we refer to coarse-mode particles as those having effective diameters of at least 0.8 μm (Reid et al. 2008). The parameters suggest that this case was largely dominated by the fine mode for which larger particles underwent gravitational sedimentation during transport.

We examined the sensitivity of the retrieval to variations in the effective radius for coarse mode particles (r_eff) while holding the fine mode constant, assuming that σ and N do not change significantly (i.e., the shape of the distribution is preserved). The effective size was perturbed ~0.5 μm above and below the best-fit value (1.17 μm) to simulate a range of realistic particle sizes (0.8–1.70 μm) consistent with observations. Figure 6 shows the range of size distributions given by the broken curves. For the case examined, the size variations produced a small change in the retrieved AOT of less than 1%, although the relative error at one time during the retrieval reached as high as 2%. The sensitivity of surface DRE_LW to changes in particle size is discussed in section 5.

Although an E-S particle approximation is employed, we investigated the effect of particle asphericity on the retrieval to identify the level of uncertainty in the DRE calculations. Here particle asphericity was measured in terms of a monodisperse shape distribution of oblate spheroids having an aspect ratio of 2.2, which is consistent with results from past field observations for Africa (E. A. Reid et al. 2003). The T-matrix light-scattering code (Mishchenko and Travis 1994) was used to calculate the single-scattering properties of dust particles with sizes corresponding to the APS size bins (0.542–19.81 μm). Subsequently, the bulk (mean) optical properties were obtained after integrating the single-scattering properties over the APS size distribution (Fig. 6), following the methodology in Hansell et al. (2008). For the case examined, a distribution of oblate spheroids yielded AOTs that were approximately 5% greater than those for spheres, assuming all other parameters were held constant. Differences were related to larger particle extinction and single-scattering albedo for oblate spheroids across the window region. The associated impact on surface DRE_LW is discussed in section 5.

b. DRE_LW

We define the surface DRE_LW of mineral dust to be the difference in the downwelling (↑) radiative flux at the surface between a dust-laden atmosphere and a clear (pristine) atmospheric reference free of dust. This is given by the expression

$$\Delta F = F_{\text{all-sky}} - F_{\text{clear}}$$

where ΔF represents the calculated instantaneous DRE (W m−2). F_all-sky is the flux for all-sky conditions (i.e., F_all-sky = F_dust + F_clear), and F_clear is the clear-sky flux.
which includes all water vapor \((F_{wv})\) and trace gas \((F_g)\) contributions. Equation (1) can therefore be rewritten as

\[
\Delta F_L = (F_{\text{dust}} + F_{wv} + F_g)\downarrow - (F_{wv} + F_g)\downarrow,
\]

(2)

where, for the model considerations in this study, it can be shown that \(\Delta F\) is directly related to \(F_{\text{dust}}\). By the sign convention employed, dust will have a positive DRE\(_{LW}\) at the surface, which for comparison purposes is consistent with other literature (e.g., Vogelmann et al. 2003).

By convention, DRE is usually defined as the net flux \((\text{down} \rightarrow \text{up})\) difference between an atmosphere with and without aerosol. Omitting the upward surface fluxes introduces a small difference of \(\pm0.5 \text{ W m}^{-2}\). Because clouds, sea salt, and dust aerosol were always present, observed clear-sky references were not available and had to be calculated using a model atmosphere.

Precipitable water vapor (PWV) is a large source of error when assessing the aerosol radiative effects in the thermal IR window \((800–1200 \text{ cm}^{-1})\) due to the strong absorption properties of the water vapor continuum. Large changes in PWV can significantly alter the downwelling radiances, and hence flux, if not properly taken into account. As shown by Eq. (2), the modeled DRE\(_{LW}\) is not sensitive to clear-sky atmospheres; however, if one is using observations, (e.g., Hsu et al. 2000; Zhang and Christopher 2003; Hansell et al. 2003) to calculate the surface DRE\(_{LW}\), a moderately large PWV with high temporal variability can significantly bias the results. Several precautions can be met to minimize such impact including 1) restricting the observed dataset to those times when the PWV falls below a prescribed threshold and 2) employing only the observed data where the variability in PWV is minimal or effectively constant.

For heavy loadings of mineral dust, the main source of surface LW flux in the 8–12-µm atmospheric window comes from dust emissions, a direct result of the strong mineral absorption in the thermal IR. It has also been shown in previous work (Dufresne et al. 2002) that the LW scattering effects of dust, particularly for particles in the size range from 0.5 to 10 µm, can exert a significant influence on the surface and TOA DRE\(_{LW}\). Since this size range includes particles found near source regions and in transported dust plumes, the LW scattering effect should be taken into account when modeling dust. Dufresne et al. (2002) show that neglecting LW scattering produces an absolute error of \(\pm5 \text{ W m}^{-2}\) at the surface or about a 15% reduction in the received surface flux; hence the surface DRE\(_{LW}\) can be underestimated by up to 5 W m\(^{-2}\), a significant amount compared to the total (scattered + absorbed/emitted) surface DRE\(_{LW}\). In the current study, we consider scattering and absorption/emission by the dust layers.

5. Results

a. Dust detection and retrieval

Examples of daytime/nighttime AERI-retrieved IR AOT compared with collocated ground/satellite-based retrievals are given for two dust cases (11 and 19 September). Figure 7a shows the AERI AOT at 10 and 0.5 µm (scaled) for 11 September, plotted against the combined nighttime/daytime AOT retrievals using collocated MPL level-1.5 and MFRSR data at 0.5 µm, respectively. AERI is able to capture the diurnal variability in the dust loading remarkably well. Deviations of the AERI-scaled AOT with those from the MFRSR, seen mostly during the daytime hours \((\sim1000–1330 \text{ UTC})\), are likely due to increased scattering at shorter wavelengths. AERI-retrieved optical depths are also larger in the late afternoon, indicative of increased surface dust loading (Fig. 3d).
Figure 7b shows the AERI-retrieved AOT at 10 and 0.5 μm (scaled) for 19 September, compared to the visible AOT (0.5 μm) retrieved by the MFRSR. Overall, the dust trends of both instruments show good daytime agreement, particularly between the hours of 1400 and 1800 UTC when each shows a rapid increase in AOT. Similarly, Jeong et al. (2008) reported sharp increases in the scattering coefficients and mass concentrations for dust. The retrieved AOT of AERI and the MFRSR diverge around 1600 UTC, with those from AERI (scaled) being greater than the MFRSR, which could be due to enhanced dust absorption. Jeong et al. also found the dust single-scattering albedo to be decreasing during this time (~0.98 to 0.96), indicative of more absorbing particles. During the nighttime, AERI detects a moderate amount of dust activity (τ~0.4–0.5) around 0400–0500 UTC. For comparison, we use the level-2 AOT measurements (532 nm) from CALIPSO (black square) at 0325:44 UTC, nearly coincident with the first AERI retrieval at 0355:59 UTC, to identify surface dust near Sal Island (Note that for the dust periods investigated, only one coincident overpass was identified near the Cape Verde Islands). An averaged AOT (τ = 0.891 ± 0.011) was computed for 18 subsampled points along the CALIPSO track (16°–17°N, 20.5 ± 0.1°W) about 2° east of Sal Island, all within the 10–90 percentile range. Applying the IR/visible extinction coefficient ratio (Hansell et al. 2008), the nearest AERI AOT would scale to ~0.70 at 0.55 μm. One possible reason for the larger CALIPSO AOT is the lidar’s longer extincitive path length, whereas the thermal emissions that AERI detects are mostly from the lower atmosphere (Feltz et al. 2003).

Time series of AERI-retrieved IR AOT for all cases examined are shown in Fig. 7c, with an average value of ~0.37 ± 0.09. Note the highest AOT was associated with dust case 3 (19 September), reaching as high as ~0.7 (10 μm) or ~1.0 (0.55 μm). Interestingly, dust case 1 (6–8 September) provided three consecutive days of retrieved AOT. A magnified view of this period (Fig. 7d) shows evidence of a diurnal cycle, which appears to exhibit maximum (minimum) values during the nighttime (daytime). These regional dust trends could in part be explained by 1) diurnal changes in the depth of the boundary layer, which could affect the dust loading, and/or 2) an increase in the nighttime dust loading itself. It is possible that dust radiative feedbacks on the Saharan boundary layer dynamics could also be responsible (Heinold et al. 2008).

### b. Surface DRE\_LW results and sensitivity to dust parameters

Results of the dust surface DRE\_LW calculations are presented for the three dust cases. To put these results into context, we also include a short assessment of the associated TOA DRE\_LW and model-derived LW heating rates. Last, results of the sensitivity of the surface DRE\_LW to perturbations in dust composition, effective size, and particle asphericity are examined.

#### 1) Surface DRE\_LW results

We first compare the model surface LW fluxes with those measured from a collocated PIR at SMART–COMMIT to validate the model calculations. Estimated measurement uncertainties of the PIR are ±3%. The thermal dome effect (Ji and Tsay 2000) and the hourly averaging of the LW fluxes may also contribute a small amount of uncertainty (<1%) in the measurements.

Primary model uncertainties include the AERIPLUS-retrieved water vapor/temperature profiles and the dust composition/vertical distribution. For purposes of comparison, we define a best fit when the model fluxes are conservatively within 5% of the measurements, accounting for both PIR and model uncertainties. Although this occurs for a greater number of the fine-mode particles (Fig. 6), it is the larger particles in the coarse mode that directly affect the DRE\_LW. A best fit is obtained when size parameters r\_eff\_1 and N\_1 are 0.50 μm and 55 cm\(^{-3}\), respectively. (Note that the differences with Fig. 6 are due to instrumental and model uncertainties.) The same effective size was used to calculate the surface DRE\_LW for the remaining dust cases.

Comparison of the model (with dust) with the PIR LW fluxes and the corresponding scatterplot for case 3 (19 September) are shown respectively in Figs. 8a and 8b, with a correlation coefficient of 0.93. The model was run with and without dust in order to calculate the instantaneous surface DRE\_LW for 19 September. Figure 8c illustrates the diurnal trend in the surface DRE\_LW, which is consistent with the AERI-retrieved AOTs shown in Fig. 7b. The maximum and daily mean DRE\_LW are ~10 and 8 W m\(^{-2}\), respectively. The increases in surface DRE\_LW in the late afternoon are related to the same increases in dust measurements reported by Jeong et al. (2008) for 19 September. The surface DRE\_LW for all cases examined is given in Fig. 8d, along with the average and 1-s standard deviation (~6.8 ± 2 W m\(^{-2}\)). The range in surface DRE\_LW extends from ~2 to 10 W m\(^{-2}\), coinciding with the minimum dust case on 10 September and dust case 1, respectively.

The nighttime surface DRE\_LW, on average, was found to be larger than that for daytime by about 1.5 W m\(^{-2}\), with daytime/nighttime means of 6.9 and 8.4 W m\(^{-2}\), respectively. This suggests possible changes in the boundary layer thermal structure and the dust loading and altitude, which affect the dust’s effective emission temperature. The surface DRE\_LW for the dust cases is about
a factor of 2 greater than those for the minimum dust cases (10 and 21 September). The diurnal trends of surface $DRE_{LW}$ for the three consecutive dust days (6–8 September) are shown in Fig. 8e, with error bars given (shown for 7 September for clarity) to depict a particle size uncertainty of nearly $6 \pm 2 W m^{-2}$, which we address in section 4b.

Surface $DRE_{LW}$ is plotted against dust AOT for the entire study (Fig. 8f), which shows a strong linear dependence with a correlation coefficient of 0.86. In the current study the $DRE_{LW}$ is found to be $\sim 16 W m^{-2}$ per unit AOT ($W m^{-2} \tau^{-1}$); however, we note that, if the linear regression is forced through zero, the $DRE_{LW}$ increases to $17 W m^{-2} \tau^{-1}$. For comparison, Haywood et al. (2003) estimated a surface $DRE_{SW}$ of $-209 W m^{-2}$ during the Saharan Dust Experiment (SHADE) field campaign around Cape Verde. Based on the methods of Anderson et al. (2005), the diurnally averaged $DRE_{SW}$ is about $-38.4 W m^{-2} \tau^{-1}$. Considering the meteorological and dust conditions to be comparable during both field studies (both were conducted in September), the derived $DRE_{LW}$ (over ocean) from NAMMA is $\sim 42\%$ of the diurnally averaged $DRE_{SW}$ measured during SHADE.

We point out that the $DRE_{LW}$ changes by $\sim 2 W m^{-2} \tau^{-1}$ when the model’s AOT scale height is adjusted from 2 to 4 km and, thus, still represents a significant fraction of the diurnally averaged $DRE_{SW}$. Although smaller than the $DRE_{SW}$, the $DRE_{LW}$ can have a measurable impact on the local radiative budget, which can offset the SW cooling. A summary of the dust surface $DRE_{LW}$ found for this study, along with the surface $DRE_{LW}$ obtained from previous works, is presented in Table 3.

2) TOA $DRE_{LW}$ RESULTS

Employing the same model parameters used to calculate surface $DRE_{LW}$, we determine the $DRE_{LW}$ of the OLR at the TOA and compare our results with previous studies. Consistent with other literature (e.g., Zhang and Christopher 2003; Haywood et al. 2005), the TOA $DRE_{LW}$ is defined as the difference in the upwelling (↑) radiative flux at the TOA between a clear (pristine) atmospheric reference free of dust and a dust-laden atmosphere. It is given by

$$\Delta F_↑ = F_{clear,↑} - F_{all-sky,↑},$$

where $\Delta F$ represents the calculated instantaneous DRE ($W m^{-2}$).
Figure 9a shows the instantaneous TOA DRE L,W for the three dust cases, with an average plus 1-σ deviation of \(7.0 \pm 2.0 \text{ W m}^{-2}\) and a range of 2–11 W m\(^{-2}\). The TOA DRE L,W is plotted against dust AOT for the entire study (Fig. 9b), which (like the surface DRE L,W) shows a strong linear dependence with a correlation coefficient of 0.88. The LW flux enhancement at the surface [section 5b(1)] is seen as a reduction in the OLR due to absorption by the dust layers. Per unit AOT, the TOA DRE L,W is found to be \(\sim 13 \text{ W m}^{-2} \tau^{-1}\). When compared to the diurnally averaged DRE L,W of Saharan dust (\(-24 \text{ to } -36 \text{ W m}^{-2} \tau^{-1}\); Haywood et al. 2003) reported by Anderson et al. (2005), the LW perturbation to the radiative budget becomes quite significant (\(>36\%\)), especially considering that the DRE L,W is effective over a full 24-h period. A summary of the dust TOA DRE L,W found for this study, along with the TOA DRE L,W obtained from previous works, is presented in Table 4. Finally, comparisons of the daily averaged surface and TOA DRE L,W for each dust case are given in Table 5, along with the corresponding retrieved IR AOTs at 10 μm.

### 3) HEATING RATES

Using the Fu–Liou model, we calculate the LW perturbation in the instantaneous heating rates due to the presence of dust by differencing the all-sky (clear sky + dust) and clear-sky heating rates for the model layers. Figure 10 shows the minimum, maximum, and averaged LW heating rate profiles for the three dust cases below 5 km in the lower troposphere. For reference, the minimal dust day (10 September) is shown. Strong peaks in the heating profiles occur in the lowest layers between 0.5 and 0.6 km owing to the large absorption by surface dust. Note the reduced peak on 10 September as a result of the smaller dust AOTs (Fig. 7c). On average, the LW surface heating for the three dust cases varied from 0.25 to 0.30 K day\(^{-1}\), with maximum heating reaching nearly 0.6 K day\(^{-1}\) on 6 September (from case 1). These results are similar to those obtained by Highwood et al. (2003) during their study of Saharan dust during SHADE, where they reported a relative warming rate of up to 0.5 K day\(^{-1}\) below the dust layers. The average LW heating rate (\(\Delta T/\Delta t \approx 0.28 \text{ K day}^{-1}\)) can be translated to a surface DRE L,W (\(\Delta F\)) via the equation

\[
\Delta F = -\rho C_p \Delta Z \frac{\Delta T}{\Delta t},
\]

where \(\rho\) is the air density, \(C_p\) the specific heat capacity of air at constant pressure, and \(\Delta Z\) the dust layer thickness. Over a 24-h period, the surface DRE L,W ranges from 2 to 10 W m\(^{-2}\) for dust layers with thickness between 0.5 and 3 km, respectively, roughly the thickness observed by the MPL.

With the exception of 10 September, all average profiles exhibit positive heating from the surface to a height
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of about 1.5–2.0 km. Elevated dust, which may be entrained in the SAL, could explain the additional heating on 10 September and for those cases whose profiles display positive secondary peaks at higher altitudes. Areas of negative heating are likely associated with radiative cooling of the dust layers. Strong peaks in the heating profiles demonstrate the potential for dust to impact the surface temperatures and stability of the atmosphere through surface–air exchange processes.

4) SENSITIVITY TO DUST PARAMETERS

(i) Particle composition

Five dust models were employed, each having a uniquely defined set of refractive indices corresponding to pure quartz (Q), quartz internally mixed with 10% hematite (Q/H), and the clays illite (I), montmorillonite (M), and kaolinite (K). Although in reality dust particles are usually heterogeneous mixtures of many minerals, the analysis illustrates the large sensitivity of surface DRELW to dust particles defined by a single composition.

The bimodal lognormal size distribution from 19 September (Fig. 6) was used assuming E-S particles. For each composition, the surface DRELW was calculated for AOT ($\tau$) 0.05, 0.1, 0.2, 0.4, 0.8, and 1.0. We use the Fu–Liou model’s built-in desert-atmospheric profile, a constant surface albedo of 0.2 (from past spectroradiometer reflectance measurements) over the 15-SW bands, and an averaged surface emissivity of 0.98 (using the JPL ASTER spectral library for a quartz surface) over the 10 LW bands. Figure 11a shows the sensitivity of the surface DRELW to dust particle composition as a function of AOT. Each curve is marked according to mineral type. DRELW increases as AOT increases with a near-linear relationship. Interestingly, for the minerals evaluated, all except for illite exhibited a larger surface DRELW than Volz, ranging from ~0.5 W m$^{-2}$ in optically thin dust ($\tau = 0.05$) to ~20 W m$^{-2}$ for heavy dust conditions ($\tau = 1.0$). The large differences in surface DRELW may be attributed to the unique absorption features associated with pure minerals in the thermal IR (e.g., the classic absorption feature of quartz centered at 9.2 $\mu$m), whereas for bulk dust samples (e.g., Volz) the spectrum gets smoothed out owing to internal mixing of the component minerals. Illite is virtually indistinguishable from the Volz mineralogy, which is not surprising since illite was a primary component in the samples analyzed by Volz (1973). The quartz/hematite mixture exhibits the largest DRELW, followed by the clays kaolinite and montmorillonite. The surface DRELW for pure quartz also exceeds that for Volz, with relative differences of ~0.5–3.0 W m$^{-2}$ over the range of AOT. Clearly, the associated errors in the surface DRELW can be quite large depending on the component minerals and how they are partitioned. Employing the Volz refractive indices for this study is probably adequate, particularly since our measurements from Cape Verde are representative of transported Saharan dust, although errors in exact mineral composition are expected and...
will depend on which minerals are dominant and how the minerals get mixed.

(ii) Particle size

Three bimodal lognormal size distributions were used to test the sensitivity of surface $DRE_{LW}$ to particle size. Similar to the discussion in section 4, the size parameters ($r_{eff1}, s_{g1}$) for coarse-mode particles were iteratively adjusted, covering a range of effective radii—0.80, 1.17, and 1.70 μm with $s_{g1} = 1.96$—while keeping those for the fine-mode ($r_{eff2} = 0.25$ μm, $s_{g2} = 1.44$) constant. Additionally, size distributions with smaller coarse-mode contributions were evaluated using the size parameters $r_{eff1} = 0.25$ and 0.50 μm with $s_{g1} = 1.96$. The Volz refractive indices (Volz 1973) defined the mineral composition, and particles were assumed to be E-S. Figure 11b shows the range of surface $DRE_{LW}$ computed (average ±1-σ standard deviation) for each size distribution using dust case 3. When particle size increases, so too does the surface $DRE_{LW}$, where LW scattering and absorption are enhanced. The size distribution in Fig. 6 and the model fit to the PIR data (Fig. 8a) suggest that, although the fine-mode particles (≤0.5 μm) were more dominant during NAMMA, it is the larger particles in the size distribution that impact the $DRE_{LW}$. For particles in the size range of ~0.25–0.79 μm, Fig. 11b shows that the estimated error...
in surface DRE$_{LW}$ is approximately $\pm 2$ W m$^{-2}$. The surface DRE$_{LW}$ error increases when coarse-mode particles are dominant and can introduce an additional $5\, \text{W m}^{-2}$ of uncertainty for the range of sizes considered.

(iii) Particle shape

Kahnert et al. (2007) show the errors of assuming that E-S particles can be comparable to the uncertainties in the refractive index of dust minerals, demonstrating that particle asphericity can be important when calculating the DRE. Applying the 5% change in dust loading for an ensemble of oblate spheroids with aspect ratio 2.2 (section 4), radiative transfer calculations show the corresponding change in surface DRE$_{LW}$ to be $0.90 \pm 0.01$ W m$^{-2}$. Figure 11c shows the change in surface DRE$_{LW}$, relative to spheres (aspect ratio 1.0), for oblate spheroids when the aspect ratio increases to 2.2 and 3 for 1-$\mu$m-sized particles (black curves). As particle size increases, the shape parameter becomes more significant, as demonstrated in Fig. 11c for 2-$\mu$m-sized particles (gray curves). For the study period’s average optical depth of $\sim 0.4$, it is estimated that any errors associated with uncertainties in particle asphericity are $\leq 1$ W m$^{-2}$, but could be as high as $\sim 3$ W m$^{-2}$ or higher for particles with more extreme aspect ratios and sizes. Although dust particle shapes are usually more complicated in reality, with a complex range of particle shapes, sizes, and aspect ratios, this analysis illustrates the sensitivity of surface DRE$_{LW}$ to dust particles defined by a simpler geometry.

6. Summary

The diurnal variability of airborne dust amount was examined using AERI spectral data with emphasis on three separate dust events during the NAMMA field study. A previously developed method for detecting/retrieving dust IR AOT was applied. Two examples of daytime/nighttime time series of AERI-retrieved AOT were shown with comparisons made using retrieved AOT data at 0.5 $\mu$m from a collocated/coincident MFRSR and MPL, and from CALIPSO, to demonstrate the method’s reliability. The average IR AOT (10 $\mu$m) for the study period was about 0.37 while the average visible AOT (0.55 $\mu$m) was $\sim 0.52$, which accounts for the larger retrieval errors in heavy dust loading scenarios. A diurnal cycle with generally higher nighttime dust loading was identified during dust case 1 (6–8 September), possibly due to diurnal changes in the boundary layer dynamics, which could affect the dust loading or increased dust loading itself. Time series of retrieved AOT was then used in a broadband radiative transfer model to quantify the time-dependent instantaneous surface DRE$_{LW}$ for the three dust cases. The surface DRE$_{LW}$ for the study varied between 2 and 10 W m$^{-2}$ with daytime/nighttime means of 6.9 and 8.4 W m$^{-2}$, respectively, showing on average a slightly larger nighttime DRE$_{LW}$ of $\sim 1.5$ W m$^{-2}$. Surface DRE$_{LW}$ was found to vary linearly with AOT, which when extrapolated to unit AOT, yielded a DRE$_{LW}$ of $\sim 16$ W m$^{-2}\, \tau^{-1}$, nearly 42% of the diurnally averaged SW values measured during the SHADE field campaign. LW heating rates for dust were evaluated for the three dust cases and were shown to vary on average from 0.25 to 0.30 K day$^{-1}$ with maximum heating reaching nearly 0.6 K day$^{-1}$, enough to impact the local surface energetics. The TOA DRE$_{LW}$ was also assessed for the three dust cases and was found to vary from 2 to 11 W m$^{-2}$. Like the surface DRE$_{LW}$, TOA DRE$_{LW}$ varies linearly with AOT. The DRE$_{LW}$ at the TOA is about 13 W m$^{-2}\, \tau^{-1}$, which can be $>36\%$ of the diurnally averaged SW value obtained from previous studies.
Surface DRE$_{LW}$ computational errors correspond to uncertainties in particle microphysics and mineralogy. For the cases considered, the sensitivity studies showed that uncertainties in mineral composition are likely to be the largest source for error when calculating surface DRE$_{LW}$ and will strongly depend on which minerals are dominant and their exact mixture. For dust particles composed of pure minerals, the errors can be as high as 20 W m$^{-2}$ in high dust loading scenarios (AOT $\approx$ 1). Uncertainties in particle size can impact the surface DRE$_{LW}$ by $\pm$2 W m$^{-2}$ for size distributions dominated by fine-mode particles or up to 5 W m$^{-2}$ for those dominated by coarse-mode particles. Uncertainties in dust particle shapes can yield errors in the surface DRE$_{LW}$ in the range of 1–3 W m$^{-2}$ or higher depending on particle aspect ratio and size. For the shapes considered, a high dust loading scenario could impact the surface DRE$_{LW}$ by a factor of 2 over that for E-S particles. Certainly nonnegligible, the surface DRE$_{LW}$ can be an important parameter for assessing regional changes in surface temperatures and moisture budgets, and it has potential for modulating the atmospheric energetics. The DRE$_{LW}$ therefore represents an important component in the study of regional climate variation.
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