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ABSTRACT

An abrupt transition from a merged jet regime to a subtropical jet regime is analyzed using a two-layer modified quasigeostrophic (QG) spherical model. Unlike the common version of QG models, this model includes advection of the zonal mean momentum by the ageostrophic mean meridional circulation, allowing for a relatively realistic momentum balance in the tropics and subtropics. The merged jet is a single jet inside the Ferrel cell created by a merging of the subtropical and eddy-driven jets, and the subtropical jet is a mainly thermally driven jet at the Hadley cell edge. The maintenance of each type of jet depends on the dominant baroclinic modes. In the merged jet regime, the spectrum is dominated by intermediate-scale (wavenumbers 4–6) fast waves at the midlatitudes that grow close to the jet maximum. In the subtropical jet regime, the spectrum is dominated by long (wavenumbers 1–3) slow westward-propagating waves at high latitudes and somewhat weaker intermediate-scale slow waves at the midlatitudes. In the subtropical jet regime, waves equilibrate at weaker amplitudes than in the merged jet regime. A mechanism is found that explains why baroclinic instability is weaker in the subtropical jet regime, although the vertical shear of the mean flow is stronger, which has to do with the lower-level potential vorticity (PV) structure. The relevance of these results to the real atmosphere seems to hold in local zonal sections but not for the zonal mean.

1. Introduction

One of the most prominent features of the zonal mean flow in the atmosphere is the upper-tropospheric jet, which is a local maximum of the zonal wind. Two different processes may be responsible for creating jets in the atmosphere: one is advection of planetary angular momentum by the mean meridional circulation (MMC) and the other is convergence of eddy momentum flux (Lee and Kim 2003). Since the MMC in the tropics is driven mainly by thermal processes, the term “thermally driven jet” has been used to describe a jet created by the MMC, while jets created by eddy momentum flux convergence (EMFC) were referred to as “eddy-driven jets.”

Theoretically, a purely thermally driven jet may exist only in an axisymmetric model with no eddies (Held and Hou 1980), while a pure eddy-driven jet may exist in the absence of advection of planetary momentum—for example, in a turbulent model with latitudinally uniform baroclinic forcing (Panetta 1993). Each process would create a jet with different properties. In the troposphere, a thermally driven jet would be located at the subtropical edge of the Hadley cell, while an eddy-driven jet would be located inside the Ferrel cell where the EMFC is strongest. Since surface westerlies exist at the lower branch of the Ferrel cell, where the Coriolis force maintains them against the surface friction, the eddy-driven jet would continue from the upper troposphere to the surface, while below the thermally driven jet the surface wind would be close to zero, since there is no Coriolis force to balance the friction. It is expected that the location and structure of the jet would be an indication for the main mechanism creating the jet.

In the upper troposphere, a jet with a strong vertical shear that is located at the Hadley cell edge dominates the climatology of the zonal mean flow during winter in both hemispheres (Fig. 1) and is often referred to as a “subtropical jet.” There is a state where both a subtropical jet at the edge of the Hadley cell and an eddy-driven jet inside the Ferrel cell are present. This double jet state is seen, for example, above the North Atlantic (Eichelberger and Hartmann 2007) and in the Southern Hemisphere equinox. There is a state where a single jet is seen inside the Ferrel cell, as in the Southern Hemisphere summer
eddy-growing in the midlatitudes propagate meridionally in the upper troposphere. According to the Eliassen–Palm (EP) flux theorem, this meridional propagation is accompanied by a transfer of westerly momentum into the source region (Salmon et al. 2001), creating a barotropic jet in the midlatitudes. The baroclinicity of this jet is restored by surface friction and thermal driving, enabling waves to keep growing at the same latitude and maintain the jet by their momentum flux (Robinson 2006).

The maintenance of the subtropical jet in the presence of baroclinic eddies, however, is less clear. An analysis of the zonal momentum balance shows why this is not trivial. The zonal momentum budget in the upper troposphere is close to satisfying the following equation for the zonal mean momentum in steady state (Dima et al. 2005):

\[
\frac{f}{a \cos \phi} = \frac{1}{a \cos^2 \phi} \frac{\partial}{\partial \phi} \left[ \cos^2 \left( \phi \right) \cdot \left( u' \bar{v}' \right) \right], \tag{1}
\]

where \( f \) is the Coriolis parameter; \( a \) is Earth’s radius; \( u \) and \( v \) are the zonal and meridional winds, respectively; and \( \phi \) is the latitude. The overbar denotes zonal averaging and the prime denotes deviation from the zonal average (i.e., eddy component). An interesting outcome of Eq. (1) is that the EMFC (minus the rhs term) has to change sign where the meridional wind is zero [i.e., at the edges of the circulation cells (Korty and Schneider 2008)]. In the climatology of the seasonal cycle in the upper troposphere, the EMFC is always negative inside the Hadley cell and positive inside the Ferrel cell (Son and Lee 2005). This means that a subtropical jet at the Hadley cell edge is necessarily located where the EMFC is zero and that waves constantly try to displace it poleward, while the Coriolis force does the opposite. To the extent that the EP flux is nondivergent, the latitude of maximum EMFC is close to the latitude of maximum poleward heat flux and baroclinic growth, so that in a balanced state with a subtropical jet, baroclinic waves necessarily grow poleward of the jet latitude, as observed in the winter climatology of both hemispheres (Randel and Held 1991; Kim and Lee 2004). Two questions arise concerning the maintenance of the subtropical jet: Why does the jet remain at the edge of the Hadley cell rather than being displaced poleward into the Ferrel cell by eddy momentum fluxes? Why does the baroclinic growth occur far poleward of the jet latitude even though the subtropical jet has a strong vertical shear?

The poleward shift of the baroclinic growth relative to the subtropical jet may be attributed to the properties of the linear instability of the jet. Lee and Kim (2003) have

![Fig. 1. Climatology of the zonal mean zonal wind (shading, m s \(^{-1}\)) and meridional streamfunction (contours) as a function of pressure and latitude for (top) the NH summer/SH winter (JJA) and (bottom) NH winter/SH summer (DJF), based on the National Centers for Environmental Prediction–National Center for Atmospheric Research (NCEP–NCAR) reanalysis data for years 1969–2011. Thin solid, dashed, and thick solid contours are for positive, negative, and zero values of the streamfunction, respectively, with a contour interval \( 2 \times 10^{10} \) kg s \(^{-1}\).](image-url)
shown in a numerical study that for a relatively weak subtropical jet (with a peak of about 40 m s\(^{-1}\)) linear baroclinic instability occurs about 25° poleward of the jet, while for a strong jet (50 m s\(^{-1}\) or higher) instability occurs below the jet. The latter case raises the question how subtropical jets with a peak of more than 50 m s\(^{-1}\) are maintained in the atmosphere, since as explained above, it is not possible to maintain a jet at the edge of the Hadley cell in a steady state with baroclinic growth at the latitude of the jet. Nakamura et al. (2004) suggest that the poleward shift of the baroclinic growth region relative to the latitude of the subtropical jet is due to a strong surface temperature gradient in the midlatitudes, which is maintained by a feedback between the surface westerlies and the midlatitude oceanic front. This reasoning however does not explain why this poleward shift is found also in numerical models of the atmosphere, which do not include interaction with the ocean (Lee and Kim 2003; Kim and Lee 2004; Robinson 2006).

Analysis of an atmospheric model in a steady state with a subtropical jet may add to the understanding of the maintenance of this type of jet. While many aquaplanet atmospheric GCMs are able to reproduce a steady state with a single jet inside the Ferrel cell or a state with a double jet (e.g., Son and Lee 2005; Gerber and Vallis 2007; Eichelberger and Hartmann 2007), a steady state with a single jet that peaks at the edge of the Hadley cell is more difficult to achieve in such a model (S. Feldstein 2013, personal communication). It is possible to reproduce a steady state with a subtropical jet when the model is forced by radiative damping to an empirical profile (Kim and Lee 2004) or in a state with an unrealistically weak jet (Robinson 2006). However, we have not found a paper discussing the maintenance of a realistically strong subtropical jet in a model without empirical forcing.

In the present study, we explore the dynamics responsible for the maintenance of the subtropical and merged jet regimes and the transition between them. The transition between these two regimes may be abrupt as the external forcing is varied (Robinson 2006), indicating that a positive feedback in the internal dynamics of the system may be present. The role of the wave energy in this feedback is studied by gradually changing the static stability and the wave damping. The external forcing is varied as well in order to compare with previous studies and observations. The model was designed to contain only the minimal components necessary for qualitatively reproducing the characteristics of the zonal mean flow in the troposphere.

A description of the model is given in section 2. Section 3 shows the transition in the type of jet found in a parameter sweep of the model and discusses the mechanism of the transition. In section 4, the spectral properties of the waves in each flow regime are analyzed and compared with Southern Hemisphere observations. Section 5 discusses the results of a parameter sweep in which the tropical diabatic heating was varied and compares it with observational and numerical studies in the literature, revealing the relevance of the mechanisms found in the model to the atmospheric flow. The results are summarized section 6.

2. Model description

The numerical model was chosen to include the minimal components necessary for capturing the dynamics of the jet type transition. These include the interaction between the zonal mean zonal wind, the MMC, and the waves, which we will sometimes refer to as ‘‘eddies,’’ defined as deviations from the zonal mean. Radiative damping to an equilibrium profile and surface friction are also introduced to allow for a balanced state of the heat and momentum budget. The model has two layers in the vertical direction, representing the upper and lower troposphere and allowing for both baroclinic and barotropic processes. The waves are treated separately from the zonal mean flow to allow for the use of slightly different assumptions and to aid the conceptual separation between them. The nonlinear wave–wave terms are retained in the equations for the waves and for the mean flow. Hyperdiffusion removes the energy from the smallest scales.

The model equations are a version of the quasi-geostrophic (QG) equations on a sphere, but without neglecting the ageostrophic term representing the advection of zonal mean momentum by the MMC. This somewhat unusual set of approximations allows for a qualitatively realistic zonal mean momentum balance while retaining the simplicity of the QG framework. An elaborate derivation and justification of the model equations is given in appendices A and B. The model equations are a two-layer version of the following equations: (i) the zonal mean geostrophic wind equation with the ageostrophic advection terms and surface friction included, (ii) the wave potential vorticity (PV) equation with surface friction and radiative relaxation to zero temperature anomaly, and (iii) a diagnostic equation for the ageostrophic zonal mean meridional wind. The first two are given by

\[
\frac{\partial \mathbf{U}_g}{\partial t} = \left( 2 \frac{\partial}{\partial \mu} - \frac{1}{a} \frac{\partial \mathbf{U}_g}{\partial \mu} \right) \mathbf{V}_a - \frac{\partial \mathbf{U}_g}{\partial z} \mathbf{w}_a - \frac{1}{a} \frac{\partial (\mathbf{U}_g \mathbf{V}_a)}{\partial \mu} \frac{\mathbf{U}_g}{\tau_f} \delta(z) \quad \text{and} \quad (2)
\]
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\[
\frac{\partial q'}{\partial t} = -\frac{U_g}{a(1-\mu^2)} \frac{\partial q'}{\partial \lambda} - \frac{V_g}{a} \frac{\partial q'}{\partial \mu} - \left[ \frac{U'_g}{a(1-\mu^2)} \frac{\partial q'}{\partial \lambda} \right]' - \left( \frac{V'_g}{a} \frac{\partial q'}{\partial \mu} \right)' - \frac{\nabla^2 \psi'}{\tau_f} \delta(z) - \frac{1}{\tau_f} \left( \frac{2\Omega\mu}{N} \right)^2 \frac{\partial^2 \psi'}{\partial z^2},
\]

where \(U = u \cos \phi; V = v \cos \phi; \mu = \sin \phi;\) subscripts g and \(a\) denote the geostrophic and ageostrophic components, respectively; \(q\) is PV; \(\psi\) is the streamfunction from which \(U_g\) and \(V_g\) are derived [see Eqs. (A5a), (A5b)]; \(\nabla^2\) is the spherical horizontal Laplacian operator; \(\lambda\) is the longitude in radians; and \(\Omega, a, \tau_f,\) and \(\tau_r\) are Earth’s rotation rate, Earth’s radius, the surface friction time scale, and the radiative damping time scale, respectively. The relation between \(\psi'\) and \(\psi\) is given by the perturbation from the zonal mean of Eq. (A1). The full two-layer model equations [Eqs. (A7a), (A7b), (A9), (A10a), (A10b)] and their derivation are given in appendix A. The two layers have equal thickness and the variables at the upper and lower layers are taken at the middle of each layer and denoted by subscripts 1 and 2, respectively.

The equations depend on several parameters. The following parameters were fixed in all the model integrations: \(a = 6370\,\text{km}; \Omega = 7.3 \times 10^{-5}\,\text{s}^{-1}\), the Brunt–Väisälä frequency \(N = 10^{-2}\,\text{s}^{-1}\), and numerical diffusion coefficient \(\nu\). The parameters \(\tau_f, \tau_r,\) and \(\epsilon = 8(a\Omega/NH)^2\) were varied between the model integrations, where \(\epsilon\) was varied by changing \(H\), which is the thickness of each layer of the model. Note that \(H\) and \(N\) appear in the equations only through \(\epsilon\); therefore increasing \(H\) is equivalent to increasing \(N\) (i.e., increasing the static stability). The numerical diffusion coefficient was given different values for the mean flow and the waves owing to the different typical length scales. In all the integrations presented in this paper the numerical diffusion coefficients were \((\nu)_{\text{MF}} = 4 \times 10^{14}\,\text{m}^2\text{s}^{-1}\) for the mean flow and \((\nu)_{\text{WV}} = 6 \times 10^{16}\,\text{m}^4\text{s}^{-1}\) for the waves. Those are the minimal values needed to prevent the accumulation of energy in the smallest scales. Also \(\tau_f\) and \(\tau_r\) were given different values for the mean flow and the waves in order to examine the role of the wave energy. The damping time scales for the mean flow were the same for all integrations: \((\tau_f)_{\text{MF}} = 10^{-6}\,\text{s}^{-1}\), which is equivalent to a radiative damping time scale of about 11.6 days, and \((\tau_r)_{\text{MF}} = 3 \times 10^{-6}\,\text{s}^{-1}\), which gives a surface friction time scale of about 3.9 days. The wave damping time scales \((\tau_f)_{\text{WV}}\) and \((\tau_r)_{\text{WV}}\) were varied between the model integrations by changing a wave damping parameter, \(r\), such that \(1/(\tau_f)_{\text{WV}} = r/(\tau_f)_{\text{MF}}\) and \(1/(\tau_r)_{\text{WV}} = r/(\tau_r)_{\text{MF}}\). Note that larger values of \(r\) correspond to stronger wave damping. One set of integrations includes additional tropical diabatic heating, as explained in section 3c. The intensity of the heating is controlled by a parameter \(D\) (defined in section 3c).

The radiative equilibrium profile of the thermal wind \((U_T)_E(\phi)\) was the same in all model integrations presented in this paper:

\[
\begin{align*}
(U_T)_E(\phi) &= \begin{cases} 
(U_T)_0 \cos \phi \cot \phi (\sin \phi - \sin \phi_0) & \text{for } |\phi| > \phi_0 \\
(U_T)_E(\phi) = 0 & \text{for } |\phi| \leq \phi_0
\end{cases}
\end{align*}
\]

where \((U_T)_E\) is defined as half the difference between \(U\) in the two layers, \((U_T)_0 = 15\,\text{m}\text{s}^{-1}\), \(\phi_0 = 10^\circ\). This profile is based on the radiative equilibrium temperature profile of Lindzen and Hou (1988), which satisfies \(\theta_e \sim (\sin \phi - \sin \phi_0)^2\). Using the thermal wind relations, \((\sin \phi)(\partial u/\partial z) \times \partial \theta/\partial \phi\) gives \(U_T \propto \cos \phi_0(\sin \phi - \sin \phi_0)\). This profile causes the Hadley cell ascending branch to be concentrated around \(\phi_0\) and is meant to simulate winter conditions for the Southern Hemisphere.

We focus in this paper only on winter conditions, where we found a clear transition between a merged and a subtropical jet regime.

Three sets of model integrations were conducted (Table 1), and in each one a different parameter was varied: In set H, the layer thickness \(H\) was varied in order to control the energy of the waves while keeping the same damping parameters for the waves and the mean flow—\(H\) is increased, the vertical shear is decreased for a given \(\tau_f\) and \(\tau_r\) and the flow becomes less baroclinically unstable. The layer thickness appears not only in the vertical shear of the mean flow, but in every term in the equations that includes a vertical derivative—for example, the stretching term in the definition of the PV [last term on the rhs of Eq. (A1)]—thus increasing \(H\) increases the role of barotropic processes relative to baroclinic processes. In set D, the tropical diabatic heating parameter \(D\) is varied to show the similarity to set H and emphasize the role of the wave amplitude in the transition that appears as \(H\) is varied. In set D, the tropical diabatic heating parameter \(D\) is varied in order to test the role of external forcing in determining the flow regime.

All model integrations had the same initial conditions. The initial conditions for both the mean and the waves were taken from day 175 of an integration that was initiated by a Gaussian meridional profile for the upper-layer zonal mean wind \(U_1\) with zero surface winds and a small-amplitude wavenumber-6 disturbance with a Gaussian profile of \(\sigma_{\phi_1}^2\) and \(\sigma_{\phi_2}^2\). These conditions were used in order to save time for the adjustment of the system to steady state. We assume insensitivity of the final
steady state to initial conditions and a few tests support this. All integrations were conducted for 1500 model days and then averaged over a statistically steady-state period, which was the last 1000 days for most integrations, except for those near the jet-type transition line, for which equilibration took longer and will be mentioned explicitly in the text.

3. A jet-type transition

From the three sets of parameter sweeps described in Table 1, it was found that the properties of the statistically steady-state mean-flow change abruptly as the parameters $H$, $r$, or $D$ each reach a critical value. Figure 2 shows the upper-layer mean zonal wind $\overline{u}$ and the baroclinic mean meridional wind $\overline{v}$ [obtained from Eq. (A9)] as a function of latitude and parameter (Figs. 2a,b) and the lower-layer mean zonal wind $\overline{u}_2$ and $\overline{v}_2$ (Figs. 2c,d) for sets H and r. (The same variables for set D are shown in Fig. 8 and discussed separately in section 5.) All variables are time averages over the statistically steady-state period, which is from days 500 to 1500 for all integrations, except for $H = 9.7$ and $H = 9.8$ from set H, for which the statistically steady averaging period is from days 1200 to 1500 and days 800 to 1500, respectively.

It is seen from Figs. 2a–d that for $H \approx 9.6$ in set H and $r \approx 1$ in set r the upper-layer zonal wind maximum is located inside the Ferrel cell with strong westerlies below, while for $H = 9.7$ in set H and $r \approx 1.2$ in set r the latitude of the maximum zonal wind shifts abruptly toward the Hadley cell edge with zero surface winds below. At the same point in the parameter space, marked by vertical solid lines in Fig. 2, the meridional circulation and the surface winds become much weaker. This is clearly a transition between two flow regimes: the latter (with $H \approx 9.7$ and $r \approx 1.2$) has the characteristics of a subtropical jet regime, while the former (with $H \approx 9.6$ and $r \approx 1$) can be viewed either as an eddy-driven or a merged jet regime. A closer look reveals that for $H \leq 8.5$ and $r \leq 0.5$, the system is in a double jet regime, with a weak subtropical jet and a strong eddy-driven jet, and for $8.8 \leq H \leq 9.6$ and $0.7 \leq r \leq 1$ the two jets merge into one, so we refer to it as a merged jet regime. The transition from a double jet to a merged jet regime is marked by vertical dashed lines in Fig. 2. The difference between the double and merged jet regimes is manifested not only by the existence of a weak subtropical jet inside the Hadley cell but also by a change in the dominant wave-numbers (Fig. 4, described below), a change in the local Rossby number near the Hadley cell edge (Figs. 2e,f, described below), and a change in the time variability of the zonal mean zonal wind (not shown), which is characterized by meandering of the jet in the double jet regime and pulsing of the jet in the merged jet regime. The double jet regime and the transition between it and a merged jet regime have been dealt with in the literature (Son and Lee 2005; Gerber and Vallis 2007; Eichelberger and Hartmann 2007) and we will refer to them in a subsequent paper. Here we shall focus on the more abrupt transition between the merged jet regime and the subtropical jet regime, which has not received much attention.

As explained in the introduction, we expect to find that a subtropical jet would be driven mainly by advection of planetary momentum by the MMC inside the Hadley cell. According to Eq. (1), in a steady state with a meridional circulation and no wave fluxes, the advection of planetary momentum by the MMC, represented by the Coriolis force, is balanced by the advection of relative momentum by the MMC and the absolute angular momentum is conserved (Held and Hou 1980). In this state, the local Rossby number, which is defined as minus the vorticity of the zonal mean flow divided by the Coriolis parameter [Ro = $-\overline{\zeta}/f$, where $\overline{\zeta} = -[\partial \cos(\phi) \overline{u}]/[\partial \cos(\phi) \partial \phi]$ and $f = 2\Omega \sin(\phi)$], would be equal to 1 (Walker and Schneider 2006; Schneider and Bordoni 2008). As the Rossby number is closer to zero, the negative EMFC inside the Hadley cell is stronger, meaning that the eddies weaken the zonal mean wind inside the Hadley cell. Figures 2e and 2f show the Rossby number as a function of parameter and latitude, with lines marking the subtropical Hadley cell edge. Since the Rossby number is not well defined near the equator, we show its values only at latitudes higher than 10°S. In the merged jet regime, the Rossby number does not exceed 0.3 in the latitudes between 15°S and the edge of the Hadley cell, which means that the main balance there is between the EMFC and the Coriolis force. At the transition between the double jet and merged jet regimes,
FIG. 2. Mean-flow time-averaged variables for the parameter sweeps from set H and set r (see Table 1) as a function of latitude and parameter. Zonal wind in the (a),(b) upper layer and (c),(d) lower layer (shading, m s\(^{-1}\)). Baroclinic meridional wind (contour interval is 0.2 m s\(^{-1}\)). Thin dashed and thin solid contours represent negative and positive values, respectively. Thick contour is for \(v_T = 0\), marking the edges of the circulation cells. (e),(f) Local Rossby number (Ro, shading; see text). Thick contour is for \(v_T = 0\). (left) Set H and (right) set r. Vertical dashed and solid lines mark the transitions from a double jet to a merged jet regime and from a merged jet to a subtropical jet regime, respectively (see text).
there is a slight increase in the Rossby number near the Hadley cell edge, meaning that the degree of angular momentum conservation at the subtropics in the merged jet regime is higher than in the double jet regime, which gives further justification to classify this regime as merged rather than eddy driven. At the transition to the subtropical jet regime, the Rossby number becomes higher than 0.6 inside the Hadley cell. This means that indeed in the subtropical jet regime the advection of relative momentum by the MMC becomes larger than the EMFC, although the EMFC is still significant since the Rossby number is less than 1.

To further investigate the transition, we look at the wave fluxes for set H. Set r and set D show qualitatively similar results. Figure 3a shows the EMFC in the upper layer and the southward eddy heat flux as a function of latitude and $H$. The EMFC is defined as $EMFC_1 = -(1/a \cos^2 \phi) \partial \partial \phi (\sin^2 \phi (u^1 v^1)) / \partial \phi$ and the southward heat flux is $(-Vb')$, where $b'$ is the wave’s buoyancy (see Eq. (A2)). It is seen that both the EMFC and the heat flux become weaker at the transition to the subtropical jet regime. The eddy kinetic energy (not shown) also shows an abrupt decrease at the transition. In the merged jet regime, the heat flux is maximal close to the jet latitude where $\overline{\mu_{\text{H}}}$ is maximal, while in the subtropical jet regime, it is displaced to higher latitudes far from the jet. For example, for $H = 9 \text{ km}$, $\overline{\mu_{\text{H}}}$ is maximal around 45°S and the heat flux is maximal around 40°S, while for $H = 11 \text{ km}$, $\overline{\mu_{\text{H}}}$ is maximal around 30°S and the heat flux is maximal around 50°S.

An explanation of the jet-type transition should include the mutual interactions between the waves and the mean flow. In terms of the effect of waves on the mean flow, the above results show that a merged jet is maintained when eddy kinetic energy and fluxes are stronger and a subtropical jet exists when eddies are weaker and less able to displace the jet poleward. In addition, both the EMFC and the heat flux in the subtropical jet regime are not only weaker, but also located far poleward of the jet core, allowing for a subtropical jet to be maintained by a balance mainly between the Coriolis force and the advection of momentum by the MMC, expressed by a large Rossby number. In terms of the effect of the mean flow on the waves, an explanation is needed for the abrupt decrease in wave energy at the transition to the subtropical jet regime, noting that the subtropical jet has a stronger vertical shear, and so it may be expected to be a source for stronger baroclinic instability. The change in the heat flux latitudinal structure suggests that in the subtropical jet regime, baroclinic instability occurs at latitudes much higher than the jet latitude. To better understand the effect of the mean flow on the waves, we look at the mean PV gradient.

Figures 3b and 3c show the mean PV gradient and the logarithm of the normalized wave PV amplitude for both layers for set H. The other two sets show a qualitatively similar behavior. The wave PV amplitude is defined as the time average of $\left(\frac{\partial^2}{\partial^2} \right)^{1/2}$. The logarithm was taken to allow easy comparison between model integrations since the wave PV amplitude assumes a wide range of values. Normalization is done by the maximum over $H$ and latitude. In the merged jet regime, the upper-layer wave amplitude is maximal where the upper-layer
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PV gradient is maximal, which is at the jet core (around 45°S for $H = 9$ km), and the lower-layer wave amplitude is maximal at the same latitudes, but with a much wider distribution. In the subtropical jet regime, the upper-layer wave amplitude has two local maxima: one where the upper-layer PV gradient is maximal, near the jet core (around 25°S for $H = 11$ km), and the other above the lower-layer maximum wave amplitude (around 50°S for $H = 11$ km). The lower-layer PV gradient is positive at the latitude of the jet and equatorward of it in the subtropical jet regime, as seen by the area above the zero contour in Fig. 3c. Since the Charney and Stern criterion for baroclinic instability (Charney and Stern 1962) requires that the PV gradient would change sign inside the domain and since the upper-layer PV gradient is positive everywhere, this configuration of the PV gradient causes the lower-layer wave PV amplitude and the eddy heat flux to be concentrated where the lower-layer PV gradient is negative, far poleward of the jet core in the subtropical jet regime. It should be noted that the reason for the positive PV gradient at low latitudes is the $\beta$ effect: the meridional gradient of the planetary vorticity. The contribution of $\beta$ to the PV gradient is not affected by the mean flow, but as the jet moves equatorward, it becomes closer to the latitude where $\beta$ is large enough to make the lower-layer PV gradient positive.

The above results suggest that the mechanism of the jet-type transition is as follows. At upper levels, the large PV gradients associated with the meridional curvature of the jet act to concentrate the upper-level waves at the jet core. As the jet moves equatorward closer to the latitude at which the $\beta$ effect dominates and makes the lower-level PV gradient positive, as in the subtropical jet regime, baroclinic instability becomes less efficient. The baroclinically unstable normal modes, which grow because of a mutual amplification and phase locking of the upper-level waves on the positive PV gradient region, and the lower-level waves on the negative PV gradient region are now tilted equatorward with height, which makes their interaction less efficient (Heifetz et al. 2004). This reduction in the efficiency of the instability causes the waves to saturate at a lower amplitude so that their poleward momentum flux becomes weaker and the jet is shifted equatorward to the edge of the Hadley cell, where it is maintained by the advection by the MMC, thus creating a positive feedback loop. This feedback may explain the abruptness of the transition. The fact that set $r$ shows the same regime transition as in set $H$ indicates that it is the change in the amplitude of the waves that triggers the regime transition as $H$ is varied.

A decrease in the wave energy as the subtropical jet becomes stronger was found also in the observational studies of Nakamura and Sampe (2002) and Nakamura and Shimpo (2004), which showed that when the subtropical jet is strong, the upper-level waves are trapped in the jet core and are separated from the lower-level baroclinic zone in the midlatitudes, making the baroclinic interaction inefficient. It should be noted that the confinement of the lower-level waves to middle and high latitudes was attributed in these studies to the location of the oceanic frontal zone that maintains the low-level baroclinicity and not to the $\beta$ effect as we find in our model. They use the Eady growth rate as a measure of baroclinicity, as commonly used, yet this measure ignores the $\beta$ effect, which also affects the baroclinicity.

4. Spectral analysis of the waves

a. Waves in the model

The structure and intensity of the wave heat and momentum fluxes change significantly at the transition from a merged to a subtropical jet regime, as seen in Fig. 3. It is useful to look at the spectral properties of the waves in order to understand better the source of this change in the wave structure and how it is controlled by the shape of the mean flow in each regime. Figure 4 shows the logarithm of the power spectrum of the upper-layer wave PV, normalized by its maximum value ($\log\{P(q')/\max[P(q')]\}$, where $P$ is the power spectrum), as a function of the zonal wavenumber $m$ and $H$ for set $H$. The normalization is done in order to compare easily between integrations with different parameters and different wave amplitudes. The transition in the type of jet is accompanied by a transition in the dominant wavenumbers: in the merged jet regime ($8.8 \leq H \leq 9.6$) wavenumber 5 is the most dominant, while in the subtropical jet regime ($H \geq 9.7$), it is significantly weaker, and wavenumbers 2 and 3, which become slightly stronger, are the dominant ones. The transition from a double jet to a merged jet regime described in section 3 is clearer when looking at the spectrum, which changes from being relatively wide and dominated by wavenumber 4 in the double jet regime ($H \leq 8.5$) to the narrow spectrum of the merged jet regime with a dominant wavenumber 5.

Figure 5 shows the upper-layer EMFC phase speed spectra and the time-averaged $\overline{\pi_T}$ and $\overline{\pi_Y}$ for two examples from set $H$: the $H = 9$ km integration, denoted by “MJ” (Fig. 5a), which is an example of a merged jet regime integration, and the $H = 10$ km integration, denoted by “STJ” (Fig. 5c), which is an example of a subtropical jet regime integration. Other integrations from each regime show qualitatively similar results. The EMFC spectra were calculated according to the method described in Randel and Held (1991) as the phase speed cospectra.
of $v'_1$ and $q'_1$. Lines of constant angular phase speed were added for reference. For each line, the phase speed is $c = c_0 \cos(\phi)$, where in Fig. 5a $c_0 = 18$ and 26 m s$^{-1}$ and in Fig. 5c $c_0 = -4$ and 9 m s$^{-1}$. Figures 5b and 5d show the time and zonal average of the total EMFC as a function of latitude for the two integrations.

For the merged jet example ($H = 9$ km; Fig. 5a), the strong convergence of eddy momentum flux at the mid-latitudes and divergence at the subtropics are contributions from waves with relatively well defined phase speeds. The lines of constant angular phase speed with $c_0 = 18$ and 26 m s$^{-1}$ fit well with the two major peaks of the EMFC. Slower and faster waves have weaker contributions. A decomposition of the EMFC phase speed spectrum to contributions from different wavenumbers (not shown) shows that the convergence at midlatitudes around the $c_0 = 26$ m s$^{-1}$ line comes from wavenumbers 4–6, while the divergence at the subtropics comes from wavenumbers 5 and 6. The convergence and divergence around the $c_0 = 18$ m s$^{-1}$ line comes mainly from wavenumber 5. The divergence near 70°S at very low phase speed comes from wavenumber 2.

For the subtropical jet example ($H = 10$ km; Fig. 5c), there is very little divergence of eddy momentum flux at the subtropics and the EMFC pattern shows mainly convergence at the midlatitudes and divergence at high latitudes, which come from a relatively wide range of phase speeds. The peak of the convergence at midlatitudes (around 45°S) is around the line of $c_0 = 9$ m s$^{-1}$, with a secondary peak at a lower phase speed near latitude 35°S. The divergence at high latitudes has two major peaks near the lines $c_0 = -4$ and 9 m s$^{-1}$, with contributions also from phase speeds in between and lower. A decomposition of the EMFC phase speed spectrum to contributions from different wavenumbers (not shown) shows that the convergence at midlatitudes around the $c_0 = 9$ m s$^{-1}$ line comes from wavenumbers 3 and 4, while the secondary peak at the subtropics comes from wavenumber 5. The high-latitude divergence around the $c_0 = 9$ m s$^{-1}$ line comes from wavenumbers 3–5, while the divergence from the westward-propagating waves ($c_0 = -4$ m s$^{-1}$ and lower) comes from wavenumbers 1–3 and 5.

The picture that arises from this analysis is that there is a range of modes that may be divided into two main categories: westward-propagating slow long waves (wavenumbers 1–3), which contribute to eddy momentum flux divergence at high latitudes, and eastward-propagating intermediate scale waves (wavenumbers 4–6) at midlatitudes, which contribute to eddy momentum flux convergence at the midlatitudes and divergence at the subtropics and high latitudes. Both types of modes exist in both regimes, while the intermediate-scale midlatitude modes are more dominant in the merged jet regime and the long high-latitude modes are more dominant in the subtropical jet regime. In addition, the phase speed of the intermediate-scale midlatitude modes is slower in the subtropical jet regime, which may be attributed to the weaker surface westerlies. The Fjortoft criterion for instability (Fjortoft 1950) requires that $\overline{u} - c$ have the same sign as the PV gradient, which means that the phase speed should exceed the lower-layer mean wind speed. As seen in Fig. 5 in both cases, the phase speed is always above, or very close to, the lower-layer zonal mean wind speed.

An analysis of the normal modes of the time-averaged mean flow for each case may add another insight to the effect of the mean flow on the dominant modes. Figure 6 shows properties of the three leading normal modes for each of the examples shown in Fig. 5. The normal modes are the eigenvectors of the linear wave equations when the mean flow is the time-averaged $\overline{\mathbf{u}}_g$ and $\overline{\mathbf{q}}_g$ in the upper and lower layers, respectively. The linear equations are Eqs. (A10a) and (A10b) but without the nonlinear wave–wave terms and without the radiative damping, friction, and numerical diffusion terms. The leading modes are the modes with the highest growth rate from all zonal wavenumbers. Figures 6a and 6c show the upper-layer wave PV amplitude for each normal mode $|q_1|$ and the upper-layer time-averaged wave PV amplitude from the model (defined in section 3) as a function of latitude, each normalized by its maximum value.
For both examples, there is a clear connection between the latitudinal structure of the waves in the model and that of the leading normal modes. For the merged jet example, there is a peak in the amplitude near the jet maximum (Fig. 6a, thick vertical dashed line), both in the model and for the three leading normal modes (that have wavenumbers 5, 6, and 4). A secondary peak around 75°S comes from longer waves, which correspond to normal modes with a weaker growth rate (not shown).

For the subtropical jet example there are two peaks that are similar to those of the normal mode with wavenumber 4: one around 30°S near the jet core (Fig. 6c, thick vertical dashed line) and the other around 50°S, near the maximum amplitude of the lower-layer wave (see Fig. 3c, at H = 10). Another peak around 75°S fits well with the peak of the normal modes with wavenumbers 2 and 3. In both examples, the intermediate-scale normal modes have sharp peaks at the critical levels, which do not appear in the model owing to nonlinear wave breaking and numerical diffusion. The critical levels are marked by thin vertical dashed lines in Figs. 6a and 6c and are calculated by taking $c_0 = 26$ and $c_0 = 10$ m s$^{-1}$ in the MJ and STJ examples, respectively.

The connection between the modes in the model and the linear normal modes is further established by comparing their phase speeds. The three leading normal modes in the merged jet example are obtained for wavenumbers 5, 6, and 4 and have phase speeds $c_0 = 25.4$, 26.5, and 25.1 m s$^{-1}$, respectively, which fits well with the line of $c_0 = 26$ m s$^{-1}$ in Fig. 5a. The line of $c_0 = 18$ m s$^{-1}$ in Fig. 5a is related to another mode, which is the second most unstable mode for wavenumber 5. The three leading normal modes in the subtropical jet example are obtained for wavenumbers 2–4 and have phase speeds $c_0 = −7.7$, −4.3, and 10.1 m s$^{-1}$ respectively. The westward-propagating long normal modes are related to the modes in the model near the $c_0 = −4$ m s$^{-1}$ line in Fig. 5c, while the third normal mode (with wavenumber 4) is related to the modes near the line $c_0 = 9$ m s$^{-1}$.

Figures 6b and 6d show the latitudinal structure of the EMFC for the three leading normal modes and for the model. The convergence of eddy momentum flux in the merged jet example near 50°S seen in Figs. 5a and 5b appears also for the leading normal modes. The divergence at the subtropics and high latitudes is more spread over latitude in the model than for the linear modes, as...
may be expected owing to nonlinear wave breaking. In the subtropical jet example, the convergence at the midlatitudes fits well with the EMFC pattern of the mode with wavenumber 4, while the strong divergence at high latitudes is collocated with that of the first two modes that have wavenumbers 2 and 3.

The above analysis shows that the configuration of the mean flow in each regime “selects” the dominant modes by allowing specific normal modes to grow faster. In the merged jet regime, when the jet is located at the midlatitudes and the surface winds are strong, the modes that grow most efficiently are intermediate-scale modes with relatively high phase speeds. In the subtropical jet regime, when the upper-layer jet is located at lower latitudes where the $\beta$ effect suppresses baroclinic instability, the growth of the intermediate-scale waves at midlatitudes is weaker and their phase speeds are lower because of the weaker surface westerlies. Long westward-propagating waves become dominant, growing baroclinically at high latitudes where the surface wind is westward and the upper-layer wind is eastward. These waves are trapped at high latitudes, since the surface winds are eastward at the midlatitudes, violating the Fjørtoft criterion for instability.

b. Comparison with Southern Hemisphere observations

The properties of the wave fluxes found in each regime in the model can be compared with those of similar regimes in the atmosphere. The merged jet and subtropical jet regimes in the model may be compared with the Southern Hemisphere summer and winter climatology, respectively (see Fig. 1). We prefer not to relate to the Northern Hemisphere winter, since it is characterized...
by a strong breaking of the zonal symmetry,\textsuperscript{1} which does not exist in the model, and not to the Northern Hemisphere summer, when the jet is weak and more difficult to classify.

Figure 7 shows plots of the spectra of the wave fluxes in the Southern Hemisphere winter and summer, taken from the observational studies of Randel and Held (1991) and Kim and Lee (2004). Figures 7a–d show the EMFC at 300 hPa and heat flux at 700 hPa from transient eddies as a function of latitude and phase speed for the Southern Hemisphere winter and summer from Kim and Lee (2004). Figures 7e and 7f show the heat flux as a function of wavenumber and phase speed for 47° S in summer and winter, from Randel and Held (1991). In the Southern Hemisphere summer, the heat flux and EMFC are both maximal around the jet latitude (between 45° and 55° S) and the peak of their spectrum is at relatively high wavenumbers (wavenumber 6) and large phase speeds (10–15 m s\textsuperscript{−1}), while in the Southern Hemisphere winter the heat flux maximum (at 45°–65° S) is far from the jet latitude (at 25°–30° S), and its spectrum is maximal at lower wavenumbers (4 and 5) and lower phase speeds (5–10 m s\textsuperscript{−1}) and the EMFC is slightly weaker and comes mainly from slow waves (5–10 m s\textsuperscript{−1}) at latitudes around 35° S and fast waves (10–15 m s\textsuperscript{−1}) at midlatitudes (around 50° S). At high latitudes (60°–80° S), there is an increase in the heat flux and eddy momentum flux divergence at very low and negative (westward) phase speeds in winter compared to summer. These fluxes at high latitudes can be attributed to long waves (wavenumbers 1–3; e.g., Mechoso and Hartmann 1982).

These characteristics of the heat flux and EMFC in the Southern Hemisphere summer and winter are very similar to what we find in our model’s merged and subtropical jet regimes, respectively (Figs. 3a, 4, and 5), only in our model the fast waves in the subtropical jet regime are very weak and accordingly the total EMFC at the midlatitudes is weak unlike in the Southern Hemisphere winter, probably due to the fact that while the flow regime in the Southern Hemisphere winter is a double jet regime in which the subtropical jet is stronger than the eddy-driven jet, the subtropical jet regime in our model does not have a significant eddy-driven jet. The resemblance of the properties of the waves in our model to those of the waves in the appropriate regimes in the atmosphere implies that the mechanism of the transition found in the model may be relevant for the atmosphere as well.

### 5. The effect of tropical heating

As shown in section 3 for the parameter sweeps of sets H and r, a transition from a merged jet regime to a subtropical jet regime occurs when the MMC and the wave fluxes both become weaker. The parameters H and r both control the wave energy and the transition implies that a feedback between the waves and the mean flow is present. To assess the relevance of the results to the atmospheric flow and to compare with previous studies, we examine the effect of a change in the external forcing on the regime transition. For this purpose, we performed a parameter sweep over the parameter D (set D in Table 1), which multiples a term of tropical diabatic heating in the heat equation (see section Ac). The values of the parameters H and r, which were held constant is set D, were chosen so that for D = 0, the system is in the subtropical jet regime. Figure 8 shows $\mathcal{H}$ and $\mathcal{T}$ (Fig. 8a) and $\mathcal{H}$ and $\mathcal{T}$ (Fig. 8b) as a function of latitude and D. Figure 8c shows the Rossby number as a function of latitude and D, with lines marking the subtropical Hadley cell edge.

\begin{itemize}
  \item It is seen from Fig. 8 that for low tropical heating (D ≤ 0.5), the flow is in the subtropical jet regime and for high tropical heating (D ≥ 0.65), there is a transition to the merged jet regime, similar to the transitions seen in Fig. 2 when H and r are decreased. The transition to a merged jet regime as the tropical heating is increased is due to the enhancement of the MMC; as the tropical heating is increased, the Hadley circulation becomes stronger, since the adiabatic cooling associated with the rising branch of the Hadley cell acts to balance the diabatic heating. As the mean meridional wind becomes stronger, the EMFC becomes stronger as well, which is consistent with the momentum balance condition for the zonal mean flow expressed in Eq. (1), leading to a transition to a merged jet regime.
  \item The transition to a merged jet regime as the Hadley cell strengthens may seem unrealistic, since in the atmosphere a subtropical jet is observed mainly in winter when the Hadley cell is strong. However, a comparison with other numerical and observational studies offers a few possibilities for interpreting this connection between tropical heating and the dominant type of jet.
\end{itemize}

---

\textsuperscript{1} In the Northern Hemisphere winter, different flow regimes may be identified by zonally averaging over certain longitudinal sectors (Eichelberger and Hartmann 2007). A classification of these regimes according to the categorization suggested in this paper will be discussed in a separate paper, but it should be mentioned that when looking at the location of the maximum zonal wind relative to the latitudes of ascent and descent, it seems that above the Pacific Ocean the jet is located inside the Ferrel cell, similar to the merged jet regime, while above Asia, it is closer to the edge of the Hadley cell, similar to the subtropical jet regime. However, comparing the dominant modes raises the possibility that the regime above the North Pacific is close to the subtropical jet regime, since westward-propagating long waves in high latitudes were observed there by Kushnir (1987), similar to what we find in the subtropical jet regime in our model.
FIG. 7. (a),(b) Cospectra of the EMFC at 300 hPa as a function of zonal phase speed and latitude for the SH summer and winter. Contour interval is $2 \times 10^{-7} \text{m s}^{-2}$ and zero contours are omitted. Solid (dotted) contour lines represent the eddy momentum flux convergence (divergence). Thick solid and dashed lines represent the 300 hPa and the surface zonal mean zonal winds, respectively. (c),(d) Eddy meridional heat flux at 700 hPa for the SH summer and winter. Contour interval is 0.05 K m s$^{-1}$ and zero contours are omitted. Solid (dotted) contour lines represent the equatorward (poleward) eddy meridional heat flux. (e),(f) Wavenumber–phase speed covariance spectra for mid-latitude (47°) low-level (700 hPa) heat flux for the SH summer and winter. Contour interval is 0.03 K m s$^{-1}$ $\Delta c^{-1}$. (a)–(d) After Kim and Lee (2004) and (e),(f) after Randel and Held (1991).
The results of set D should be compared with cases in which tropical heating was increased when the reference state had a single subtropical jet at the edge of the Hadley cell. Many studies examined the effect of increased tropical heating when the reference state had either a double jet or a single jet inside the Ferrel cell (Chang 1995; Son and Lee 2005; Eichelberger and Hartmann 2007; Lu et al. 2010). The only study that we have found in which the jet in the reference state is subtropical is that of Robinson (2006), who found a transition from a subtropical jet regime to a self-maintaining jet regime as the pole-to-equator temperature difference is increased, which is equivalent to increasing the tropical heating. Although his self-maintaining jet regime is similar to our merged jet regime, the subtropical jet in Robinson (2006) is unrealistically weak.

A subtropical jet can be maintained in a limited longitudinal sector when an enhanced Hadley circulation with a zonally asymmetric pattern is added to a reference state with a single jet inside the Ferrel cell, as shown by Brayshaw et al. (2008). They add a zonally asymmetric sea surface temperature anomaly at the subtropics, which has an effect on the Hadley circulation equivalent to an anomaly in the diabatic heating at the tropics. As seen in their Fig. 8, a single subtropical jet exists downstream of the enhanced Hadley circulation, and a single eddy-driven jet exists downstream of the weakened Hadley circulation, with a double jet farther downstream. The subtropical jet in this case is stronger than the eddy-driven jet, as in the Southern Hemisphere winter. The results of Brayshaw et al. (2008) suggest that the strong zonal asymmetry in winter in the real atmosphere contributes to the dominance of the subtropical jet.

The longitudinal profile of the upper-tropospheric zonal wind and synoptic-eddy (time scale of 9 days and less) poleward heat flux is shown in Fig. 9 for the Southern Hemisphere winter [June–August (JJA)] and summer [December–February (DJF)]. In the Southern Hemisphere summer, the jet is merged and collocated with the heat flux at all longitudes. In the Southern Hemisphere winter, the subtropical jet is dominant in a limited longitudinal sector (over the eastern Indian Ocean, Australia, and the western and central Pacific), while the heat flux is strongest at different longitudes (poleward of Africa and over the western and central Indian Ocean). This means that the coexistence of a strong subtropical jet and strong eddy activity seen in the zonal mean climatology of the Southern Hemisphere winter is an artifact of the zonal averaging and cannot be explained by a balanced state existing in a statistically zonally symmetric model. The observational study of Williams et al. (2007) supports this possibility, showing that the spiral form of the Southern Hemisphere jet during autumn is maintained by synoptic eddies that transfer momentum poleward from the subtropical jet to the eddy-driven jet farther downstream. Williams et al. (2007) showed also a few numerical integrations in which they added a localized tropical heating to a statistically zonally symmetric model. These integrations reproduced the spiral form of the jet for a limited time, after which a state dominated by a merged jet prevailed, suggesting that the spiral jet represents a transient phase and not a statistically steady state.

To conclude, in a statistically zonally symmetric situation with a dominant subtropical jet, increasing the tropical heating may lead to a transition to a merged jet regime. However, when tropical heating is enhanced in a zonally localized sector it intensifies the subtropical jet locally and increases the wave energy farther downstream, enabling the subtropical jet to be maintained in a limited sector. This situation seen in autumn and winter may be a manifestation of a transient phase and not a statistically steady state. It is also possible that the dominance of the subtropical jet in winter compared

Fig. 8. As in Fig. 2, but for set D. Vertical solid line marks the transition from a subtropical jet to a merged jet regime (see text).
with summer is partly due to the equatorward shift in the latitude of the Hadley cell edge, and not only due to the intensification of the Hadley circulation. When the subtropical jet is located more equatorward, where the $\beta$ effect is strong, then baroclinic waves are less able to grow near the jet and transfer its momentum poleward.

6. Summary

This paper studies the maintenance of two flow regimes that are often observed in the atmosphere and the transition between them. In one regime, which we refer to as a “subtropical jet regime” the maximum of the upper-tropospheric zonal mean zonal wind is located at the subtropical edge of the Hadley cell and in the other regime, which we call a “merged jet regime,” the maximum of the wind lies inside the Ferrel cell and the jet is created by a merging of the subtropical and eddy-driven jets. The subtropical jet regime is dominated by thermal driving, while in the merged jet regime, convergence of eddy momentum flux also plays a major role. The paper focuses on the questions of how can a subtropical jet be maintained at the edge of the Hadley cell in the presence of eddies and what determines whether eddies will be able to displace the jet poleward and induce a transition to a merged jet regime.

The regime transition is studied using a two-layer modified quasigeostrophic spherical model. The dynamical processes explicitly represented in the model include baroclinic and barotropic interactions between the waves and the zonal mean flow, advection of zonal mean momentum by the MMC, nonlinear wave–wave interactions, radiative damping, and surface friction.

The maintenance of the merged jet regime in our model is similar to that of the self-maintaining jet described by Robinson (2006): Waves grow baroclinically close to the latitude of the jet, and decay barotropically near the upper-layer critical latitudes at the flanks of the jet, transferring momentum into the jet and maintaining it against the Coriolis force. Surface friction limits the intensity of the surface westerlies and restores the baroclinicity, allowing the waves to keep growing and to maintain the jet.

The maintenance of the subtropical jet regime is mainly by a balance between the advection of momentum by the MMC and the Coriolis force. This balance keeps the maximum of the jet near the subtropical edge of the Hadley cell (Held and Hou 1980). Although the subtropical jet has a strong vertical shear, waves in this regime are relatively weak and grow far poleward of the jet latitude so that their momentum flux near the jet maximum is not strong enough to shift the jet into the Ferrel cell. It was found that what prevents the waves from growing efficiently near the latitude of the jet is the structure of the mean PV gradient: Baroclinic waves tend to be concentrated where the PV gradient is positive and strong at the upper level and negative and strong at the lower level. Since the $\beta$ effect contributes to a positive PV gradient at both levels, with a stronger effect at low latitudes, it creates an area with positive PV gradient at the lower-layer tropics and subtropics (equatorward of 25°). As a result, the lower-layer wave is confined to higher latitudes, while the upper-layer wave amplitude is concentrated near the jet core, where the PV gradient is strong. When the jet is subtropical, its core is located equatorward of the region of the lower-level negative PV gradient, and this causes a meridional tilt of the wave amplitude with height that reduces the baroclinic growth and confines it to higher latitudes.

It was further shown that the existence of two distinct regimes is related to the fact that certain wave modes grow efficiently in one regime, while different modes dominate the spectrum in the other regime, depending on the configuration of the mean flow: In the merged jet regime, the dominant modes are intermediate scale modes (wavenumbers 4–6) with high phase speeds (between 10 and 20 m s$^{-1}$ in the midlatitudes), which transfer momentum mainly from the subtropics to the midlatitudes, with a weaker flux from high latitudes to the midlatitudes. In the subtropical jet regime, waves comprise two main types of modes: intermediate-scale waves with relatively low phase speeds (between 5 and 10 m s$^{-1}$.
in the midlatitudes) that grow baroclinically at the midlatitudes and long waves (wavenumbers 1–3) with low or negative (westward) phase speeds that grow baroclinically at high latitudes and are confined to the latitudes where the surface winds are easterly. The intermediate-scale waves in the subtropical jet regime transfer momentum mainly from high latitudes to the midlatitudes, with a weaker flux from the subtropics to the midlatitudes. The long waves transfer momentum from around 70° to 60°S.

The transition between the two regimes is abrupt as certain parameters of the model are gradually varied. The abruptness of the transition, together with the above analysis, suggest that the following feedback mechanism takes place: As the wave amplitude is reduced and corresponding the eddy momentum flux is weakened, the effect of thermal forcing from the tropics becomes more dominant than the eddy driving, and the jet shifts equatorward closer to the edge of the Hadley cell. The equatorward shift of the jet reduces the efficiency of the baroclinic growth, since the wave structure becomes meridionally tilted with height, as explained above for the subtropical jet regime. The wave amplitude then becomes even weaker, until the waves are unable to maintain the jet inside the Ferrel cell, and the equatorward shift continues until the jet settles at the edge of the Hadley cell, where it is maintained by a balance between the advection of momentum by the MMC and the Coriolis force. The transition may be induced by parameters controlling the wave amplitude directly, as the static stability, expressed by the parameter $H$ in our model; or by parameters affecting the wave amplitude indirectly, as the parameter $r$ in our model; or by parameters affecting the wave amplitude indirectly, as the parameter $D$ in our model, which controls the intensity of the tropical heating. As the tropical heating is increased, the Hadley circulation becomes stronger, intensifying the subtropical jet, and increasing its instability until the waves become strong enough to induce a transition to a merged jet regime.

A comparison of the properties of the waves in each regime in the model with those in the atmosphere, as documented by observational studies in the literature (Randel and Held 1991; Kim and Lee 2004), shows a qualitative similarity in the structure of the wave fluxes and their wavenumber and phase speed spectra. It is therefore reasonable to assume that while this model is highly idealized, it does capture the basic mechanisms allowing for each type of jet to be maintained in the atmosphere. However, the transition that was found in the model from a subtropical jet to a merged jet regime as the tropical heating is increased is not supported by zonal mean observations. A closer look at the longitudinal structure of the climatological jets in the atmosphere and a comparison with numerical and observational studies with zonally asymmetric conditions (Williams et al. 2007; Brayshaw et al. 2008) suggests that the zonal localization of the tropical heating in the atmosphere allows the subtropical jet to be maintained in a limited longitudinal sector, while zonally symmetric conditions would have led to a transition to a merged jet regime. This possibility requires further investigation.
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APPENDIX A

Model Equations

The equations are based on the QG assumptions for a sphere, with an extra ageostrophic term, representing the advection of zonal mean momentum by the MMC. Our purpose was to get a qualitative representation of the mean-flow momentum balance on one hand and a qualitative representation of the wave–mean flow interactions on the other hand, while retaining the simplicity of the QG framework. We found that the best way to do so is to have separate equations for the waves and the mean flow based on slightly different assumptions: first, the ageostrophic term was not added for the waves, and second, the equations for the waves and the mean flow are two different versions of the spherical QG equations, as explained below. The equations are formulated to ensure total energy conservation, while potential enstrophy is only approximately conserved, as shown in appendix B.

The basic QG assumptions for spherical coordinates lead to nonconservation of energy and potential enstrophy (Mak 1991) unless further approximations are made. One common approximation that conserves energy and potential enstrophy was developed in Pedlosky [1987, his Eq. (6.5.21)] and used, for example, in Marshall and Molteni (1993). This approximation leads to a PV conservation equation on a sphere ($dq/dt = 0$), where the PV is defined with a constant Coriolis parameter in the stretching term but with the full variation of the Coriolis parameter in the planetary vorticity term. A more general version of Pedlosky’s approximation includes the full
variation of the Coriolis parameter in the stretching term. This version, which also conserves energy and potential enstrophy, was first developed by Charney and Stern (1962) and used in many other studies (e.g., Hollingsworth et al. 1976; Plumb 1986; Schubert et al. 2009). We have chosen to use Charney and Stern’s approximation for the waves [Eq. (3)], since we found the assumption of a constant Coriolis parameter in the stretching term too crude for a model used to study properties of the general circulation. In this approximation, the PV is defined as follows:

\[ q = 2\Omega \mu + \nabla^2 \psi + \left(\frac{2\Omega \mu}{N}\right) \frac{\partial^2 \psi}{\partial z^2}, \quad (A1) \]

where \( N \) is the Brunt–Väisälä frequency and \( \psi \) is the streamfunction. This approximation is based on two assumptions: 1) The geostrophic part of the flow is approximated by a nondivergent flow that is derived from a streamfunction defined as \( \psi = \Phi/f \), where \( \Phi \) is the geopotential and \( f = 2\Omega \mu \) is the full latitudinally dependent Coriolis parameter. 2) The advection of planetary vorticity by the ageostrophic flow \( (V_a)(\partial f/\partial \mu) \) is neglected in the vorticity equation. Both of these assumptions are valid if the flow variables vary in latitude much faster than the Coriolis parameter (Charney and Stern 1962), which may be a good approximation far enough from the tropics, where most of the eddy activity occurs.

For the mean flow there was no need to assume \( \psi = \Phi/f \), since for a purely zonal flow the geostrophic part of the flow is nondivergent without any further assumptions. Therefore, \( U_g^\prime \) in Eq. (2) was derived instead from the true geostrophic relations \( \partial \Phi/\partial \mu = (1/f)(\partial \Phi/\partial \lambda) \), where \( U_g^\prime = -(1 - \mu^2/a)(\partial \Phi/\partial \mu) \). It turns out that if the true geostrophic relations are used, then the advection of planetary vorticity by the ageostrophic flow should be retained in order to get energy conservation (Lorenz 1960). Furthermore, neglecting it would be equivalent to adding an unrealistic term to the zonal momentum equation. Therefore, both assumptions used for the wave equations were not used for the mean flow.

The use of different assumptions for the mean flow and the waves is not very problematic since the difference is nonnegligible only at the tropics, where there is very little eddy activity, and since we made sure that the total flow field conserves energy in the absence of the nonconservative diabatic and friction terms, as shown in appendix B.

a. Continuous equations

Let us write the equations for a continuous vertical log-pressure coordinate \( z \) before discretizing it to two layers. The mean-flow momentum equation [see Eq. (2)] is given in section 2. The mean-flow heat equation, thermal wind relations, and continuity of the MMC are the QG equations with an extra term for the ageostrophic advection of buoyancy, which cancels for the two-layer model, as shown in section Ab:

\[
\frac{\partial b}{\partial t} = -N^2 \frac{\partial \bar{a}}{\partial \mu} - \frac{1}{a} \frac{\partial \bar{b}}{\partial \lambda} \frac{\partial \bar{a}}{\partial \mu} - \frac{1}{a^2} \frac{\partial (V_a b^\prime)}{\partial \mu} - \frac{(B - b_E)}{\tau_r}, \quad (A2)
\]

\[
-\frac{(1 - \mu^2)}{a} \frac{\partial b}{\partial \lambda} = 2\Omega \mu \frac{\partial \bar{U}_g}{\partial z}, \quad (A3)
\]

\[
\frac{1}{a} \frac{\partial V_a}{\partial \mu} + \frac{\partial \bar{a}}{\partial z} = 0, \quad (A4)
\]

where \( b = \partial \Phi/\partial \mu \) is the buoyancy, \( b_E \) is the radiative equilibrium profile of the buoyancy, and \( \tau_r \) is the radiative relaxation time scale.

Equations (A3) and (A4) may be substituted into Eqs. (2) and (A2) to eliminate \( \bar{b} \) and \( \bar{w}_g \) from the equations and to obtain a diagnostic equation for \( \bar{V}_a \). This will be shown in section Ab for the two-layer equations.

The wave PV equation [Eq. (3)] is given in section 2. The PV \( q^\prime \) is defined by the perturbation from the zonal mean of Eq. (A1). The wave wind components and buoyancy are derived from the streamfunction:

\[
U_g^\prime = -\left(\frac{1 - \mu^2}{a}\right) \frac{\partial \psi^\prime}{\partial \mu}, \quad (A5a)
\]

\[
V_g^\prime = \frac{1}{a} \frac{\partial \psi^\prime}{\partial \lambda}, \quad \text{and} \quad (A5b)
\]

\[
b^\prime = 2\Omega \mu \frac{\partial \psi^\prime}{\partial z}, \quad (A5c)
\]

The mean PV \( \bar{q} \) in Eq. (3) was approximated according to the constraint of energy conservation—that is, that the change in the total energy of the mean flow due to its interaction with the waves would be equal to minus the change in the total energy of the waves due to their interaction with the mean flow. The QG approximation of Ertel’s PV, without any further assumptions, gives \( \bar{q} = 2\Omega \mu + \bar{a} + (2\Omega \mu/N^2)(\partial \bar{b}/\partial z) \), where \( \bar{a} \) is the mean vorticity. However, energy conservation requires (see section Ba)

\[
\frac{\partial \bar{q}}{\partial \mu} = 2\Omega + \frac{\partial \bar{a}}{\partial \mu} + \frac{2\Omega \mu}{N^2} \frac{\partial}{\partial \mu} \left( \frac{\partial \bar{b}}{\partial z} \right), \quad (A6)
\]

where the meridional derivative \( (\partial/\partial \mu) \) of the Coriolis parameter in the stretching term, \( (2\Omega/N^2)(\partial \bar{b}/\partial z) \), was neglected. Apart from making sure that energy is conserved, this approximation is consistent with the QG.
theory assumption that the horizontal variations of the stratification are small, which means that \( \partial \tilde{g} / \partial z \ll N^2 \) [Eq. (5.23) of Vallis (2006)], so that the neglected term is much smaller than the first term on the rhs. Equation (A6) defines only the meridional derivative of \( \tilde{g} \), but since it never appears in the equations without the derivative, there was no need to determine the constant of integration.

b. Two-layer equations

The vertical coordinate \( z \) is discretized to two layers, representing the lower and upper troposphere. We assume no topography at the surface and a rigid lid at the top. The thickness of both layers \( H \) is the same and does not vary horizontally. The upper- and lower-layer terms are denoted by the subscripts 1 and 2, respectively. We do not vary horizontally. The upper- and lower-layer terms are defined at the middle of the flow variables, so that (\( \cdot \)) gives \( (A6) \) to eliminate \( \tilde{w}_a \) from the equations.

The model equations may be decomposed to their barotropic and baroclinic components, making use of the fact that for any two arbitrary variables \( P \) and \( Q \), \( (PQ)_M = P_M Q_M + P_T Q_T \) and \( (PQ)_T = P_M Q_T + P_T Q_M \). The vertical derivatives of all the flow variables are assumed to be zero above the upper layer and below the lower layer, so that the second vertical derivatives of the baroclinic and barotropic components become \( (\partial^2 P / \partial z^2)_T = - (2/ H^2) (P_T) \) and \( (\partial^2 P / \partial z^2)_M = 0 \). In addition we note that \( b' \) and \( w_b \) are defined at the middle between the two layers and are assumed to be zero at the boundaries, so that \( (\partial w_b / \partial z)_1 = - (\partial w_b / \partial z)_2 \). Continuity then gives \( (V_a)_1 = - (V_a)_2 \), or equivalently \( (V_a)_M = 0 \). From now on, subscripts \( g \) are removed and any flow variable without subscript describes the geostrophic part of the flow.

The barotropic and baroclinic components of Eq. (2), with additional numerical diffusion terms, are

\[
\frac{\partial U}{\partial t} = \frac{1}{a} \frac{\partial}{\partial \mu} \left[ U_T(V_a)_T - \frac{1}{a} \frac{\partial (U' V')_T}{\partial \mu} \right] - \frac{(U_M - U_T)}{2\tau_f} - \nu \frac{\partial^2 U}{\partial \mu^2} \quad \text{and} \quad (A7a)
\]

where \( \nu \) is the numerical diffusion coefficient. We used the baroclinic component of the continuity equation [Eq. (A4)] to eliminate \( \tilde{w}_a \) from the equations.

The baroclinic component of the vertical derivative of the heat equation [see Eq. (A2)] is

\[
\frac{\partial T}{\partial z} = \frac{N^2}{a} \frac{\partial (V_a)_T}{\partial \mu} + \frac{2}{a H^2} \left[ \frac{\partial (V_a)_T}{\partial \mu} + \frac{\partial (V'_a)_T}{\partial \mu} \right] + \frac{4\Omega}{a H^2} \frac{\partial (\mu V'_a)_T}{\partial \mu} + \frac{2}{\tau_f H^2} \left[ (\Phi_F - (\Phi)_T) \right].
\]  

(A8)

The second term on the rhs vanishes, because under the assumptions of the two-layer model, \( (V_a)_M = 0 \) and \( (V'_a)_M = 0 \). To get a diagnostic equation for \( (V_a)_T \), we apply the operator \(- [H^2 (1 - \mu^2) / 4 a^2 \Omega^2] (\partial / \partial \mu)\) on Eq. (A8) and add it to Eq. (A7b) multiplied by \( \mu / \Omega \), making use of the baroclinic component of Eqs. (A3) and (A4):

\[
- \frac{2(1 - \mu^2)}{\epsilon} \frac{\partial^2 (V_a)_T}{\partial \mu^2} + \left( 2 \mu^2 - \frac{\mu}{a \Omega^2} \frac{\partial (U'_M)}{\partial \mu} \right) (V_a)_T
\]

\[
= \frac{(1 - \mu^2)}{a^2 \Omega} \frac{\partial^2 \mu (V'_M V')_T}{\partial \mu^2} + \mu \frac{\partial (U' V')_T}{\partial \mu} - \frac{\mu}{2 \Omega \tau_f} (U'_M - U_T) - \frac{\mu}{\Omega \tau_f} [(U'_M)_E - U'_T] \quad \text{and} \quad (A9)
\]

where \( \epsilon = 8(a \Omega / NH)^2 \), and \( (U'_T)_E \) is the radiative equilibrium profile of the thermal wind.

The wave equation [see Eq. (3)] and the perturbation from zonal average of Eq. (A1) are also decomposed to barotropic and baroclinic components, with additional numerical diffusion terms:

\[
\frac{\partial q'_M}{\partial t} = - \frac{U'_M}{a(1 - \mu^2)} \frac{\partial q'_M}{\partial \lambda} - \frac{\partial \tilde{q}'_M}{\partial \lambda} - \frac{U'_T}{a(1 - \mu^2)} \frac{\partial q'_T}{\partial \lambda} - \frac{\partial \tilde{q}'_T}{\partial \lambda} - \frac{V'_M \partial q'_M}{a(1 - \mu^2)} \frac{\partial q'_M}{\partial \mu} - \frac{(V'_T \partial q'_T)}{a(1 - \mu^2)} - \frac{\partial \tilde{q}'_T}{2\tau_f} - \nu \nabla^2 (q'_M) \quad \text{and} \quad (A10a)
\]
\[
\frac{\partial q'_T}{\partial t} = -\frac{U_M}{a(1 - \mu^2)} \frac{\partial q'_T}{\partial \lambda} - \frac{U_T}{a(1 - \mu^2)} \frac{\partial q'_M}{\partial \lambda} - \frac{V'_M}{a} \frac{\partial q'_T}{\partial \mu} - \frac{V'_T}{a} \frac{\partial q'_M}{\partial \mu} - \left[ \frac{U'_M}{a(1 - \mu^2)} \frac{\partial q'_T}{\partial \lambda} - \left[ \frac{U'_T}{a(1 - \mu^2)} \frac{\partial q'_M}{\partial \lambda} \right] \right]'
\]
\[\text{and}\]
\[
q'_M = \nabla^2 \psi'_M, \quad \text{and} \quad q'_T = \nabla^2 \psi'_T - \frac{\epsilon}{a^2} \mu^2 \psi'_T. \quad (A10b)
\]

The components of the mean PV gradient, \(\partial q'_M/\partial \mu\) and \(\partial q'_T/\partial \mu\), which appear in Eqs. (A10a) and (A10b), are calculated by taking the two-layer version of Eq. (A6):
\[
\frac{1}{a} \frac{\partial q'_M}{\partial \mu} = \frac{2 \Omega}{a} - \frac{1}{a^2} \frac{\partial U'_M}{\partial \mu}, \quad \text{and} \quad (A12a)
\]
\[
\frac{1}{a} \frac{\partial q'_T}{\partial \mu} = \frac{1}{a^2} \frac{\partial U'_T}{\partial \mu} + \frac{\epsilon}{a^2} \left( \frac{\mu^2}{1 - \mu^2} \right) U'_m. \quad (A12b)
\]

Equations (A7a), (A7b), (A10a), and (A10b) are integrated in time using the Adams–Bashforth scheme. We use the spectral transform method with a horizontal resolution of T42. Each time step \((V_a)_T\) is calculated from Eq. (A9), and the wind components of the wave are derived from the streamfunctions \(\psi'_M\) and \(\psi'_T\), which are calculated by inverting Eqs. (A11a) and (A11b). Both equations were inverted in spectral space, which is straightforward for Eq. (A11a), while for Eq. (A11b) we used a method developed by Verkley (2009), which takes advantage of the special properties of the Legendre functions.

c. Equations for the integrations of set D

For the set of integrations with additional diabatic heating at the tropics (set D in Table 1), another term was added to Eq. (A9):
\[
\frac{2}{\epsilon N^2} \left( 1 - \mu^2 \right) \frac{\partial Q}{\partial \mu}, \quad (A13)
\]

where \(D\) is the diabatic heating parameter, \(Q = \frac{1}{2} \exp \left\{-\left[(\phi - \phi_0)/\sigma\right]^2\right\}\) is the diabatic heating profile, \(Q_0 = 10^{-6} \text{ms}^{-3}\), \(\phi_0 = 10^0\), and \(\sigma = 5^0\).

In addition, a tropical vertical mixing term for the zonal wind was added to Eq. (A7b) to prevent a transition to a state with superrotation (e.g., Kraucunas and Hartmann 2005), which would otherwise occur in the presence of strong tropical diabatic heating. The intensity of the vertical mixing is proportional to the diabatic heating parameter \(D\) and was chosen to have the minimal value needed to suppress superrotation:
\[
\frac{\partial U'_T}{\partial t} = \left( 2 \Omega \mu - \frac{1}{a} \frac{\partial U'_M}{\partial \mu} \right) \frac{(V'_a)_T}{a} - \frac{1}{a} \frac{\partial (U'_T V'_T)}{\partial \mu} + \left( \frac{U'_M - U'_T}{2 \tau_f} - \nu \frac{\partial^4 U'_T}{\partial \mu^4} - VMU'_T \right), \quad (A14)
\]

where \(VM = D V M_0 \exp[-(\phi/10^0)^2]\) and \(V M_0 = 10^{-5} \text{s}^{-1}\).

\section*{APPENDIX B}

\textbf{Energy and Potential Enstrophy Balance}

\textit{a. Energy conservation}

The total energy is the sum of the kinetic energy (KE) and the available potential energy (APE) of the mean flow and the waves:
\[
\langle \text{KE}_{\text{MF}} \rangle = \left\langle \frac{1}{2} (\mathbf{n})^2 \right\rangle, \quad \langle \text{APE}_{\text{MF}} \rangle = \left\langle \frac{1}{2N^2} (\mathbf{b})^2 \right\rangle, \quad \langle \text{KE}_{\text{WV}} \rangle = \left\langle \frac{1}{2} (\mathbf{u})^2 + (\mathbf{u})^2 \right\rangle = -\left\langle \frac{1}{2} (\psi') \right\rangle, \quad \langle \text{APE}_{\text{WV}} \rangle = \left\langle \frac{1}{2N^2} (\mathbf{b})^2 \right\rangle = \left\langle \frac{1}{2} (\zeta' - q) \psi' \right\rangle. \quad (B1)
\]
where angle brackets denote spatial average and subscripts MF and WV denote mean flow and waves, respectively.

The model equations conserve the total energy in the absence of the nonconserving terms of radiative damping, surface friction, and numerical diffusion. This can be proved by showing that the total energy tendency is zero:

\[
\frac{\partial}{\partial t} \left( KE_{MF} + APE_{MF} + KE_{WV} + APE_{WV} \right) = 0.
\]

The individual time tendency terms are obtained by standard manipulation of Eqs. (A7a), (A7b), (A2), (A10a), and (A10b). When doing this, one finds that all the conversion terms—between KE$_{MF}$ and APE$_{MF}$, between KE$_{WV}$ and APE$_{WV}$, between KE$_{MF}$ and KE$_{WV}$, and between APE$_{MF}$ and APE$_{WV}$—cancel each other. The conversion of APE$_{WV}$ to APE$_{MF}$ depends on the definition of $\overline{T}$, which does not appear explicitly in the mean-flow equations. For this term to cancel the conversion of PE$_{MF}$ to PE$_{WV}$, $\overline{T}$ has to be defined according to Eq. (A12b), which is the baroclinic component of Eq. (A6), as discussed in section Aa.

The degree of energy conservation was also evaluated numerically from the model integrations presented in this paper. It was found that most of the temporal change in the total energy is due to the nonconserving model terms, meaning that without them energy would have been close to conservation. For example, in the model integration with $H = 9$ km from set H (see Table 1), during the first 20 days of the integration, when the system is far from steady state, the mean-averaged time derivative of the total energy is $\langle dE/dt \rangle_{av} = 3.1 \times 10^{-5} \text{ m}^2 \text{s}^{-3}$, while the time-averaged time derivative due to nonconserving terms is $\langle dE_{nc}/dt \rangle_{av} = 3.2 \times 10^{-5} \text{ m}^2 \text{s}^{-3}$, leaving a residual of $\langle dE_{rad} - dE_{nc}/dt \rangle_{av} = -0.1 \times 10^{-5} \text{ m}^2 \text{s}^{-3}$ of nonconservation due to numerical errors, which is 3% of the total energy tendency. During days 20–1500, the system is close to statistically steady state and the total energy time derivative fluctuates around zero, with $\langle dE/dt \rangle_{av} = 0.021 \times 10^{-5} \text{ m}^2 \text{s}^{-3}$, and a standard deviation $\langle dE/dt \rangle_{std} = 0.88 \times 10^{-5} \text{ m}^2 \text{s}^{-3}$. This essentially statistically steady state is obtained by balancing between energy generation by the radiative relaxation of the mean flow, which is $\langle dE_{rad}/dt \rangle_{av} = 5.4 \times 10^{-5} \text{ m}^2 \text{s}^{-3}$, and all other nonconserving terms of surface friction, radiative damping of the waves, and numerical diffusion, which act as energy sinks. The small residual decay of energy, calculated by subtracting the time average of the energy tendency due to the nonconserving terms from the time average of the total energy tendency, of about $\langle dE_{rad}/dt - dE_{nc}/dt \rangle_{av} = -0.28 \times 10^{-5} \text{ m}^2 \text{s}^{-3}$, which is 5.2% of the radiative relaxation term, is attributed to the numerical error. It should be noted that part of this numerical imbalance could be due to errors in the calculation of the mean-flow radiative relaxation term, which involves two latitudinal integrations, so that errors in the model integration itself may be much smaller.

b. Potential enstrophy balance

Potential enstrophy $S$ is defined as half the square of the potential vorticity:

\[
\langle S \rangle = \langle S_{MF} \rangle + \langle S_{WV} \rangle = \left\langle \frac{1}{2} (q')^2 \right\rangle + \left\langle \frac{1}{2} (q')^2 \right\rangle
\]

As explained in appendix A, the assumptions that were used for the wave equations lead to a PV conservation equation, $\partial q/\partial t = 0$, in the absence of dissipation terms and, hence, to potential enstrophy conservation. However, the assumptions used for the mean flow do not lead to a PV conservation equation. Instead, the conserved quantity under these assumptions is $\overline{\overline{q}^2/\mu} + (\overline{\overline{q}^2/\mu})$, [see Eq. (2.19) of Mak (1991)] with $V_2 \cdot V_g = 0$, where $\overline{\overline{q}^2/\mu} = \overline{\overline{q}^2/\mu} + (2 \mu^2 N^2) (\overline{\overline{q}^2/\mu})$, which is slightly different from $\overline{\overline{q}^2/\mu}$, defined in Eq. (A6).

In the numerical integrations, this nonconservation of potential enstrophy by the model equations creates a nonnegligible sink of potential enstrophy, which is roughly a quarter of the total enstrophy source terms. The model enstrophy does, however, reach a statistically steady state within a relatively short time, suggesting the flow arranges itself so that the source terms balance this built-in enstrophy loss. For example, in the model integration with $H = 9$ km from set H, during the statistically steady state period, $\langle dS_{Mean}/dt \rangle_{av} = 0.04 \times 10^{-16} \text{ s}^{-3}$ and $\langle dS_{diss}/dt \rangle_{av} = 2 \times 10^{-16} \text{ s}^{-3}$, the time averages of the nonconserving terms show that both mean-flow radiative damping and surface friction are sources of potential enstrophy, with $\langle [dS_{rad}]_{Mean}/dt \rangle_{av} = 6.9 \times 10^{-16} \text{ s}^{-3}$ and $\langle [dS_{diss}]_{Mean}/dt \rangle_{av} = 1.3 \times 10^{-16} \text{ s}^{-3}$, while numerical diffusion and wave radiative damping and surface friction are sinks of potential enstrophy, with $\langle [dS_{rad}]_{WV}/dt \rangle_{av} = -1.6 \times 10^{-16} \text{ s}^{-3}$, $\langle [dS_{diss}]_{WV}/dt \rangle_{av} = -0.9 \times 10^{-16} \text{ s}^{-3}$, and $\langle dS_{diss}/dt \rangle_{av} = -3.3 \times 10^{-16} \text{ s}^{-3}$, so that the built-in enstrophy mismatch accounts for a loss of $\langle dS_{diss}/dt \rangle_{av} - \langle dS_{nc}/dt \rangle_{av} = -2.3 \times 10^{-16}$, which is 28% of the sum of the source terms.
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