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ABSTRACT

Cloud microphysics of deep convective systems over the tropical central Pacific simulated by a cloud system–resolving model using satellite simulators are evaluated in terms of the joint histogram of cloud-top temperature and precipitation echo-top heights. A control experiment shows an underestimation of stratiform precipitation and a higher frequency of precipitating deep clouds with top heights higher than 12 km when compared with data from the Tropical Rainfall Measuring Mission. The comparison shows good agreement for horizontal distribution and statistical cloud size distributions of deep convective systems. Biases in the joint histogram are improved by changing cloud microphysics parameters of a single-moment bulk microphysics scheme. The effects of size distribution of precipitating hydrometeors are examined. Modification of the particle size distributions of rain, snow, and graupel size distributions based on observed relationships improves cloud precipitation statistics. This study implies that a single-moment bulk cloud microphysics scheme can be improved by employing comparison of satellite observations and diagnostic relationships.

1. Introduction

Tropical precipitation systems make important contributions to the global energy budget and play a key role in climate and weather modeling. Representations of tropical precipitation systems by high-resolution nonhydrostatic models, such as cloud system–resolving models (CSRM) without cumulus parameterization, have successfully reproduced realistic structures of cloud systems associated with precipitation, such as the Madden–Julian oscillation (Miura et al. 2007). Nevertheless, deficiencies exist and the numerical simulations continue to be improved.

One important issue in CSRMs is the parameterization of the microphysical processes of hydrometeors. Sophisticated microphysical models, such as bin microphysics, have been developed to express more flexible size distributions and physical processes (Lynn et al. 2005; Iguchi et al. 2008; Khain and Lynn 2009; Suzuki et al. 2010). Bulk microphysics has assumptions about size distributions, such as exponential or gamma distributions, while bin microphysics makes no assumption regarding size distribution, which consists of many bins of a mass or number concentration. However, such schemes require more computational resources for calculations and are thus used primarily for idealized or small-domain experiments rather than for realistic configurations. Bulk microphysics schemes are used to simulate precipitation systems for practical applications.

Double-moment schemes that prognostically calculate both the mass and number concentrations of hydrometeors (e.g., Lin et al. 1983) have been widely used for large-scale experiments and long-term CSRM simulations because of their ease of use and computational efficiency. Double-moment schemes can predict changes in hydrometeor number concentration and enable explicit calculation of nucleation processes related to indirect aerosol effects and potentially more consistent treatment of the radiation effects of cloud particles (Seiki et al. 2014).
In addition, double-moment schemes exhibit different characteristics in comparison with single-moment bulk microphysics schemes, for example, the use of a double-moment scheme in idealized cases of squall lines in widespread trailing, a stratiform precipitation region, and different rain evaporation rates (Morrison et al. 2009). Some studies have analyzed where these differences originate or how single-moment bulk schemes can be improved (Thompson et al. 2008; Morrison et al. 2009; Van Weverberg et al. 2012). In addition, Lang et al. (2007, 2011) reduced the biases of the single-moment bulk scheme for simulated radar reflectivities by improving the microphysical processes and size distributions of graupel and snow.

Many efforts have been made toward the evaluation and improvement of microphysics schemes based on in situ aircraft observation data and ground radar observations (Milbrandt et al. 2008; Hong et al. 2010; Molthan et al. 2010). However, ground radar observations and aircraft data have spatial and sampling limits. Recent research has evaluated and investigated this using satellite observation data, such as those from the Tropical Rainfall Measuring Mission (TRMM), CloudSat, and Cloud–Aerosol Lidar and Infrared Pathfinder Satellite Observations (CALIPSO) (Matsui et al. 2008, 2010; Matsui et al. 2009; Inoue et al. 2010; Satoh et al. 2010; Bodas-Salcedo et al. 2011; Delanoe et al. 2011; Kodama et al. 2012; Hashino et al. 2013). Two approaches are used to evaluate CSRMs using satellite data for the spatial and vertical distributions of cloud systems. One is to directly compare the output data of CSRMs and retrieve physical parameters from satellite data, and the other is to compare radiances in satellite data with simulated radiances from CSRMs output data using satellite simulators (Masunaga et al. 2010; Bodas-Salcedo et al. 2011; Hashino et al. 2013). The latter cases are more consistent because we can establish the same microphysical assumptions about hydrometeors, such as their size distributions and density, in the model and the simulators.

Discrepancies between observations and numerical simulations generally arise from both dynamical and physical processes. In this study, we focus on the microphysics aspects mainly, size distributions in single-moment bulk microphysics. Microphysical size distributions are not only related to microphysical processes, such as collection and deposition–evaporation but also have impacts on cloud properties and consequently on radiative transfer, latent heating, and surface precipitation (Li et al. 2008; Luo et al. 2010; Varble et al. 2011). Several studies and sensitivity tests of precipitation systems have been conducted using a single-moment microphysics scheme (Gilmore et al. 2004; Satoh and Matsuda 2009; Van Weverberg et al. 2011; Lang et al. 2011). We investigate and evaluate the parameterization with satellite observation data from TRMM. In addition, we investigate the effects on the simulated radiances by changing the size distribution assumptions and mass–diameter ($M–D$) relationship.

In this study, we focus on mesoscale convective systems over the tropical central Pacific Ocean region. We investigate the horizontal distribution of cloud sizes, the joint probability distributions of cloud-top temperature, precipitation-top height (PTH), and contoured frequency by altitude diagrams (CFADs) of radar reflectivities for each category using a TRMM precipitation radar (PR) and infrared scanner following the approach proposed by Masunaga and Kummerow (2006) and Matsui et al. (2009).

Several studies have examined the role of microphysics parameterizations in tropical convective systems. Powell et al. (2012) evaluated properties of the continental tropical anvil clouds using six different microphysics schemes [Goddard: Tao et al. (1989) and Lang et al. (2007); State University of New York at Stony Brook–Y. Lin (SBU-YLIN): Lin and Colle (2011); Weather Research and Forecasting (WRF) Double-Moment 6-class (WDM6): Lim and Hong (2010); Thompson: Thompson et al. (2008); Morrison: Morrison et al. (2009); and Milbrandt: Milbrandt and Yau (2005)]. Caine et al. (2013) compared results of numerical simulations with radar observations using two different microphysics schemes [Purdue-Lin: Lin et al. (1983) and Rutledge and Hobbs (1984); and Thompson: Thompson et al. (2008)] through a cell-tracking algorithm and found overestimation of storm heights of convective systems over the tropical ocean. Single-moment bulk microphysics results correspond to previous studies such as less anvil clouds than observations related to larger domain-averaged outgoing longwave radiation (OLR) (Blossey et al. 2007; Zhou et al. 2007) and overestimation of radar reflectivity (Li et al. 2008; Varble et al. 2011). These studies focused on comparisons and evaluations using different microphysics schemes. Since different microphysics schemes are based on different approaches of microphysical processes and size distribution assumptions, it is difficult to interpret why the results are generally different. In this study, we focus on the effects of size distribution parameterizations of precipitating hydrometeors in a simple microphysics scheme on the joint histograms and CFADs of radar reflectivities. We investigate how the results are improved using more realistic size distributions of microphysics.

The remainder of this paper is organized as follows: In section 2, the experimental design and observational
data used in this study are described, and results from a control experiment are introduced and evaluated to show a clear bias of the original scheme. In section 3, we propose several modifications to the hydrometeor size distributions in order to improve the results discussed in section 2. In section 4, the results of sensitivity tests using the modifications proposed in section 3 are presented. Discussion and conclusions are given in sections 5 and 6, respectively.

2. Control experiments and evaluations

a. Experimental design

The Nonhydrostatic Icosahedral Atmospheric Model (NICAM; Tomita and Satoh 2004; Satoh et al. 2008) is a global nonhydrostatic model that can be used as a regional model by transforming the horizontal grid system to focus on a region of interest (the stretched NICAM; Tomita 2008b). In our study, we used the stretched version of NICAM to simulate mesoscale convective systems for a tropical central Pacific region. Because both global and stretched versions of NICAM use the same dynamics and physics schemes, any improvements tested in the stretched NICAM can be directly applied to the global NICAM—an approach proposed by Satoh et al. (2010). We employed this methodology of using stretched NICAM in order to obtain improved simulations over the global domain with high resolution. The target area of this study was over the tropical central Pacific, with its analysis domain of 10°S–10°N, 170°E–170°W and its central point at longitude 180° on the equator. Minimum horizontal grid size was 2.4 km near the central point, and average grid size was approximately 3.3 km, with most of the grids having a size less than 5 km. For the initial data including boundary conditions of sea surface temperature, we used the National Centers for Environmental Prediction Global Data Assimilation System (NCEP 2011). Note that sea surface temperature was kept constant during the integration. In this study, the microphysics scheme used was the NICAM single-moment 6-class bulk scheme (NSW6), which includes water vapor, cloud water, rain, cloud ice, snow, and graupel as hydrometeors (Tomita 2008a). This scheme is based on Lin et al. (1983). The vertical grid number was 40, which covers from the surface to 40-km altitude, and vertical resolutions become coarser toward the upper levels. The integration time starts at 0000 UTC 1 January and terminates at 0000 UTC 1 February 2007. The actual analysis was performed for the period from 0600 UTC 1 January to 0000 UTC 1 February; thus, the 6 h before this analysis can be regarded as the time for the spinup process. We used approximately 1 month of data to obtain more statistical results for mesoscale convective systems for the control experiment (section 2c) and performed a free run without nudging and by not applying the boundary conditions from realistic observations. We obtained mesoscale convective systems in the target area throughout the simulation. Synoptic-scale waves and intraseasonal oscillations are also realistically reproduced in the simulation even after a few days, similar to Miura et al. (2007). The output data are interpolated to 0.0315° (~3.5 km) for comparison with the observation data at the same horizontal grid spacing.

In NSW6, size distributions of precipitating hydrometeors are represented by the simple negative exponential distributions relation

\[ n_{[r,s,g]}(D) = N_0 \exp(-\lambda_{[r,s,g]} D), \]  

where \( n(D) \) is the number concentration per unit volume per unit size range, \( N_0 \) is an intercept parameter, \( D \) is the diameter, and \( \lambda \) is a slope parameter. The subscripts \( r, s, \) and \( g \) denote rain, snow, and graupel, respectively. The term \( N_0 \) is constant in NSW6. The number concentration–weighted mean diameter (i.e., inverse of \( \lambda \) in the exponential distribution; hereafter, mean diameter) is a function of the mass concentration of hydrometeors for a fixed \( N_0 \). The \( M–D \) relationship for a spherical shape is given by

\[ m(D) = \frac{\pi \rho_{[r,s,g]} N_{[r,s,g]} D^3}{6}, \]  

where \( m \) is the mass of particles (kg) per unit volume per unit size range, and \( \rho_{[r,s,g]} \) is the hydrometeor density. The slope parameter is expressed as

\[ \lambda_{[r,s,g]} = \left( \frac{\pi \rho_{[r,s,g]} N_{[r,s,g]} q_{[r,s,g]} \rho_{\text{air}}}{\rho_{\text{air}} q_{[r,s,g]}} \right)^{0.25}, \]  

where \( q_{[r,s,g]} \) is the hydrometeor mass concentration, and \( \rho_{\text{air}} \) is the air density.

b. Observational data and satellite forward operators

The infrared equivalent blackbody temperature (TBB) of the Multi-Functional Transport Satellite (MTSAT) geostationary satellite from the 11-μm infrared channels with 0.04° resolution is used to investigate the cloud-top temperature and the horizontal distribution of cloud systems (Global-IR; Janowiak et al. 2001). The infrared 11-μm TBB from the TRMM 1B01 product and the 13.8-GHz reflectivity and orbital precipitation from TRMM 2A25 are used for the TRMM
Triple-Sensor Three-Step Evaluation Framework (T3EF) method (Masunaga et al. 2008; Matsui et al. 2009). T3EF involves three steps: 1) obtaining the joint histograms of TBB and PTH, 2) the CFADs of the PR reflectivities, and 3) the cumulative probability distribution of the TRMM Microwave Imager (TMI) 85-GHz brightness temperatures (Masunaga and Kummerow 2006; Matsui et al. 2009). The PTH is identified as the highest altitude of the layer above 17 dBZ of PR reflectivity. The TBB on the PR instantaneous field of view is used, and every data point is interpolated to 0.0315\(\text{km}\) of the horizontal spacing for comparison with the NICAM data.

We use the Satellite Data Simulator Unit (SDSU; Masunaga et al. 2010), version 2.1.4, to compare the radiances of the observation data with those of the NICAM data. In SDSU, the extinction and scattering properties of hydrometeors are calculated on the basis of the Mie theory. These radiative properties are used for calculation of satellite radiances by microwave, radar, and visible–infrared simulators. Snow and graupel are assumed as soft mixtures of air and ice by the Maxwell–Garnett approach (Maxwell-Garnett 1904), which was generalized by Bohren and Battan (1982). The effective dielectric constant of the solid precipitating hydrometer is as follows:

\[
\epsilon_{[s,g]} = \frac{(1-f)\epsilon_{\text{ice}} + f\epsilon_{\text{air}}}{1-f + f\gamma},
\]

\[
\gamma = \left(\frac{2\epsilon_{\text{ice}}}{\epsilon_{\text{air}} - \epsilon_{\text{ice}}} \right) \ln \left(\frac{\epsilon_{\text{air}}}{\epsilon_{\text{ice}}}\right) - 1, \tag{5}
\]

where \(\epsilon_{[s,g]}, \epsilon_{\text{ice}},\) and \(\epsilon_{\text{air}}\) are the complex dielectric constant of the hydrometer, pure ice, and air, respectively, and \(f\) is the volume fraction of ice and air.

We use the same assumed size distributions for rain, snow, and graupel in NICAM and the SDSU. For cloud water and cloud ice, we use the size distributions used in the SDSU because NSW6 has no assumption about the size distributions of cloud ice and cloud water; that is, we set 30 \(\mu\text{m}\) as the effective radius of cloud ice and a log-normal distribution of cloud water (the median diameter is 20 \(\mu\text{m}\) and the dispersion is 0.35) in the radar simulator and the visible–infrared channel simulator of the SDSU.

c. Results of the control experiment

Figure 1 shows the horizontal distribution of TBB observed by MTSAT and simulated by the stretched NICAM over 30°S–30°N, 130°E–160°W at 0600 UTC 2 January 2007. Two convective bands over the analysis domain (enclosed by the rectangle in Fig. 1) are reproduced well at approximately the same location in MTSAT. One convective system is at approximately 5°N, and the other is in the relatively cloud-populated areas in the southwestern domain (5–10°S, 170°E–180°W). In the region outside the rectangle, the horizontal resolutions are coarser than that of the analysis domain; thus, the simulated TBB in coarser resolutions that produce the larger deep clouds than finer resolutions is lower than the observations. The cloud sizes of convective systems seem to be overestimated in the area of

\[
f = 1 - \frac{\rho_{[s,g]}}{\rho_{\text{ice}}}, \tag{6}
\]
coarse resolution; however, we do not use the coarser resolution region for analysis.

First, to show the statistical behaviors of clouds in the analysis domain, we analyze the size distributions of the upper clouds using the two threshold values of the TBB, 208 and 253 K, following Inoue et al. (2008). We calculated the 30-day 11-μm TBB from vertical profiles of the NICAM simulation snapshot data using the infrared satellite simulator embedded in the SDSU and directly compared the observed and simulated 11-μm TBBs. This is in contrast to the work of Inoue et al. (2008), who compared the observed TBB and the OLR of the NICAM simulations using their respective threshold values. Figure 2a shows that the simulated cold clouds having a threshold of 253 K are similar to those of the observation. The cloud size probability distribution of the deep convective core (208 K) shows that the simulation has larger convective-core fraction than the observation (Fig. 2b). These results are compatible with those of the global NICAM with a 3.5-km horizontal mesh reported by Inoue et al. (2008).

Next, we analyze the vertical properties of precipitating clouds using the T3EF method. In this study, we focus on the joint histograms and CFADs. Matsui et al. (2009) classified cloud types into four categories according to the domain within the joint histogram: shallow, congestus, midcold, and deep clouds (Table 1). Because the different cloud types have different dynamical processes and environmental conditions, it is important to evaluate the quantitative properties of clouds by classifying them into different types. This type of classification method is advantageous for comparison of observations and CSRM output.

Figure 3 shows the joint TBB and PTH histograms from both the simulation and the TRMM observation calculated from 30-day data. Following Masunaga and Kummerow (2006) and Matsui et al. (2009), we use the joint TBB and PTH histograms to classify the cloud types into the four categories given above. In this study, the simulation is targeted on the region of active deep clouds in the tropics, and the populations of deep and midcold clouds are larger than those of shallow and congestus clouds; this characteristic is similar to the Kwajalein Experiment (KWAJEX) case reported by Matsui et al. (2009, their Fig. 2a). For the observation, the percentages of each cloud type are 16.1%, 14.3%, 29.9%, and 21.1% for shallow, congestus, midcold, and deep clouds, respectively. In this case, the midcold clouds are the most populated category, and deep clouds are the second. Deep clouds represent both mesoscale deep convective systems and stratiform clouds. The midcold clouds are primarily related to the stratiform precipitation systems and cirrus partially overlapped congestus according to the TRMM PR convective–stratiform classification data.

For the simulation shown in the right panel of Fig. 3, the percentages of each cloud type are 23.5%, 11.7%, 17.4%, and 32.0% for shallow, congestus, midcold, and deep clouds, respectively. It is clear that the simulation produces too many deep clouds and does not represent sufficient stratiform clouds (midcold). This cannot be inferred from the upper-cloud size statistics shown in Fig. 2; thus, we must analyze the vertical structures of the clouds in more detail using the T3EF method. The

<table>
<thead>
<tr>
<th>TBB (K)</th>
<th>Shallow</th>
<th>Congestus</th>
<th>Midcold</th>
<th>Deep</th>
</tr>
</thead>
<tbody>
<tr>
<td>&gt;260</td>
<td>&gt;245</td>
<td>&lt;245</td>
<td>&lt;245</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>PTH (km)</th>
<th>Shallow</th>
<th>Congestus</th>
<th>Midcold</th>
<th>Deep</th>
</tr>
</thead>
<tbody>
<tr>
<td>&lt;4</td>
<td>4–7</td>
<td>4–7</td>
<td>&gt;7</td>
<td></td>
</tr>
</tbody>
</table>
shallow precipitation is overestimated in comparison with the observation. This means that the control result underestimates stratiform precipitation systems compared with convective precipitation systems.

Figure 3 shows a clear discrepancy in the simulation, that is, high frequencies of PTH near 14 km and low frequencies of PTH between 5 and 10 km. Three discrete distributions appear in the joint histogram of the numerical results at low, medium, and high PTH. By switching off the contribution of each category of hydrometeors in the SDSU, we found that the heavier population near 14 km in PTH is related to the radar reflectivities of the snow category (not shown). The radar reflectivity is calculated from the hydrometeor content and the size distribution assumption in the single-moment bulk microphysics. Thus, one possible reason is overestimation of the mass concentration of snow, and the other is excessively large snow particles over the upper part of the troposphere. We speculate that these discrepancies arise from the incorrect size distributions of precipitating hydrometeors. Two hypotheses will be further investigated in the next section.

Figure 4 shows the CFADs of radar reflectivities of the four cloud types in the T3EF calculated from 30-day data in the tropical central Pacific. In the shallow and congestus clouds, the observed average reflectivity in CFADs increases from upper altitudes to the surface, and the reflectivity is broadly distributed down to the surface (Figs. 4a,c). The CFADs of the simulated congestus and mid-clouds are somewhat similar to those of the observed clouds (Figs. 4c–f); however, they show overestimation of radar reflectivity below 5-km altitude. The modal radar reflectivity in the simulated shallow precipitation does not increase to the surface and is slightly underestimated compared to the observation (Fig. 4b). The simulated congestus precipitation is similar to the observed pattern, and the average radar reflectivity in the CFADs increases toward the surface (Fig. 4d). The observed mid-clouds have a clear bright band near the melting layer (5 km), where the radar reflectivity increases slightly in the observation (Fig. 4e). However, the simulation does not have a clear deviating signal near the melting layer (Fig. 4f; it should be mentioned that the bright band option of the SDSU is not used in this simulation). The CFADs of deep clouds from 10 to 15 km appear similar in the observation and the simulation (Figs. 4g,h); however, they differ from the surface to 10 km, and the radar reflectivities’ distribution is broader in the simulations than in the observations. Graupel is found to dominate from 5 to 10 km in the simulation (not shown), which produces stronger signals from deep clouds (Fig. 4h).

3. Modifications of microphysics scheme

In the previous section, we showed the biases of the control experiment using the T3EF analysis of the joint histogram and CFADs, especially for deep clouds. We try to improve these results by modifying the cloud microphysics scheme and focusing on hydrometeor size distribution. We use NSW6 (Tomita 2008a) discussed in section 2c. In the following, we continue to use the single-moment scheme and examine whether the biases are reduced if the available diagnostic relations are applied to the hydrometeor distributions. We describe modifications of the size distributions of snow, graupel, and rain in sections 3b–d, respectively. Sensitivity experiments of these size distribution modifications of

![Joint histograms of PTH and TBB from (a) TRMM and the (b) control experiment calculated from 30-day data during January 2007. The unit of the color bar is % km^-1 °K^-1.](image)

![CFADs of radar reflectivities of the four cloud types in the T3EF calculated from 30-day data in the tropical central Pacific.](image)
FIG. 4. CFADs for cloud categories of (a),(b) shallow, (c),(d) congestus, (e),(f) midcold, and (g),(h) deep clouds for (left) TRMM observation and the (right) control experiment. The unit of the color bar is % km$^{-1}$ dBZ$^{-1}$. 
snow, graupel, and rain are discussed in sections 4c–e, respectively.

a. Sensitivity to graupel growth and ice nucleation

Before discussing the modifications of the size distributions, we introduce common modifications applied to the original NSW6. One of the well-known problems in single-moment bulk microphysics schemes is overestimation of high-density ice, such as graupel or hail in mesoscale convective systems, compared with observations (Lang et al. 2007; Stith et al. 2002). As the first change in the original scheme, following Lang et al. (2007), we turn off the accretion of snow and cloud ice by graupel [production of graupel by collecting snow (PGACS) and production of graupel by collecting ice (PGACI) in Tomita (2008b)] to reduce the unrealistic high-density ice in the anvil and stratiform portions of clouds. As the second change, we explicitly calculate the ice nucleation and ice deposition processes following Hong et al. (2004) rather than the saturation adjustment of the original NSW6. When we used the saturation adjustment for sensitivity tests of snow and graupel having large $N_{[s,g]}$, the amount of cloud ice was significantly reduced in the convective core by depositional processes of snow and graupel.

b. Snow

The high frequency of signals above 12 km in PTH in the simulation (Fig. 3) is related to the snow category of the control experiment. We focus on the dependency on the size distribution of snow and examine the changes in the PTH bias with the same size distributions of the other hydrometeors. For the default setting of NSW6, the intercept parameter of snow is set at a constant temperature (K).

Thompson et al. (2008), where

The size distribution of snow is known to depend on the temperature and results from aggregation and depositional growth processes. Houze et al. (1979, hereafter HZ79) found that $N_{0s}$ depends on the temperature. Some parameterizations used the following temperature dependence for $N_{0s}$ (Hong et al. 2004):

$$N_{0s} = 2.0 \times 10^6 \exp[-0.12 \times (T - T_0)],$$  

where $T_0 = 273.15$ K, and $T$ is the ambient temperature (K).

Field et al. (2005, hereafter FS05) introduced a parameterization for the moments of the snow size distribution using a second moment and the temperature based on aircraft observation data. Thompson et al. (2008) implemented this approach in their microphysics scheme and tested it for an idealized case. This parameterization employs the bimodal size distribution using a combination of exponential and gamma distributions:

$$N(D) = M_i^{i+1} (j-i) M_j^{j+1} (i-j) \phi_j(x),$$  

where

$$x = D(M_i/M_j)^{1/(j-i)},$$  

$$M_n = \int_0^\infty D^n N(D) dD,$$  

using the second ($i = 2$) and third ($j = 3$) moments in Table 2 of FS05,

$$\phi_{2,3}(x) = 490.6 \exp(-20.78x) + 17.46x^{0.6357} \exp(-3.290x).$$  

After inserting Eqs. (9), (10), and (11) into Eq. (8), the final form of the size distribution is given by

$$N(D) = \frac{M_2^4}{M_3^3} 490.6 \exp(-20.78x_{23}) + 17.46x_{23}^{0.6357} \exp(-3.290x_{23}),$$  

where

$$x_{23} = D \frac{M_2^2}{M_3}.$$  

Snow is generally less dense than bulk ice in observations and model assumptions due to the open shapes of snowflakes. The density of snow is known to affect radar reflectivity (Matrosov 1992).

In the default assumption, the density of snow is constant, and the $M$–$D$ relationship is proportional to the third power of $D$. Observational studies show that the exponent is closer to 2 than to 3 (Locatelli and Hobbs 1974). The density of snow is inversely proportional to the diameter in several observations. In this study, we adopt the size–density relationship of the spherical shape assumption corresponding to the $M$–$D$ relationship. Thompson et al. (2008) conducted a similar experiment using an $M$–$D$ relationship (EXP1; Thompson et al. 2008), where $m(D) = 0.069D^2$ and $\rho_s = 0.13D^{-1}$. We use the empirical equation of Fabry and Szyrmer (1999), given by
\[ \rho_s = 0.15D^{-1}. \]  

We obtain an \( M-D \) relationship similar to the observations when we insert Eq. (14) into Eq. (2):

\[ m(D) = 0.0785D^2. \]  

FS05 also used \( m(D) = 0.069D^2 \) for the second moment of the size distributions in their parametrization. In this study, we used Eq. (15) for FS05 for the sensitivity test.

The effective density is related to the shape of the snow. Larger particles have lower density because they tend to have a two-dimensional planar shape. Smaller precipitation particles have higher densities with a three-dimensional shape.

The default snow size distribution of NSW6 is based on ground observations and does not consider the effect of snow aggregation in the upper troposphere. Thus, it generally overestimates the radar reflectivities of snow. There are several parametrizations of the bulk size distribution of snow, such as HZ79 and FS05. In the control run, the snow mass is proportional to the third order of the mean diameter, whereas it is proportional to approximately the second order in the observations. In section 4c, we test the effects of several parameterizations of snow size distribution and the \( M-D \) relationship of snow about HZ79 and FS05 given in Table 2 on the joint histogram and CFADs of mesoscale convective systems.

c. Graupel

There are fewer observations of the size distributions of graupel than of snow. The duration of precipitation is

\[ \rho_g = 0.15D^{-1}. \]  

known to increase as the intercept parameter of graupel \( N_{0_g} \) increases (Gilmore et al. 2004; Van Weverberg et al. 2011).

There are large variances in the density of graupel and \( N_{0_g} \). We tested an \( M-D \) relationship for lump graupel in Locatelli and Hobbs (1974):

\[ m(D) = 17.6D^{2.7}. \]  

We perform sensitivity tests of \( N_{0_g} \) following Van Weverberg et al. (2011) using Eq. (16) and a higher \( N_{0_g} \).

d. Rain

The size distributions of rain in observed convective and stratiform precipitation are known to differ (e.g., Tokay and Short 1996; Maki et al. 2001; Rao et al. 2001). The dominant physical processes related to the size distributions of rain are autoconversion, coalescence, and breakup by positive buoyancy and convergence in convective precipitation, whereas rain originating from the melting of snow or graupel and the evaporation process are more important in stratiform precipitation because the relative humidity is lower than in the convective core. The modal diameters of rain in convective precipitation are smaller than those in stratiform precipitation for the same liquid water content (LWC) (Tokay and Short 1996). Tokay and Short (1996) found that the linear relationship between the LWC and radar reflectivity is different in convective and stratiform precipitation (Fig. 5). In the original NSW6 scheme, the default value of the intercept parameter of rain is fixed at \( N_{0_r} = 8.0 \times 10^6 \text{ m}^{-4} \). Zhang et al. (2008, hereafter ZH08) introduced the intercept parameter as a function of the LWC based on video disdrometer observations.

## Table 2. Sensitivity experiments.

<table>
<thead>
<tr>
<th>Experiment</th>
<th>Description</th>
<th>Period (days)</th>
<th>Section</th>
</tr>
</thead>
<tbody>
<tr>
<td>Control</td>
<td>NSW6</td>
<td>30</td>
<td>2</td>
</tr>
<tr>
<td>CON</td>
<td>NSW6</td>
<td>7</td>
<td>3a</td>
</tr>
<tr>
<td>CON2</td>
<td>PGACI and PGACS are turned off (Lang et al. 2007).</td>
<td>7</td>
<td>4b</td>
</tr>
<tr>
<td>Snow</td>
<td>Fixed_N0S: ( N_{0_s} = 3.0 \times 10^6 \text{ m}^{-4}, \rho_s = 100 \text{ kg m}^{-3} )</td>
<td>7</td>
<td>3b</td>
</tr>
<tr>
<td>HZ79_M3</td>
<td>( N_{0_s} = 2.0 \times 10^6 \exp[-0.12 \times (T - T_0)] \text{ m}^{-4}, \rho_s = 100 \text{ kg m}^{-3} )</td>
<td>4b</td>
<td></td>
</tr>
<tr>
<td>HZ79_M2</td>
<td>( N_{0_s} = 2.0 \times 10^6 \exp[-0.12 \times (T - T_0)] \text{ m}^{-4}, \rho_s = 0.15D^{-1} \text{ kg m}^{-3} )</td>
<td>4b</td>
<td></td>
</tr>
<tr>
<td>FS05_M2</td>
<td>Bimodal size distribution, ( \rho_g = 0.15D^{-1} \text{ kg m}^{-3} )</td>
<td>7</td>
<td>3a</td>
</tr>
<tr>
<td>Graupel</td>
<td>G1: ( N_{0_g} = 4.0 \times 10^6 \text{ m}^{-4}, \rho_g = 400 \text{ kg m}^{-3} )</td>
<td>7</td>
<td>4a</td>
</tr>
<tr>
<td></td>
<td>G100: ( N_{0_g} = 4.0 \times 10^6 \text{ m}^{-4}, \rho_g = 400 \text{ kg m}^{-3} )</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>LG1: ( N_{0_g} = 4.0 \times 10^6 \text{ m}^{-4}, \rho_g = 33.7 \text{ D}^{-1} \text{ kg m}^{-3} )</td>
<td>4a</td>
<td></td>
</tr>
<tr>
<td></td>
<td>LG100: ( N_{0_g} = 4.0 \times 10^6 \text{ m}^{-4}, \rho_g = 33.7 \text{ D}^{-1} \text{ kg m}^{-3} )</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Rain</td>
<td>MP: ( N_{0_s} = 8.0 \times 10^6 \text{ m}^{-4} )</td>
<td>7</td>
<td>3d</td>
</tr>
<tr>
<td></td>
<td>ZH08: ( N_{0_s} = 7.106 \times 10^7 \times (10^3 \times \text{LWC})^{0.648} \text{ m}^{-4} )</td>
<td>4d</td>
<td></td>
</tr>
<tr>
<td>Combined</td>
<td>Over 0.001 g m(^{-3}) of IWC of snow and graupel in melting layer</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(highest vertical grid over 0°C) and below 1 m s(^{-1}) of vertical wind of each grid: ( N_{0_s} = 7.106 \times 10^7 \times (10^3 \times \text {LWC})^{0.648} \text{ m}^{-4} ) the other conditions: ( 8.0 \times 10^6 \text{ m}^{-4} ).</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
The term $N_{0r}$ affects other physical processes, such as deposition–evaporation and collection.

Figure 5 compares the relations between the radar reflectivity and LWC calculated from the size distributions used by NSW6 and ZH08 and the corresponding linear experimental fittings for convective and stratiform precipitation derived from the observation of Tokay and Short (1996). The ZH08 parameterization is closer to the observed relationship for stratiform precipitation. The Marshall–Palmer (MP) relation (Marshall and Palmer 1948) is similar to that observed for convective precipitation.

One of the dominant processes related to rain in stratiform precipitation is evaporation. The MP relation is known to lead to overestimation of evaporation in stratiform precipitation because the evaporation process is more active for smaller particles and is sensitive to the particle size of rain (Morrison et al. 2009; Li et al. 2009).

The bulk size distributions of rain in convective and stratiform precipitation are different. The MP relation holds well for convective precipitation, whereas the diagnostic relation of ZH08 performs better for stratiform precipitation when we compare it with the observation of Tokay and Short (1996). One reason is that the MP relation with fixed $N_{0r}$ does not represent the change in mean diameter during evaporation. We introduce a combination of the MP relation and ZH08 method (Combined) in the sensitivity tests. Combined is introduced as follows: 1) we classify the stratiform precipitation region as the region that satisfies the conditions ice water content (IWC) greater than 0.001 g m$^{-3}$ in the melting layer (the highest vertical grid above 0°C) and vertical velocity less than 1 m s$^{-1}$; and 2) the ZH08 method is used to obtain the rain size distribution in the stratiform precipitation region, and the MP relation is used in the convective precipitation region. In section 4e, we will investigate the effect of the rain size distributions of the MP relation, ZH08, and Combined on the joint histogram.

4. Results of sensitivity experiments

a. Sensitivity experiments setup

We perform numerical experiments to examine the sensitivity of the statistics of clouds and precipitation for a 7-day integration time. In this section, the integration time is limited to 7 days, from 1800 UTC 1 January to 1800 UTC 8 January, because we found that the statistics of 7-day integration exhibit a joint histogram and CFADs similar to those of 1-month integration. However, the shallow precipitation is more dominant in this experiment (Fig. 6). Hereafter, we refer to the 7-day integration with the original scheme as CON.

We investigate the impact of various size distribution parameterizations of precipitating hydrometeors on the joint histogram of TBB and PTH. For the modifications of the size distributions, we examine the size distribution of snow (section 4c), then test that of graupel (section 4d), and finally examine that of rain (section 4e). The following experiments adopt the same microphysical framework introduced to CON2 (see below). We summarize all the experiments in Table 2 for the sensitivity tests.

b. Sensitivity to graupel growth and ice nucleation

Before presenting the sensitivities of the size distribution parameterizations of rain, snow, and graupel presented in the previous section, we introduce two changes in the original NSW6 scheme: the neglect of accretion processes of graupel by snow and ice and implementations of ice nucleation and deposition, which are used in all of the following experiments. This experiment is referred to as CON2.

The structure of the joint histogram when these two modifications are applied is similar to the biases of CON. There are high frequencies above 12 km and underestimation of the midcold clouds. The ratio of deep clouds is significantly increased to more than 30% compared to CON (Fig. 6). It means the increase of snow amount and stratiform precipitations makes high
frequencies in deep clouds with no change of snow size distributions than CON. The average radar reflectivity of CON2 in CFADs is larger above 10-km altitude and smaller between 5 and 10 km than that in CON. The maximum radar reflectivities of CON2 are slightly reduced compared to CON.

c. Sensitivity to snow size distributions

Figure 7 shows the probability distribution of PTH in deep clouds at altitudes between 7 and 16 km. A peak appears above 8 km in CON and CON2, whereas the observed peak is located at approximately 8 km in TRMM, which is consistent with Figs. 3 and 6. The parameterizations of the snow size distribution introduced in section 3a reproduce the PTH profiles better than CON. The peak is located near 8.5 km for both the HZ79 and FS05 parameterizations. FS05 show a rapid decrease in the ratio above 10 km, similar to the observation. HZ79 overestimates the frequencies of PTH above 10 km. In addition, the $M-D$ relationship is less sensitive to the PTH distribution.

Figure 8 compares the vertical profiles of the average and maximum radar reflectivity in deep clouds for the sensitivity experiments with each size distribution of snow. The $M-D$ relationship affects the average radar reflectivity profile; the second order of the $M-D$ relationship ($\sim D^2$) using Eq. (15) in the experiments (HZ79_M2) shows lower radar reflectivities than the third order of the $M-D$ relationship ($\sim D^3$) using a fixed density (HZ79_M3). The observed mean radar reflectivity increases sharply from 8 down to 5 km. FS05 reproduces vertical profiles similar to the observed profile. The radar reflectivity of HZ79 is higher than the observed values below 11 km, and it increases from 12 to...
Thus, FS05 shows better results than HZ79 for the joint histogram and CFADs of deep clouds.

Figure 9 shows the mass spectrum of snow for the mass concentration of snow, $0.1 \text{ g m}^{-3}$, at $-10^\circ \text{C}$ and $-30^\circ \text{C}$. HZ79 and FS05 show the change of size distribution depends on temperature even for the same ice water content. It reduces the frequency above 12 km in the joint histograms. HZ79_M2 has smaller diameters and radar reflectivity than HZ79_M3. FS05 has the bimodal size distribution and the second order of the $M$–$D$ relationship. These two effects make a more realistic joint histogram and CFADs of deep clouds than HZ79_M3.

It should be noted that these results correspond to previous studies. Using the Thompson parameterization including FS05, Caine et al. (2013) reproduced more realistic storm height distributions than the Lin-type microphysics scheme. Van Weverberg et al. (2013) have also shown that mesoscale convective system (MCS) cloud properties were better captured using the Thompson parameterization.

In conclusion, among the above parameterizations, FS05 performed the best. Therefore, we will use the FS05 parameterization for the snow size distribution in the following experiments.

d. Sensitivity to graupel size distribution

We examine the sensitivity of the graupel size distribution to the snow size distribution as specified in FS05. Table 2 lists the sensitivity experiments on the size distribution of graupel. We test the sensitivity of $N_{og}$ and the $M$–$D$ relationship. First, we increase $N_{og}$ from the default value $4.0 \times 10^6 \text{ m}^{-4}$ (G1) to $4.0 \times 10^8 \text{ m}^{-4}$ (G100) based on Knight et al. (1982). We also test the $M$–$D$ relationships for lump graupel in Locatelli and Hobbs (1974) introduced in section 4c with $N_{og} = 4.0 \times 10^6 \text{ m}^{-4}$ (LG1). Finally, we test the $M$–$D$ relationship of lump graupel with the increased $N_{og} = 4.0 \times 10^8 \text{ m}^{-4}$ (LG100). The results show only a small sensitivity of the PTH distribution to the graupel size distribution (not shown). However, we found that the graupel size distribution significantly affects the average and maximum
The sensitivity test using high $N_0$ values exhibits a reduced maximum radar reflectivity. The $M-D$ relationship affects the vertical profiles of the maximum radar reflectivity. Sensitivity tests for lump graupel in Locatelli and Hobbs (1974) underestimate the average and maximum radar reflectivity above an altitude of 9 km (LG1 and LG100). The third order of the $M-D$ relationship of graupel has a vertical profile similar to that of the radar reflectivity in this case (G100). The small graupel size improves vertical profiles of radar reflectivity, whereas the lump graupel assumption reproduces weaker radar reflectivity with lower density than a constant-density assumption over the upper altitude in the convective core.

e. Sensitivity to rain size distribution

The sensitivities to the rain size distributions are examined with the improved snow size distribution in FS05 and graupel size distribution in G100. We test three parameterizations of the rain size distributions: the MP relation with fixed $N_0$, ZH08, and Combined.

We examine the contribution of each cloud type in the joint histogram as classified in Table 1 as the effects of the rain distribution. The results of the sensitivity experiments are summarized in Table 3, which shows the

---

FIG. 9. Snow mass spectrum for the parameterizations of snow size distribution. The ice water content of snow is 0.1 g m$^{-3}$. Air temperatures are (a) $-10^\circ$ and (b) $-30^\circ$C.

FIG. 10. Comparison of (a) average and (b) maximum radar reflectivity profiles for the parameterizations of graupel size distribution. Snow size distribution is FS05, and other size distribution assumptions are the same in NSW6.
ratio of the four categories of cloud types. The MP relation underestimates the midcold clouds compared to the TRMM observation. ZH08 overestimates the shallow clouds and underestimates the deep clouds. Combined increases the midcold clouds compared to MP and decreases shallow clouds compared to ZH08. From CON2 to Combined, the percentage of midcold clouds increases from 7.8% to 22.9%, and the percentage of deep clouds decreases from 50.8% to 18.8%. These values are close to the 29.9% of midcold clouds and 21.1% of deep clouds in the TRMM observation because the rain size of stratiform precipitations is underestimated in the model compared to that of the observation. When the different rain size distribution approach is used, radar reflectivity in the midcold clouds would increase.

The average and maximum radar reflectivities above 10 km are reduced (Fig. 11). We speculate larger rain size distributions with the same liquid water content of ZH08 have the weaker cold pool strengths in stratiform precipitations. This is related to the lower evaporation term in ZH08 near the surface, which produces weaker convection than MP (Li et al. 2009). ZH08 produces faster terminal velocities of rain and reduction of the upper mass flux of rain and graupel produced by freezing of rain compared to MP.

f. Summary of total modifications

We examined how the modifications of the size distributions of snow, graupel, and rain affect the joint histograms and CFADs of deep clouds. The control experiment (CON) with the original scheme NSW6 overestimated radar reflectivity because the temperature dependency of aggregation and the depositional growth of snow are not considered. FS05 improves the joint histogram’s bias and CFADs of deep clouds by introducing the temperature dependency of the intercept parameter, the bimodal size distribution, and the second order of the $M$–$D$ relationship ($\sim D^2$). For graupel, the intercept parameter $N_{0g}$ and the $M$–$D$ relationship affect the average and maximum radar reflectivities. When the high $N_{0g}$ is introduced based on Knight et al. (1982), better CFAD profiles are reproduced due to a reduction of radar reflectivities in the convective core. The different rain size distribution approach reproduces a realistic fraction of midcold clouds due to increased radar reflectivities in the stratiform precipitation.

We compare the joint histograms of the control experiment and the experiment with the modified size distributions of the three precipitating hydrometeors (combined in section 4d). This experiment is based on FS05 for snow and G100 for graupel. We think that these choices for size distributions are most suitable for experimentation in terms of the joint histograms and

| Table 3: Frequencies (%) of cloud types for sensitivity experiments on rain size distribution. |
|---------------------------------|-----------------|-----------------|-----------------|-----------------|
| Experiment                      | Shallow | Congestus | Midcold | Deep |
| TRMM                            | 16.1    | 14.3      | 29.9   | 21.1  |
| CON                             | 37.0    | 17.7      | 11.2   | 21.0  |
| CON2                            | 20.5    | 9.4       | 7.8    | 50.8  |
| FS05_G100_MP                    | 30.7    | 14.1      | 16.7   | 23.8  |
| FS05_G100_ZH08                  | 38.5    | 12.4      | 14.3   | 16.1  |
| FS05_G100_Combined              | 25.2    | 16.4      | 22.9   | 18.8  |

![Fig. 11. Comparison of (a) average and (b) maximum radar reflectivity profiles for the parameterizations of rain size distribution. Snow size distribution is FS05; the graupel is G100.](image_url)
CFADs. Hereafter, we referred to this set of size distributions as MODI. As shown in Fig. 12, MODI exhibits reduced PTH height of high frequencies of deep clouds, and the ratio of midcold clouds is increased near the melting layer. The mean radar reflectivity and maximum radar reflectivity in the CFADs of deep clouds are similar to those of the TRMM observations (Figs. 3 and 12). In addition, PTH is reduced in the layers between 5 and 10 km.

The radar reflectivities below the melting level (5 km) are still overestimated, similar to CON. This indicates that the numerical simulation overestimates precipitation, or the MP relation and ZH08 overestimate the radar reflectivity of rain compared with the observations in Tokay and Short (1996) (Fig. 5). Figure 13 corresponds to Fig. 12a and shows that modified size distributions decrease the high frequency of PTH over 10 km and increase frequency near 5 km. The result of MODI is better than that of CON2 for deep clouds and midcold clouds. However, the frequency of PTH is still underestimated between altitudes of 5 and 7 km in the modified run. Figure 14 shows the 7-day-averaged precipitation (mm h⁻¹) among TRMM 3B42, CON, CON2, and MODI. The precipitation is concentrated near 5° latitude in TRMM 3B42 observation. However, CON did not capture the precipitation distribution. The more increased and widespread snow in CON2 make larger stratiform precipitation and the more well-organized mesoscale convective systems than CON. CON2 and MODI reproduce similar precipitation patterns. This indicates that the different precipitating hydrometeors' size distributions do not affect the accumulated precipitation distribution compared to CON2.

5. Discussion

In the previous sections, we improved the results based on TRMM using sensitivity tests of microphysics. We investigate the effects of microphysics on dynamics, domain average temperature, and OLR in this part.

The modification of microphysics affects the dynamics, particularly for vertical wind distribution at upper altitudes. Figure 15a shows the probability distribution of vertical velocity at 10-km altitude. MODI has a relatively high frequency of strong updraft velocity, over 15 m s⁻¹ more than that of CON and CON2. We
speculate that this is related to the weakening of precipitation flux with reduced graupel and smaller snow size. These effects are more dominant at altitudes near 10 km than at lower levels.

Vertical profiles of the domain-average temperature between MODI and CON are different (Fig. 15b). The ice nucleation and reduction of graupel has strong effects on the average vertical profile of temperature, which is related to the deposition and sublimation process of snow in CON2. Condensation heating is larger above 10 km because of high relative humidity with respect to ice and abundant snow, whereas sublimation cooling is larger than CON near 6 km.

We compare the domain- and temporal-averaged OLR in the analysis domain among CON, CON2, MODI, and daily National Oceanic and Atmospheric Administration (NOAA) OLR for 7 days (Table 4). This shows that OLR is reduced by more than 15 W m$^{-2}$ in CON2 and MODI compared to that in CON, and it becomes closer to the observation because of the nucleation and reduction of graupel. CON is similar to the result of Blossey et al. (2007) in the overestimation of OLR in cloud-resolving model simulations than observation in KWAJEX. The modified size distributions result in a decrease of approximately 4 W m$^{-2}$ OLR than that produced by CON2. The decrease is related to the snow size distribution parameterization; that is, smaller snow size has more residence time in FS05 than a constant $N_0$.

We investigated the average ratio of convective to stratiform precipitation (Table 5). We defined mesoscale convective precipitation systems as larger 1225-km$^2$ rainy areas with over 1 mm h$^{-1}$ precipitation. We divided convective and stratiform precipitation regions using a specific rain rate; the areas over 20 mm h$^{-1}$ were considered as convective precipitation and all other were as stratiform precipitation. The average ratio of convective to stratiform precipitation is reduced from...
24.1% by CON2 to 21.5% by MODI, which indicates that stratiform precipitation increases in MODI.

6. Conclusions

In this study, we evaluated the cloud and precipitation properties of numerical simulations of NICAM for a single-moment bulk microphysics scheme using TRMM PR and TBB with a satellite simulator. We investigated the effect of modifications of the size distributions of precipitating hydrometeors on the joint histogram of TBB and PTH from TRMM PR for mesoscale convective systems over the tropical Pacific Ocean. Cloud system–resolving simulations reproduced a horizontal cloud size distribution similar to those observed by geostationary satellites. We found that the control experiment with the default parameters of NSW6 leads to an overestimated frequency of deep cloud. In other words, the joint histogram analysis shows that the frequency of the deep cloud category is overestimated and that PTH is overestimated above 12 km in the control run, which also underestimates the frequency of midcold clouds.

To improve the statistical frequency and CFADs of the simulated clouds, we examined the effects of hydrometeor size distributions. First, the snow size distribution sensitivity was examined using several M–D relationships. Snow size distribution affects the probability distributions of PTH in deep clouds. When the scheme proposed by FS05 is used, the bias from an extensively high PTH is reduced, and the probability of PTH becomes closer to that of the TRMM observation. This is related to the bimodal size distribution and the M–D relationship, the latter of which affects the mean radar reflectivity of the CFADs.

Next, we found that graupel size distribution affects the maximum radar reflectivity, which decreased rapidly in the upper troposphere on applying the M–D relationship of lump graupel described in Locatelli and Hobbs (1974).

Third, from the sensitivity to rain size distributions, we found that the frequency of shallow, congestus, and midcold clouds could be modified. The ZH08 method reproduces a better representation of stratiform precipitation size distribution. However, the frequency of shallow clouds is increased. Therefore, we introduced a combined parameterization that uses different rain size distributions for convective and stratiform precipitation. Results showed that this parameterization quantitatively improves the frequency of cloud categories in the joint histogram. However, there are overestimations of radar reflectivities below an altitude of 5 km. One possible reason for this is the horizontal resolution: we used a grid space of approximately 3 km for the simulation. Vertical mass flux is overestimated around this resolution because of the underestimation of detrainment (Bryan and Morrison 2012; Caine et al. 2013; Van Weverberg et al. 2013). Another reason might be related to autoconversion and the liquid accretion process; similar overestimation of radar reflectivities is seen in congestus and shallow clouds.

We examined the effect of microphysics on the other cloud properties. The modified microphysics improves the maximum radar reflectivity, which decreased rapidly in the upper troposphere on applying the M–D relationship of lump graupel described in Locatelli and Hobbs (1974).

Next, we found that graupel size distribution affects the maximum radar reflectivity, which decreased rapidly in the upper troposphere on applying the M–D relationship of lump graupel described in Locatelli and Hobbs (1974).

Third, from the sensitivity to rain size distributions, we found that the frequency of shallow, congestus, and midcold clouds could be modified. The ZH08 method reproduces a better representation of stratiform precipitation size distribution. However, the frequency of shallow clouds is increased. Therefore, we introduced a combined parameterization that uses different rain size distributions for convective and stratiform precipitation. Results showed that this parameterization quantitatively improves the frequency of cloud categories in the joint histogram. However, there are overestimations of radar reflectivities below an altitude of 5 km. One possible reason for this is the horizontal resolution: we used a grid space of approximately 3 km for the simulation. Vertical mass flux is overestimated around this resolution because of the underestimation of detrainment (Bryan and Morrison 2012; Caine et al. 2013; Van Weverberg et al. 2013). Another reason might be related to autoconversion and the liquid accretion process; similar overestimation of radar reflectivities is seen in congestus and shallow clouds.

We examined the effect of microphysics on the other cloud properties. The modified microphysics improves
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<th>Table 4. Domain and temporal averages of OLR (W m⁻²) for 7 days among CON, CON2, MODI, and daily NOAA OLR.</th>
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the accumulated precipitation distribution and domain-averaged OLR for 7 days compared to observations. It increases frequencies of vertical velocities over 15 m s\(^{-1}\) at 10-km altitude. The vertical profiles of averaged temperature are changed over the melting layer. The ratio of stratiform precipitation increase in the modified microphysics.

There are more advanced microphysics schemes, such as multimoment or bin microphysics schemes, that reproduce diverse size distributions. However, to interpret the results of such advanced schemes compared to satellite data, we need to understand how hydrometeor size distribution affects radiances from the cloud properties in numerical simulations. In fact, we found that the parameters assumed in the single-moment microphysical scheme control the cloud and precipitation properties. According to this study, the parameterization of the snow size distribution, which is affected by the aggregation-autoconversion processes, is related to the distributions of the frequencies of deep clouds in the joint histogram. The \(M–D\) relationship for snow affects the average radar reflectivity of the CFADs in deep clouds. The maximum radar reflectivity is affected by riming and the graupel density. On the basis of the results shown here, we will be able to analyze the results of other advanced microphysical schemes using the joint histogram framework with the single-moment bulk microphysics scheme. In addition, because the diagnostic relationships for the size distributions used in this study are based on observations, the size distributions of other schemes should be checked using these relationships. Comparisons of microphysics schemes of differing complexity will reveal further important factors in the size distributions using the methods proposed in this study.

In this study, we focused on the central Pacific and obtained better results for joint histograms, CFADs, and OLR compared to observations. Microphysical characteristics vary in different locations of all oceans. In the future, we intend to expand the global simulation to include evaluations using a several-kilometer homogenous resolution to assess these modifications in all oceans. We also intend to perform comparisons using data from other satellites, such as CloudSat and CALIPSO.
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