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ABSTRACT

Upper-tropospheric ice cloud measurements fromthe Superconducting Submillimeter Limb Emission Sounder
(SMILES) on the International Space Station (ISS) are used to study the diurnal cycle of upper-tropospheric ice
cloud in the tropics and midlatitudes (408SÐ408N) and to quantitatively evaluate ice cloud diurnal variability
simulated by 10 climate models. Over land, the SMILES-observed diurnal cycle has a maximum around 1800 local
solar time (LST), while the model-simulated diurnal cycles have phases differing from the observed cycle by2 4 to
12 h. Over ocean, the observations show much smaller diurnal cycle amplitudes than over land with a peak at 1200
LST, while the modeled diurnal cycle phases are widelydistributed throughout the 24-h period. Most models
show smaller diurnal cycle amplitudes over ocean than over land, which is in agreement with the observations.
However, there is a large spread of modeled diurnal cycle amplitudes ranging from20% to more than 300% of the
observed over both land and ocean. Empirical orthogonal function (EOF ) analysis on the observed and model-
simulated variations of ice clouds Þnds that the Þrst EOF modes over land from both observation and model
simulations explain more than 70% of the ice cloud diurnal variations and they have similar spatial and temporal
patterns. Over ocean, the Þrst EOF from observation explains 26.4% of the variance, while the Þrst EOF from
most models explains more than 70%. The modeled spatial and temporal patterns of the leading EOFs over ocean
show large differences fromobservations, indicating that the physical mechanisms governing the diurnal cycle of
oceanic ice clouds are more complicated and notwell simulated by the current climate models.

1. Introduction

The most fundamental variabilities of EarthÕs weather
and climate system are the diurnal and seasonal cycles,

both of which are related to the surface temperature
variations modulated by the position of the sun relative
to Earth. The diurnal cycle, which is more poorly rep-
resented in climate models compared to the seasonal
cycle (Yang and Slingo 2001), is driven by the higher
surface temperature from solar heating during the day
and the lower surface temperature from cooling to space
during the night. In the morning, EarthÕs surface absorbs
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solar energy and heats a shallow layer of air directly
above the ground by conduction and turbulent diffu-
sion. Heat exchange between the warm air near the
surface and the cooler air above can extend to the
midtroposphere in convective air. The incoming solar
radiation can exceed outgoing heat energy for several
hours after noontime until a brief equilibrium is
reached, before outgoing radiation exceeds the in-
coming at night. The exact time at which this equilib-
rium is reached is affected by a variety of factors,
including the nature of the surface (e.g., ocean, land, or
soil type), wind, clouds, water vapor, and surface
moisture. The diurnal surface temperature variation
drives the diurnal variation of atmospheric deep con-
vection, which transports water vapor and cloud ice
into the upper troposphere (UT). In turn, diurnal sur-
face temperature variation could also be inßuenced by
distribution of clouds, surface heat ßuxes, transport of
energy by the atmosphere, and the energy storage in
the upper layers of the ocean or land. Thus, atmo-
spheric diurnal cycles involve many processes and
feedback mechanisms.

Studies of diurnal cycle of rainfall date back to as
early as the 1920s (e.g.,Ray 1928) and have been
growing since then (e.g.,Kraus 1963; Wallace 1975;
McGarry and Reed 1978; Reed and Jaffe 1981;
Albright et al. 1981, 1985; Houze and Betts 1981; Salby
et al. 1991; Hendon and Woodberry 1993; Sui et al.
1998; Dai et al. 1999; Yang and Slingo 2001; Bechtold
et al. 2004; Dai and Trenberth 2004; Tian et al. 2004;
Lee et al. 2007; May et al. 2012). Most of these studies
have focused on the diurnal variations in rainfall, for
which the time lag in its response to the diurnal surface
temperature variation is an important factor. For ex-
ample, phase shifts of several hours between maximum
rainfall and surface temperature have been observed
both in the tropics ( Yang and Slingo 2001; Bechtold
et al. 2004), in the midlatitudes ( Dai and Trenberth
2004; Lee et al. 2007), and in speciÞc regions (e.g.,Dai
et al. 1999) focused on the United States, Australia, and
midlatitude Canada and Russia.

The current understanding of diurnal rainfall varia-
tion and the physical mechanisms that drive them can be
summarized as follows: Over continental land regions, it
has been widely accepted that intensity of precipitation
usually peaks in late afternoon from 1500 to 1800 local
solar time (LST), associated with a direct time-lagged
thermodynamic response of the surface layer to solar
radiation ( Kikuchi and Wang 2008; Feng et al. 2011);
over ocean, convective precipitation is often character-
ized by an early morning peak with nocturnal maximum
centered around 0300 LST (e.g.,Nesbitt and Zipser
2003). The precise nature of the physical mechanism

governing diurnal variability of rainfall over ocean,
however, remains an open question (Yang and Slingo
2001; Tian et al. 2004; Kikuchi and Wang 2008). Near
coastlines and along the landÐsea boundaries of the
maritime continents such as Indonesia, India, West Af-
rica, and Brazil, the diurnal cycle is characterized by
a precipitation peak of large amplitude that may occur
anytime during the day, with the peak rainfall area po-
tentially propagating perpendicular to the shoreline (e.g.,
Kikuchi and Wang 2008). The possible mechanisms under
study for this regime include concavity (e.g., Nitis et al.
2005) of the shoreline and propagation of gravity waves
(e.g.,Pritchard and Somerville 2009; Sato et al. 2009).

For models to accurately simulate the global distribu-
tion of the diurnal cycles of clouds and precipitation, they
must correctly incorporate all the relevant processes. It
has been shown that the diurnal cycle plays an important
role in the initialization of the MaddenÐJulian oscillation
(MJO) (e.g., Johnson et al. 1999; Slingo et al. 2003). The
diurnal cycle also impacts the convection entrainment
rate and inßuences the frequencyÐintensity distribution
of convective events, independent of how well the mean
climate is simulated (e.g., Del Genio and Wu 2010;
Stratton and Stirling 2012). Since the diurnal variation
affects atmospheric circulation across a broad range of
scales, from mesoscale convective systems (Yang and
Slingo 2001) to intraseasonal oscillation (Tian et al. 2006),
the accuracy of the diurnal cycle simulation is a key
metric of climate model performance.

One of the well-documented deÞciencies of many cli-
mate models is the too early onset of (maximum) daytime
convection over land compared with observations.Del
Genio and Wu (2010)pointed out that this is likely caused
by insufÞcient sensitivity of their cumulus parameteriza-
tions to the state of the environment due to weak en-
trainment rates prescribed in the model. Bechtold et al.
(2004)suggested that weakness inthe convection schemesÕ
triggering processes or parameterizations that affect the
moisture and temperature proÞles could also cause the
early onset of deep convection. For example, an over-
estimation of surface temperature (or near-surface humid-
ity) could enhance or cause the triggering of convection.
Similarly, the air temperature above the boundary layer
could affect convective inhibition, which determines the
timing of convective initiation ( Kuang and Bretherton
2006; Mapes 2000). The biases in model-simulated hy-
drologic variability on these short time scales suggest some
lack of the physical mechanisms for convection in the
modelsÑlargely deÞciencies in convective parameteriza-
tions (Randall et al. 1991; Yang and Slingo 2001; Dai and
Trenberth 2004). This is worrisome because the deÞciencies
in model physics could affect the simulated climate vari-
abilities on longer time scales. Some cloud-resolving models
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(CRMs) show moderate improvements in capturing the
diurnal variability (e.g. Liu and Moncrieff 1998); how-
ever, it is still computationally too expensive to use
CRMs for climate projection studies.

To improve the modelsÕ ability to simulate diurnal
cycles, we need global measurements of relevant
physical quantities that can be simulated by models,
and thus the model simulations can be evaluated. Be-
sides the diurnal cycle of precipitation, a number of
previous studies have investigated the diurnal cycles of
cloud fraction, relative humidity, or top-of-atmosphere
(TOA) radiative ßuxes (e.g., Yang and Slingo 2001;
May et al. 2012; Taylor 2012, 2014). However, there are
relatively fewer studies on the diurnal cycle of UT ice
clouds, which are closely related to deep convection
(Soden 2000; Su et al. 2006; Tian et al. 2004). Recently,
a number of studies have been conducted to evaluate
clouds and moisture in the climate models participating
in phase 5 of the Coupled Model Intercomparison
Project (CMIP5) (e.g., Li et al. 2012; Jiang et al. 2012;
Tian et al. 2013; Su et al. 2013; Klein et al. 2013; Dolinar
et al. 2015; StanÞeld et al. 2014). Jiang et al. (2012)
showed the largest model errors are the simulations of
ice cloud and water vapor in the UT. A comparison of
modeled and observed diurnal variations of these
quantities is a natural step to further check the model
performance on shorter time scales and is useful for
model improvements.

In this paper, we use the UT partial ice water path
(pIWP) above the altitude of 200 hPa (; 12 km) measured
by the Superconducting Submillimeter Limb Emission
Sounder (SMILES) on the International Space Station
(ISS) at different local times to study the diurnal variation
of ice clouds in the UT for the tropical and midlatitude
regions (408SÐ408N). This dataset is then used to evaluate
the performance of climate models in simulating the di-
urnal cycle of UT ice clouds. The SMILES data and model
outputs of corresponding parameters are presented in
sections 2and 3, respectively.Section 4presents modelÐ
observation comparison and diagnosis.Section 5 sum-
marizes the Þndings.

2. SMILES observations

Launched in September 2009, SMILES (Kikuchi et al.
2010) was a Japanese atmospheric limb sounding in-
strument on board the ISS. The SMILES instrument
measured atmospheric thermal emission in three fre-
quency bands (band A: 624.32Ð625.52 GHz, band B:
625.12Ð626.32 GHz, and band C: 649.12Ð650.32 GHz)
on a time-sharing basis. The ISS is in a 51.68inclined orbit,
which allowed SMILES to observe Earth with latitudinal
coverage from about 608N to 408S on north-looking days

and 408N to 608S on south-looking days (see example in
Fig. 1) at different local times. These local times drifted
about 20 min earlier each day, enabling coverage of
entire diurnal cycle in a period of over a month ( Manabe
et al. 2008; Millan et al. 2013).

The SMILES pIWP product that we use in this study,
described by Millan et al. (2013), is a result of the col-
laboration between the Jet Propulsion Laboratory
(JPL) and Japanese partners. The pIWP (g m2 2) is
vertically integrated IWC above about 12-km altitude
(or about 200-hPa pressure level). It is derived from the
simulated pIWPÐTcir relationships similar to those used
by the Aura Microwave Limb Sounder (MLS) experi-
ment (Wu et al. 2006, 2008), where Tcir is the retrieved
cloud-induced radiance from SMILESÕs measurements
(Millan et al. 2013). In short, Tcir is the difference be-
tween the measured and expected clear-sky radiances;
the latter are limb radiance simulations using GEOS-5
temperature and previously retrieved pressure, trace
gases, and relative humidity. A 3s screening procedure
similar to that described in Wu et al. (2008) and Livesey
et al. (2013) for Aura MLS IWC data is performed to
select the useful pIWP data. Since the frequencies of the
three SMILESÕs bands (A, B, and C) are very close to
each other, the differences of pIWP measurements be-
tween different bands are very small (, 0.1%) when
averaged over the same period. The uncertainty for the
pIWP is about 110% based on the analysis byMillan
et al. (2013), which is interpreted as a scaling bias of
a log-scale (base 10) factor of 2.04, mostly coming from

FIG . 1. Two examples of SMILES (band A) measurements
at different LSTs on (top) a south-looking day and (bottom) a
north-looking day.
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