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ABSTRACT

Turbulent mixing in the daytime convective boundary layer (CBL) is carried out by organized nonlocal updrafts and smaller local eddies. In the upper mixed layer of the CBL, heat fluxes associated with nonlocal updrafts are directed up the local potential temperature gradient. To reproduce such countergradient behavior in parameterizations, a class of planetary boundary layer schemes adopts a countergradient correction term in addition to the classic downgradient eddy-diffusion term. Such schemes are popular because of their simple formulation and effective performance. This study reexamines those schemes to investigate the physical representations of the gradient and countergradient (GCG) terms, and to rebut the often-implied association of the GCG terms with heat fluxes due to local and nonlocal (LNL) eddies. To do so, large-eddy simulations (LESs) of six idealized CBL cases are performed. The GCG fluxes are computed a priori with horizontally averaged LES data, while the LNL fluxes are diagnosed through conditional sampling and Fourier decomposition of the LES flow field. It is found that in the upper mixed layer, the gradient term predicts downward fluxes in the presence of positive mean potential temperature gradient but is compensated by the upward countergradient correction flux, which is larger than the total heat flux. However, neither downward local fluxes nor larger-than-total nonlocal fluxes are diagnosed from LES. The difference reflects reduced turbulence efficiency for GCG fluxes and, in terms of physics, conceptual deficiencies in the GCG representation of CBL heat fluxes.

1. Introduction

The daytime convective boundary layer (CBL) is vigorously mixed via large and small turbulent eddies, as shown in Fig. 1 adapted from Hunt et al. (1988). Large columns of rising buoyant air, also known as updrafts or thermals, are primarily driven by surface heating. They can take on cellular or roll organizations, depending on the relative strength of the mechanical (i.e., vertical wind shear production) to thermal forcings [see Salesky et al. (2017) and references therein]. In the presence of strong surface heat flux and weak shear, coherent structures in the CBL are largely cellular, consisting of narrow spokes of strong updrafts and broad regions of compensating downdrafts (Schmidt and Schumann 1989). On the other hand, when wind shear is strong and surface heat flux is small, convection tends to organize into horizontal roll vortices with axes aligned within $10^\circ$–$20^\circ$ of the wind shear direction (Young 1988). The organized thermals transport momentum and heat across the depth of the CBL in an advective-like fashion and are thus referred to as nonlocal eddies (Stull 1988, chapter 11). In comparison, smaller local eddies are omnipresent in the CBL. In the surface layer (i.e., roughly the bottom 10% of the CBL), local eddies are generated mostly by wind shear, with sizes limited by their distance to the ground. In the stably stratified entrainment zone (i.e., top 15%–20% of the CBL), local eddies can form from breaking shear-instability waves (Stull 1988). In the mixed layer in between, local eddies are associated with shear mixing at the edge of thermals or the breakdown of large eddies through the turbulence cascading processes.

Schematics of the mean vertical profiles of potential temperature $\overline{\theta}(z)$ (K) and vertical heat fluxes $w\overline{\theta}(z)$ (K m s$^{-1}$) in a CBL are presented in the right panel of Fig. 1, where the overline is an ensemble average operator, and primes represent perturbations from the mean. In this study, horizontal and time averaging are performed instead of ensemble averaging. The two are equivalent when the size of the dominant eddy motions, which is the boundary layer depth for the CBL, is much less than the horizontal size of the domain (Wyngaard 2004).
ensemble mean. The $\bar{\theta}(z)$ profile outlines the stability of the CBL at different heights. The surface layer is characterized by a superadiabatic lapse rate, while the entrainment zone on top is stably stratified. In the near-neutral mixed layer in between, $\partial \bar{\theta}(z)/\partial z$ is slightly negative below $-0.4 \zeta$, and positive above (also shown later in Fig. 2a), where $\zeta$ is the CBL depth (m), diagnosed as the vertical level of the minimum heat flux. The term $\bar{w}'\bar{\theta}(z)$ is linear from the surface up to the entrainment zone. This can be derived under horizontally homogeneous conditions and by assuming a quasi-steady state such that $\partial \bar{\theta}(z)/\partial z$ is independent of time (Wyngaard 2010, chapter 11). Given the vertical profiles of $\bar{\theta}(z)$ and $\bar{w}'\bar{\theta}(z)$, an apparent “countergradient” region is identified in the upper part of the CBL, where the positive heat flux appears to be directed up the slightly positive local potential temperature gradient. The locally countergradient fluxes are associated with nonlocal thermals that span the depth of the CBL. At the thermal scale, the relevant vertical potential temperature gradient is related to the difference between $\bar{\theta}(z)$ and surface potential temperature $\bar{\theta}_s$, which is negative in the mixed layer [i.e., $\bar{\theta}(z) - \bar{\theta}_s < 0$]. Therefore, from the perspective of thermals, warm surface air is transported upward to an elevation $z$ in the mixed layer where the potential temperature is slightly colder. Downgradient behavior of heat fluxes is then restored at the thermal scale.

Because of the presence of the locally countergradient fluxes associated with thermals, the classic gradient diffusion or $K$ theory for small-eddy turbulent fluxes,

$$\bar{w}'\bar{\theta} = -K_{\theta\theta}(\partial \bar{\theta}/\partial z),$$

fails to represent vertical heat fluxes in the CBL. In Eq. (1), $\bar{w}'$ is the vertical velocity component (m s$^{-1}$), and $K_{\theta\theta}$ is the eddy diffusivity for heat (m$^2$ s$^{-1}$). Equation (1) is also known as the “small-eddy closure” that represents the downgradient turbulent diffusion by small eddies (Stull 1988, chapter 6). To account for the effects of nonlocal mixing in a scheme based on $K$ theory [Eq. (1)], an additional correction term $\gamma_{cg}$ (K m$^{-1}$) is introduced alongside the gradient term $\partial \bar{\theta}/\partial z$ (Ertel 1942; Priestley and Swinbank 1947; Deardorff 1966):

$$\bar{w}'\bar{\theta} = -K_{\theta\theta}(\partial \bar{\theta}/\partial z - \gamma_{cg}).$$

In Eq. (2), both $K_{\theta\theta}$ and $\gamma_{cg}$ are positive. Their product is meant to account for the difference between the total heat flux $\bar{w}'\bar{\theta}$ and the portion that is captured by the downgradient flux $-K_{\theta\theta}\partial \bar{\theta}/\partial z$. Because $-\gamma_{cg}$ has the opposite sign to the local gradient $\partial \bar{\theta}/\partial z$ in the upper part of the CBL, it is often referred to as the countergradient correction term or simply the countergradient term. In the lower part of the CBL, $-\gamma_{cg}$ has the same sign as $\partial \bar{\theta}/\partial z$, so it acts as a downgradient term. In practice, the countergradient correction flux usually dominates over gradient flux in the mixed layer, while the latter contributes significantly in the surface layer and the entrainment zone where vertical gradients are large.

With the inclusion of $\gamma_{cg}$, Eq. (2) forms the basis of a class of planetary boundary layer (PBL) schemes that represents CBL mixing in numerical weather prediction and global circulation models (e.g., Troen and Mahrt 1986; Bougeault and Lacarrere 1989; Zilitinkevich et al. 1999; Hong et al. 2006). Each individual scheme is distinguished by different formulations of $K_{\theta\theta}$ and $\gamma_{cg}$, which are usually derived based on the budget analysis of the prognostic equation for $\partial \bar{w}'\bar{\theta}/\partial t$ (e.g., Deardorff 1972; Therry and Lacarrère 1983; Holtslag and Moeng 1991). Note that only heat fluxes are examined in this
Although some PBL schemes do include countergradient momentum and scalar correction terms (Hong et al. 2006; Sorbjan 2009), the presence of locally countergradient momentum, moisture, and other scalar fluxes have not been formally established, due partly to the lack of reliable field observations (Frech and Mahrt 1995; Brown and Grant 1997). Although PBL schemes formulated based on Eq. (2) are both simple in design and effective in performance, their physical representation of CBL mixing has not been formally examined. Specifically, what physical processes do the gradient diffusion and the countergradient correction terms on the right-hand side of Eq. (2) represent? One convenient and almost straightforward interpretation is to connect the countergradient correction term $K_H \gamma_{Cg}$ to the nonlocal flux carried by the large organized thermals, and the gradient term $-K_H \partial \theta/\partial z$ to the local flux associated with small eddies. Simply put, it is often explicitly or implicitly assumed that gradient and countergradient (GCG) terms represent local and nonlocal (LNL) fluxes, respectively. This study examines and eventually rebuts this hypothesis. The reason why this study is conducted is because, as well laid out by Plant and Yano (2015), parameterizations in general should be viewed as a fundamental science problem that demands physical insights, rather than a purely technical problem that can be tuned and manipulated in a piecemeal fashion. Inquiry into the physical insights of the GCG-based PBL schemes serves to expose the physical deficiency of these schemes, and deepen the understanding of CBL mixing processes on a fundamental level. Hopefully, these new insights will pave the way for the development of better PBL schemes.

To conduct the evaluation, we first perform six high-resolution large-eddy simulations (LESs) of the CBL with different surface heating and vertical wind shear (see section 2). The GCG fluxes from two representative PBL schemes are then computed a priori from horizontally averaged LES data in section 3. In the meantime, with conditional sampling (CS) and Fourier decomposition of the LES flow field, heat fluxes associated with LNL eddies are derived. Several CS methods are adopted to reach a robust qualitative conclusion. By comparing the local (nonlocal) flux with its gradient (countergradient) counterpart, the physical representation of GCG-based PBL schemes is discussed in section 4. Overall conclusions are summarized in section 5.

2. Methods

a. Case description and numerical setup

LESs of six idealized CBL cases are performed with different surface heating and vertical wind shear. A list of the cases is given in Table 1.
of model parameters is presented in Table 1. The first four cases feature barotropic conditions. The model setup follows Shin and Hong (2013) with prescribed surface heating and pressure gradient forcings. Among the four cases, a constant heat flux of 0.20 K m$^{-2}$ s$^{-1}$ is imposed on the two buoyancy-driven cases, called BT and BF. In the absence of geostrophic winds, organized convective cells develop in the BT case. In addition to strong surface heating, the BF case is also driven by a constant 10 m s$^{-1}$ geostrophic wind. The convective structures in the BF case are not well defined. The parameter $-z/L$ indicates the type of organized convection. Here, $L = -u_\theta w_\theta / (\kappa g w^3/2)$ is the Obukhov length (m), $u_\theta$ is the surface friction velocity (m s$^{-1}$), $\theta_0$ is the reference potential temperature (K), $\kappa = 0.4$ is the von Kármán constant, $g$ is the gravitational acceleration constant (m s$^{-2}$), and $w^3/2$ is the surface heat flux. The value of $-z/L$ for the BF case is about 20, which falls into the transition range ($-z/L \approx 15-20$) where the organized convection changes from cellular (large $-z/L$) to roll (small $-z/L$) formations (Salesky et al. 2017). The weak-shear (SW) and strong-shear (SS) cases are conducted with a smaller surface heat flux (0.05 K m$^{-2}$ s$^{-1}$) compared to the buoyancy-driven cases. The imposed geostrophic winds are 10 and 15 m s$^{-1}$ for the SW and SS cases, respectively. With less heating, horizontal roll vortices form in the presence of shear in both cases. In addition to the four barotropic cases, two more baroclinic cases are performed with linear geostrophic shear (GS). The GSW and GSS cases have 2 and 5 m s$^{-1}$ km$^{-1}$ shear. The geostrophic wind speeds for both GS cases are 10 m s$^{-1}$ at 1-km height, same as the SW case. All runs are initialized with a potential temperature profile following Shin and Hong (2013), where

$$
\theta = \begin{cases} 
300 \text{K}, & 0 < z \leq 925 \text{m} \\
300 \text{K} + (z - 925 \text{m}) \times 0.0536 \text{K m}^{-1}, & 925 < z \leq 1075 \text{m}. \\
308.05 \text{K} + (z - 1075 \text{m}) \times 0.003 \text{K m}^{-1}, & z > 1075 \text{m}
\end{cases}
$$

The initial $\theta(z)$ has a sharp inversion between 925 and 1075 m, which effectively caps the growth of the CBL throughout the entire simulation. The initial wind profile is geostrophic. The Coriolis parameter is set to $10^{-4}$ s$^{-1}$. The surface roughness length is 0.1 m.

The LESs are performed on a doubly periodic domain of (12 km, 12 km, 2 km), with Rayleigh damping applied to the top 500 m. The horizontal domain size is large compared to the CBL depth. This allows inclusion of a relatively large number of samples, which are the organized convective eddies, for horizontal averaging to minimize uncertainties of the estimated mean. We adopt 25-m horizontal and 12.5-m vertical grid spacings, so that the CBL is well resolved with a negligible contribution from the subgrid scale (SGS), except for the first few grid points above the ground. The 1.5-order turbulent kinetic energy (TKE) closure of Moeng (1984) is adopted for SGS turbulence. Based on Sullivan and Patton (2011), the CBL is highly resolved (i.e., converges to extremely high-resolution simulations) when the boundary layer depth to grid spacing ratio $z/\Delta$ exceeds 60. Under the current setup, $z/\Delta$ is approximately 50 for all cases (see Table 1), close to the highly resolved criterion. The CBL reaches a statistical quasi-steady state after 6$\tau$, where $\tau = z/w_w$ is the large-eddy turnover time, approximately 600 and 800 s for buoyancy and shear cases (Shin and Hong 2013), and $w_w = (g/\theta_0 w^3/2)^{1/3}$ is the convective velocity scale (m s$^{-1}$). Therefore, the two buoyancy cases are run for 4 h whereas the shear cases are run for 5 h. Data are output at every 10 min, and a total of 13 snapshots from the last 2 h are used for the analyses. Results presented in this study are both horizontally averaged and time averaged, unless otherwise stated.

The Advanced Regional Prediction System (ARPS) is used for the simulations. ARPS was developed at the Center for Analysis and Prediction of Storms at the University of Oklahoma. It is a nonhydrostatic meso-scale and convective-scale finite-difference NWP model that is also suitable for LES (e.g., Chow et al. 2005).

### Table 1. List of model parameters and some statistics averaged from the last 2 h of the simulations. The unit for $z$ is meters.

<table>
<thead>
<tr>
<th>Run name</th>
<th>$w^3/2$ (K m$^{-2}$)</th>
<th>$U_\theta$ (m s$^{-1}$)</th>
<th>$-z/L$</th>
<th>Organization</th>
</tr>
</thead>
<tbody>
<tr>
<td>BT</td>
<td>0.20</td>
<td>0</td>
<td>2.12 $\times$ 105</td>
<td>Cell</td>
</tr>
<tr>
<td>BF</td>
<td>0.20</td>
<td>10</td>
<td>20.7</td>
<td>Transition</td>
</tr>
<tr>
<td>SW</td>
<td>0.05</td>
<td>10</td>
<td>6.27</td>
<td>Roll</td>
</tr>
<tr>
<td>SS</td>
<td>0.05</td>
<td>15</td>
<td>2.65</td>
<td>Roll</td>
</tr>
<tr>
<td>GSW</td>
<td>0.05</td>
<td>0.002$z + 8$</td>
<td>5.57</td>
<td>Roll</td>
</tr>
<tr>
<td>GSS</td>
<td>0.05</td>
<td>0.005$z + 5$</td>
<td>8.00</td>
<td>Roll</td>
</tr>
</tbody>
</table>

The initial $\theta(z)$ has a sharp inversion between 925 and 1075 m, which effectively caps the growth of the CBL throughout the entire simulation. The initial wind profile is geostrophic. The Coriolis parameter is set to $10^{-4}$ s$^{-1}$. The surface roughness length is 0.1 m.

The LESs are performed on a doubly periodic domain of (12 km, 12 km, 2 km), with Rayleigh damping applied to the top 500 m. The horizontal domain size is large compared to the CBL depth. This allows inclusion of a relatively large number of samples, which are the organized convective eddies, for horizontal averaging to minimize uncertainties of the estimated mean. We adopt 25-m horizontal and 12.5-m vertical grid spacings, so that the CBL is well resolved with a negligible contribution from the subgrid scale (SGS), except for the first few grid points above the ground. The 1.5-order turbulent kinetic energy (TKE) closure of Moeng (1984) is adopted for SGS turbulence. Based on Sullivan and Patton (2011), the CBL is highly resolved (i.e., converges to extremely high-resolution simulations) when
ARPS uses a generalized height-based terrain-following coordinate on an Arakawa C-grid. A mode-splitting time integration scheme is employed (Klemp and Wilhelmson 1978). More details on ARPS are documented in Xue et al. (2000, 2001).

b. Conditional sampling methods

Unfortunately, there are no unique and strict definitions of nonlocal and local eddies. Quite a few conditional sampling (CS) methods have been proposed in the literature to separate coherent nonlocal CBL thermals from the environment, using data from field observations (Warner and Telford 1967; Lenschow and Stephens 1980), wind tunnel measurements (Fedorovich and Kaiser 1998; Kaiser and Fedorovich 1998), and most often LESs (Siebesma et al. 2007; Couvreux et al. 2010; Shin and Hong 2013; Park et al. 2016). Each method is characterized with a unique set of CS criteria, which usually involves certain sampling parameters that have no strict optimal values (Shin and Hong 2015). For example, the method of Siebesma et al. (2007, hereafter SST07) identifies updrafts based on

\[ w(x,y,z) > w_p(z), \]

where \( p \) is a percentage chosen to be 1%, 3%, and 5% in SST07 and \( w_p(z) \) refers to the top \( p \) of the vertical velocity \( w \) at height \( z \). After separation of nonlocal updrafts from the environment, the LNL fluxes are computed by

\[ \overline{w\theta}_{NL} = p(w_u - \overline{w})(\theta_u - \overline{\theta}) + (1 - p)(w_e - \overline{w})(\theta_e - \overline{\theta}), \]

\[ \overline{w\theta}_L = pw^e\theta^e + (1 - p)w^t\theta^t, \]

where subscript and superscript \( u \) and \( e \) refer to horizontally averaged updrafts and environment, respectively. Double primes denote perturbations from the local environment, for example, within the updraft \( w^t = w - w_u \). In the idealized simulations conducted in this study, \( \overline{w} \) is zero in Eq. (5). The terms on the right-hand side of Eq. (5) represent advective-like thermal and environment transport, while those of Eq. (6) represent subthermal and subenvironmental fluxes.

This study adopts the method of SST07 for its simplicity. The parameter space of \( p \) in Eq. (4) is thoroughly explored. In addition, two other more sophisticated CS methods proposed by Couvreux et al. (2010) and Park et al. (2016) are also tested for the BT case. As shown later in section 3b and appendix B, qualitatively similar features emerge in spite of the arbitrary choices of the free parameter as well as the different CS methods used. These shared qualitative features describe the fundamental characteristics of the LNL eddies, which is the focus of this study.

3. Results

a. Gradient and countergradient fluxes

The vertical profiles of normalized potential temperature \( \Theta \) as a function of the normalized height \( Z = z/z_i \) are presented in Fig. 2a. The value of \( \Theta(Z) \) is obtained by first subtracting the minimum value \( \langle \theta \rangle_{min} \) from \( \langle \theta \rangle(z) \), where the angle brackets represent horizontal averaging, and then dividing by the convective temperature scale \( \theta_a = w^t\theta^t / w^e a \).

\[ \frac{\overline{w\theta}_L}{w^e a} = \frac{w^t\theta^t}{w^e a}, \]

Differences in the profiles of the six cases are mainly observed in the surface layer. The free-convection case (BT) has the least negative surface-layer gradient. With the addition of vertical wind shear and/or the reduction of surface heat fluxes, the surface layer becomes more superadiabatic. Above the surface layer, \( \Theta(Z) \) values from all six cases overlap well in the mixed layer, while some differences are observed in the entrainment zone. Since we are most interested in the mixed layer where nonlocal thermals are most energetic and countergradient fluxes are found, and given the universal collapse of \( \Theta(Z) \) in the mixed layer, we do not distinguish \( \Theta(Z) \) among different cases hereafter.

Despite the implication of vanishing gradients by the name “mixed layer,” \( \partial \Theta / \partial Z \) is nonzero throughout the depth of the CBL. Note that \( \Theta(Z) \) has a global minimum slightly above 0.4\( z_i \), where \( \partial \Theta / \partial Z \) is negative below and positive above. The gradient sharpens toward the ground due to surface heating, and rapidly increases toward the overcapping inversion approaching the CBL top. The profile of \( \Theta(Z) \) and the \(-0.4\) location for the zero-crossing of \( \partial \Theta / \partial Z \) have been documented by many independent studies (e.g., Holtslag and Moeng 1991; Stevens 2000; SST07). A direct implication from such vertical profiles of \( \Theta(Z) \) for the flux parameterization is that the gradient diffusion term in Eq. (2) must be positive below \(-0.4\) and negative above.

The vertical profiles of normalized heat fluxes \( \langle w\theta^t \rangle / w^e a \) from all six cases collapse onto a universal curve shown in Fig. 2b. The heat flux profiles are linear up to the boundary layer top, with zero-crossings occurring slightly above 0.8\( z_i \). The magnitudes of the minimum heat fluxes in the entrainment zone are about 18% of their surface values. Also presented in Fig. 2b are the SGS heat fluxes from the turbulence closure. The SGS fluxes are almost zero everywhere except in the surface layer below \(-0.1\)\( z_i \). This suggests that the
simulated CBLs are well resolved with the current model setup described in section 2.

The Holtslag and Moeng (1991) (HM) and Yonsei University (YSU) (Hong et al. 2006) schemes are chosen to represent the class of gradient and countergradient correction-based PBL schemes. The HM scheme is selected because its countergradient term is formulated based on LES statistics and is therefore considered accurate. The YSU scheme is selected because it is a widely used PBL scheme with good performance. Their formulations are presented in appendix A. Although only two representative schemes are examined, the qualitative behavior of their GCG terms is not limited to these two particular schemes and should apply to GCG-based PBL schemes in general.

Figure 3 presents the partition of heat fluxes into the GCG components for the two PBL schemes. Note that the YSU scheme includes an entrainment term in addition to the GCG terms. Aside from horizontal and time averaging, all normalized fluxes are also averaged among the six cases. (For individual flux profiles of each case, see Fig. A1 in appendix A.) Case averaging is applied to the normalized total heat flux and the countergradient flux profiles because they overlap nicely among the six cases (see Figs. 2b and A1). The normalized gradient flux profiles shown in the appendix (Fig. A1) exhibit casewise differences mostly below $0.4z_i$. This is likely attributable to the effects of wind shear, which is most prominent in the surface layer. Since case averaging does not alter the general conclusions about gradient fluxes in this study, it is also applied to the gradient fluxes in Fig. 3 for clarity of presentation.

Another thing to note is that the a priori computed GCG fluxes do not necessarily add up to the total flux. This is reflected by comparing the directly computed gradient flux and the residual flux in Fig. 3. The latter is obtained by subtracting the nongradient flux from the total flux. The difference between the directly and indirectly computed (i.e., the residual) gradient fluxes is due to the difference between the a posteriori profiles produced by a PBL scheme and the a priori profiles averaged from LES data. Specifically, $\bar{\theta}(z)$ obtained from a single-column model using a PBL scheme usually differs from LES obtained $\langle \theta \rangle(z)$. Examples can be found in Fig. 10 of Svensson et al. (2011) and Fig. 2 of Wang et al. (2016). When a PBL scheme is applied to model CBL mixing, the predicted heat flux profile tends to be linear as presented in the schematic in Fig. 1b, as long as sufficient amount of mixing is provided by the PBL scheme. When further constrained by boundary conditions (i.e., the surface heat flux), a posteriori heat flux profiles from different PBL schemes collapses onto a universal curve. This is demonstrated in Wang et al. (2016), where 11 PBL schemes are evaluated on an idealized CBL case. The heat flux profiles within the CBL exhibit extreme insensitivity to the choice of the PBL scheme (see their Figs. 4a and 4b), even though the eddy diffusivity profiles differ widely among schemes (see their Figs. 3a–d). As the total heat flux is strongly constrained, the potential temperature profile is then directly related to the profiles of $K_H$ and $\gamma_{cg}$ of a particular PBL scheme as dictated by Eq. (2), and therefore exhibits scheme-wise variations. Similarly, in a priori evaluation where the potential temperature profiles obtained from horizontally averaged LES data are fixed (see Fig. 2a), different PBL schemes with different formulations of $K_H$ and $\gamma_{cg}$ can also predict heat flux profiles that differ from the LES-averaged profile in Fig. 3. In this study, we are
only interested in the qualitative behavior of the GCG fluxes. Differences between the directly computed gradient fluxes and the residual fluxes do not affect the discussions and conclusions presented below.

In Fig. 3a, gradient flux of the HM scheme is dominant in the surface layer and the entrainment zone. In the mixed layer between 0.2\(z_i\) and 0.8\(z_i\), contributions from the countergradient flux are more substantial. The gradient flux switches direction at approximately 0.4\(z_i\), as a result of the vertical gradient reversal at this elevation (see Fig. 2). Above \(\sim 0.4z_i\), gradient flux contributes negatively to an overall positive heat flux. Its negative contribution is counteracted by the countergradient flux, which is larger than the total heat flux. A similar profile is given in Fig. 11 of SST07, who used Cuijpers and Holtslag’s (1998) PBL scheme for \(K_H\) and \(\gamma_{eg}^c\).

The vertical heat flux profile produced by the YSU scheme is presented in Fig. 3b. Behavior of the GCG fluxes is qualitatively similar to that from the HM scheme. The directly computed YSU gradient flux also switches direction at around 0.4\(z_i\). However, its contribution to the total flux is much smaller compared to that of the HM scheme. The countergradient flux of the YSU scheme has a similar parabolic shape as that of the HM scheme. Above \(\sim 0.5z_i\), its magnitude exceeds that of the total flux. Apart from the GCG terms, the YSU scheme has an entrainment term that is set by a diagnosed negative entrainment flux at the CBL top, and decays downward as \((z/z_i)^3\) [see Eq. (A3)]. This term is an explicit representation of entraining warmer (potential temperature–wise) free-tropospheric air into the boundary layer, which is also considered as a nonlocal mixing process (Noh et al. 2003; Hong et al. 2006). For many PBL schemes under the GCG framework such as the HM scheme presented in Fig. 3a, the representation of entrainment flux relies on the gradient diffusion term alone. The presence of the explicitly parameterized entrainment flux in the YSU scheme explains the smaller (i.e., less negative) gradient flux in the upper half of the CBL. It also accounts for the upward shift of the location where the countergradient flux exceeds the total flux from around 0.4\(z_i\) to 0.5\(z_i\).

b. Local and nonlocal fluxes

The horizontally and time- and case-averaged updraft and environment profiles of the potential temperature and vertical velocity are presented in Fig. 4. The profiles are obtained using the SST07 method with \(p = 10\%\) following Shin and Hong (2013). In Fig. 4a, thermals are much warmer than the horizontally averaged potential temperature \((\theta)\) up to around 0.8\(z_i\). In the entrainment zone, penetrating thermals are colder than \((\theta)\). The mean potential temperature of the environment \((\theta_e)\) is only slightly colder than \((\theta)\) throughout the depth of the CBL. For the vertical velocity, the updraft-mean \((w_u)\) is roughly 1.5\(w_e\) in the mixed layer, although this value is sensitive to the choice of \(p\). The environment is associated with a negative velocity \((w_e)\) of much smaller magnitude than \((w_u)\), indicating slowly subsiding environmental air.

The LNL partition of heat flux with \(p = 10\%\) is presented in Fig. 5a. Fluxes computed from Eq. (6) and the SGS fluxes presented in Fig. 2b are combined to form the local fluxes in this panel. The LNL fluxes from all six cases agree well throughout the depth of the CBL especially in the mixed layer, although some small differences are observed in the surface layer below 0.1\(z_i\) and in the entrainment layer above 0.8\(z_i\). Both LNL heat fluxes are directed upward over the depth of the mixed layer. The zero-crossings for the local and nonlocal fluxes are around 0.8 and 0.9\(z_i\), respectively. For most of the entrainment zone, both fluxes are directed downward.

The computed LNL fluxes depend on the choice of the parameter \(p\) in the SST07 method. To investigate the variability of the flux partitions, flux profiles for \(p\) ranging from 1\% to 50\% are computed at 1\% intervals and five of them are presented in Figs. 6a and 6b. Higher percentage values are not tested since observations (Lenschow and Stephens 1980) and simulations (Couvreur et al. 2010) both suggest that the areal fraction of organized nonlocal structures do not exceed 50\%. The LNL fluxes are also case-averaged for clarity of presentation. Comparing Figs. 6a and 6b, the nonlocal fluxes are in general larger than their respective local counterparts in terms of magnitude. This is similar to what other studies have found (Couvreur et al. 2010; Shin and Hong 2015). The nonlocal flux contribution to the total flux is nonlinear with respect to \(p\) in Fig. 6a, and likewise for the local flux contribution in Fig. 6b. At small \(p\), nonlocal fluxes increase with \(p\) and maximize when \(p = 30\%\). Afterward, contributions from nonlocal fluxes decrease with further increase in \(p\). Despite the quantitative differences in flux partitions, the qualitative behavior of \(p\) ranging from 1\% to 50\% remains the same: in the mixed layer where the total flux is positive, both LNL fluxes contribute positively; in the entrainment zone where the total flux is negative, both LNL fluxes contribute negatively. The zero-crossings for both the nonlocal and local fluxes are close to 0.8\(z_i\) for all \(p\) values evaluated (results not shown). Also note that when \(p = 15\%\), the resulting heat flux partition based on SST07 is closest to that from the more sophisticated Couvreux et al. (2010) method presented in appendix B.

The LNL fluxes can be further separated into updraft and environment contributions according to Eqs. (5) and (6). The results are presented in Figs. 6c and 6d. For nonlocal fluxes, those associated with thermals dominate over those with the environment in Fig. 6c. Note
that the nonlocal environment fluxes, representative of organized subsidence, are all positive below \(0.8z_i\) for the range of \(p\) values tested. This is in contradiction to the explicitly parameterized negative entrainment flux of the YSU scheme in Fig. 3b, although the vertical divergences (gradients) of both the diagnosed and parameterized fluxes have the same signs, indicating warming of the CBL. For the local heat flux component in Fig. 6d, when \(p\) is less than 30%, local eddies associated with subenvironmental variations produce stronger fluxes than those due to subthermal variations. Beyond \(p = 30\%\), contributions from updraft-associated local eddies dominate.

Unlike the parameterized gradient fluxes in Fig. 3, the LES diagnosed local fluxes in Figs. 5a and 6b do not have any negative values between \(\sim0.4z_i\) and \(\sim0.8z_i\), where \(\partial \theta/\partial z\) is positive (see Fig. 2a). As a consequence, the magnitude of the diagnosed nonlocal flux is smaller than that of the net flux throughout the depth of the CBL (Figs. 5a and 6a). In contrast, the magnitude of the countergradient correction flux exceeds that of the net flux in the upper mixed layer (Fig. 3). The above conclusion is robust for this particular CS method since the parameter space of the method’s only free parameter \(p\) is quite thoroughly explored. But even so, these conclusions could still be undermined by the objectiveness of the method itself and be considered method-dependent. Therefore, in appendix B, two sophisticated CS methods by Couvreux et al. (2010) and Park et al. (2016) are also tested. Both yield qualitatively similar results as the SST07 method.

For a more subjective approach, the Fourier decomposition is adopted to investigate the possible existence of downward-directed local flux as well as larger-than-total nonlocal flux in upper mixed layer. The LES flow field is projected into a wavenumber space through horizontal Fourier transform. The heat flux cospectra \(F_{\omega\theta}\) are computed at different vertical elevations and presented in Fig. 7. The Fourier decomposition is not strictly a conditional sampling method that separates thermals from the environment. However, it does achieve a subjective separation of scales. The cospectral density \(F_{\omega\theta}\) at wavenumber \(k\) indicates the contribution from turbulent eddies of size \(\lambda = 2\pi/k\) to the total flux.
Here $k$ is the magnitude of the horizontal wavenumber vector ($k_x, k_y$). The cospectra exhibit only small differences among the six cases tested (not shown), and therefore are case-averaged. Values of $F_{w\theta}$ at five selected elevations are presented in Fig. 7a. At $0.2z_i$, $0.4z_i$, and $0.6z_i$, $F_{w\theta}$ is positive for all wavenumbers. The largest $F_{w\theta}$ values at these three elevations are found at wavelengths between $1z_i$ and $2z_i$, corresponding to the size of the organized convective structures in the CBL. At $0.8z_i$, $F_{w\theta}$ becomes negative within a limited range of small wavenumbers, indicating the effect of penetrating thermals into the entrainment layer. Meanwhile the small eddies at large wavenumbers still contribute positively to $F_{w\theta}$. At the CBL top ($1.0z_i$), $F_{w\theta}$ becomes negative for all wavenumbers.

Contours of the normalized $F_{w\theta}$ as a function of wavenumber and height are presented in Fig. 7b, with the zero-flux contour line highlighted by the numeral 0. Slightly below $0.8z_i$, turbulent eddies of all sizes contribute positively to an overall positive heat flux. Similar behavior is found in the wind tunnel measurements of Kaiser and Fedorovich (1998, their Fig. 8), where $F_{w\theta}$ is positive for all wavenumbers below $0.75z_i$. In the entrainment zone above $0.8z_i$, $F_{w\theta}$ is negative for almost all $k$, except for at the very high wavenumbers. The cause of these very small positive contributions are not clear, as they could be due to numerical errors toward the cutoff wavenumber. The only place where positive and negative $F_{w\theta}$ values coexist is found in a narrow region around $0.8z_i$, although the magnitude of the net heat flux at this elevation range is close to zero (see Fig. 2b). Our results here are in contradiction to Ebert et al. (1989, their Fig. 22), where they showed that heat fluxes associated with medium-sized ($0.12$–$0.44z_i$) eddies switch sign from positive below to negative above $0.5z_i$. The large ($0.44$–$1.50z_i$) eddies contribute positively to the heat flux throughout the depth of the CBL, while small ($0$–$0.12z_i$) eddies have negligible contribution from around $0.2z_i$ to $0.8z_i$. In our study, LES-resolved eddies of all sizes unambiguously contribute positive heat fluxes below $\sim 0.8z_i$. Eddy sizes in Ebert et al. (1989) were diagnosed from the LES-derived transient matrix
The discrepancy could be caused by the relatively coarse resolution of their LES (100-m isotropic spacing). It is also likely that some wave motions are misdiagnosed as turbulent eddies. This is evident from the large magnitude of the individual heat fluxes far exceeding the magnitude of the net flux above 0.8z_i in Ebert et al. (1989, their Fig. 22).

Although Fourier decomposition is not strictly a CS method, we could still objectively decide on a critical wavenumber k_c to split between nonlocal and local eddies. Here, k_c = 2π/z_i is selected because it is associated with the largest cospectral density F_{\theta\theta} in Fig. 7a, corresponding to the most energetic eddies in transporting heat fluxes. Based on k_c, the local $\int_{k_c}^\infty F_{\theta\theta}(k)\,dk$ and nonlocal $\int_0^{k_c} F_{\theta\theta}(k)\,dk$ fluxes for all six cases are computed and presented in Fig. 5b. The differences among cases are quite small, except for the free-convective (BT) case whose nonlocal (local) flux is somewhat smaller (larger) than the rest. In Fig. 5b, the zero-crossings of both LNL fluxes are nearly collocated around 0.8z_i. Note that toward the top of the entrainment layer (i.e., above 1.0z_i), local flux dominates. This is consistent with the direct numerical simulation results of Garcia and Mellado (2014), where a two-layer structure of the entrainment zone was found, with the upper layer dominated by local eddies generated by shear instability, and lower layer controlled by overshooting thermals. Different choices of k_c produce different LNL flux partitions as shown in Fig. 8. Variations of the nonlocal and local fluxes with respect to k_c are monotonic. The nonlocal flux converges to the total flux as k_c increases, because an
increasing number of smaller eddies is counted as nonlocal ones. The zero-crossings of the LNL fluxes are also found around 0.8 \( z_i \). Overall, the qualitative behavior of the LNL fluxes obtained based on the more subjective Fourier method is the same as that found previously with the SST07 method, as well as from two other more sophisticated CS methods presented in appendix B.

4. Discussion

Comparing the GCG parameterization in section 3a and the LNL decomposition in section 3b, it is clear that in the CBL, the gradient diffusion flux is not a good representation of the local flux in terms of physics, nor is the countergradient correction flux of the nonlocal flux. The mismatch is especially prevalent in the upper mixed layer between 0.4\( z_i \) and 0.8\( z_i \), where the gradient flux and the local flux are in opposite directions (i.e., contradicting signs), and the countergradient flux exceeds the net flux while the nonlocal flux remains less than the net flux. Although only two PBL schemes are tested, the aforementioned mismatch is expected for PBL schemes under the GCG framework in general. This is because the downward gradient flux above 0.4\( z_i \) is a direct consequence of \( \partial (\bar{\theta})/\partial z \) switching from negative below to positive above (see Fig. 2a), irrespective of the particular choice of eddy diffusivity \( K_H \), so long as it is positive.

In other words, if a countergradient correction-based PBL scheme achieves first-order agreement with the benchmark LES with respect to the vertical profile of \( \bar{\theta}(z) \) (note that this is to be expected for those PBL schemes, since reproducing the countergradient behavior \( \partial (\bar{\theta})/\partial z \times \bar{w} \bar{\theta} > 0 \) is exactly what they are designed for), its gradient flux \( 2 K_H \partial (\bar{\theta})/\partial z \) must be negative between 0.4\( z_i \) and 0.8\( z_i \). Meanwhile, the larger-than-net countergradient flux \( K_H \bar{\gamma} \) must also be present to compensate for the negative gradient flux.

At a more fundamental level, if turbulence is viewed as the choice of nature for mixing, high efficiency must be expected for turbulent processes. Since eddy structures in the CBL are classically viewed as consisting of organized nonlocal thermals and smaller local eddies (see Fig. 1), a heat flux efficiency (HFE) parameter can be defined to measure the coordination of large and small turbulent eddies for mixing heat in the following manner:

\[
\text{HFE}(z) = \frac{\int_{-\infty}^{\infty} \left[ F_{\bar{w}\bar{\theta}}(k,z) \right] dk}{\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \left| F_{\bar{w}\bar{\theta}}(k,z) \right| dk},
\]

where subscripts NL and L represents nonlocal and local fluxes separated by a certain CS method. From the perspective of the Fourier decomposition, where heat fluxes are associated with a spectrum of wavenumbers, the corresponding HFE can be defined as

\[
\text{HFE}^{\text{Fourier}}(z) = \frac{\int_{-\infty}^{\infty} \left| F_{\bar{w}\bar{\theta}}(k,z) \right| dk}{\int_{-\infty}^{\infty} \left| F_{\bar{w}\bar{\theta}}(k,z) \right| dk},
\]

where \( k_g \) is the grid cutoff wavenumber representing 2\( \Delta_k \) waves and \( \Delta_k \) is the horizontal grid spacing. Note that
the absolute sign in the denominator is placed around $F_{w\theta}$ inside the integral, meaning that the magnitudes of all cospectral density are integrated. Efficient mixing processes are expected to have an HFE close to unity. That is to say, to achieve an overall upward heat flux, the most efficient mixing processes must have eddies of all sizes contributing positively in a concerted fashion, which gives an HFE of 1. Less efficient mixing with a smaller HFE means that at least some eddies are transporting heat in the opposite direction of the net heat flux. In this case, the rest of the eddies would have to transport an extra amount of heat upward to make up for the negative contributions, if the overall heat flux stays the same.

Figure 9 presents the vertical profiles of HFE computed based on Eqs. (7) and (8). The SST07 method with $p = 10\%$ is adopted to separate LNL fluxes for Eq. (7). The results are time and case averaged. In Fig. 9, both HFEs are identically unity below $\sim 0.8z_i$, indicating the most coordinated and efficient turbulent processes among eddies of all sizes to achieve upward mixing of heat. Approaching $0.8z_i$ where the net heat flux is close to zero (see Fig. 2b), HFE is not well defined since both the numerators and denominators of Eqs. (7) and (8) go to zero. At around $1.0z_i$, both HFEs diagnosed from LES recover toward unity before falling again to around 0.5 at $1.1z_i$. The reason for the decrease of efficiency above $1.0z_i$ is not clear. However, note that the net heat fluxes decrease rapidly above $1.0z_i$ and diminish slightly below $1.1z_i$ for all cases (see Fig. 2b). Therefore, the HFEs above $1.1z_i$ are associated with large uncertainties. Other $p$ values in the range of $1\%-50\%$ are also tested, and give essentially identical results (i.e., HFE = 1) within most part of the CBL (not shown). The insensitivity of HFE to the free parameter $p$ suggests the robustness of the results.

In terms of PBL schemes, a similar parameter can be defined for countergradient correction-based schemes, where

$$HFE^{\text{PBL}}(z) = \frac{\langle w\bar{\vartheta}' \rangle_g(z) + \langle w\bar{\vartheta}' \rangle_{cg}(z)}{\langle w\bar{\vartheta}' \rangle_g(z) + \langle w\bar{\vartheta}' \rangle_{cg}(z)}. \quad (9)$$

For the YSU scheme, both the numerator and the denominator of Eq. (9) include an additional entrainment term $w\bar{\vartheta}'_{\text{ent}}(z)$ and becomes...
The time- and case-averaged HFE parameters for the two PBL schemes are also presented in Fig. 9. For the HM formulation, $HFE_{HM}$ drops at around $0.4z_i$, where the gradient flux turns negative and the countergradient flux exceeds the total flux. HFE decreases to zero at $0.8z_i$ and slowly recovers to unity at the CBL top. Above $1.0z_i$, $HFE_{PBL} = 1$ by definition, since the countergradient correction term is not defined above $1.0z_i$, leaving the gradient-diffusion term solely responsible for the heat fluxes. In comparison, $HFE_{YSU}$ drops at an even lower elevation, in fact right above the surface, due to the presence of the negative entrainment flux. Between $0.4z_i$ and $1.0z_i$, $HFE_{YSU}$ is close to $HFE_{HM}$, except that minimum efficiency is reached a low elevation slightly below $0.8z_i$.

In the YSU scheme, both the countergradient and entrainment terms are there to correct for nonlocal mixing effects (Hong et al. 2006). Therefore they can be grouped together and treated as a nongradient term:

$$HFE_{YSU(GNG)}(z) = \frac{\left| w' \theta'_g(z) + w' \theta'_{cg}(z) + w' \theta'_{ent}(z) \right|}{\left| w' \theta'_g(z) \right| + \left| w' \theta'_{cg}(z) \right| + \left| w' \theta'_{ent}(z) \right|}.$$  

(11)

HFE for the YSU scheme recomputed based on gradient and nongradient (GNG) partitions is also presented in Fig. 9. The resulting HFE profile is closer to the LES benchmark. It drops at the same elevation as $HFE_{HM}$ at $~0.4z_i$. In the upper mixed layer, although slightly larger than $HFE_{HM}$ and $HFE_{YSU}$, $HFE_{YSU(GNG)}$ drops again toward zero approaching $0.8z_i$. Higher up, $HFE_{YSU(GNG)}$ increases rapidly to 1. The large efficiency for the GNG partition of the YSU scheme above $0.8z_i$ is mainly due to the dominance of the entrainment term over the countergradient term, making the overall nongradient contribution negative, which is the same sign as the gradient term there (see Fig. 3b). However, in the HM scheme, the entrainment flux is contributed by the both gradient and countergradient terms with opposite signs (Fig. 3a), leading to smaller HFEs. When $HFE_{YSU(GNG)}$ is compared to $HFE_{YSU}$, it is apparent that the GNG fluxes are a conceptual improvement over the GCG fluxes. However, the main issue of reduced efficiency in the upper mixed layer still exists for the GNG fluxes. Another issue with the entrainment term raised earlier in section 3 is that the parameterized entrainment flux in Fig. 3a and LES diagnosed nonlocal environment flux in Fig. 5c are in opposite directions. This suggest some conceptual misrepresentation of the entrainment processes.

For PBL schemes relying on the GCG framework, results presented here suggest that although they may be able to produce the correct net heat flux profiles (see section 3a), they are conceptually problematic in terms of their misrepresentation of turbulent mixing. It is the issue of whether the end justifies the means that we wish to point out through this study. We argue that the end results, in this case the correct potential temperature and heat flux profiles, should not be the only aim of a PBL scheme. Meaningful physical representation of the CBL mixing processes is equally important, if not more so. By taking account of the actual effects of LNL eddies, we might be able to construct a physically insightful PBL scheme that also has good practical performance. Here we note the scale-aware PBL scheme of Shin and Hong (2015), which took a different approach to account for nonlocal mixing. They adopted a nonlocal flux profile (see their Fig. 2) obtained from conditional sampling of LES to parameterize nonlocal fluxes. Similar to Fig. 5, the magnitude of their nonlocal flux profile obtained from CS is smaller than the net flux at all elevations. As a result,
their parameterized local and nonlocal fluxes are both positive below \(0.8z_i\) (see their Figs. 5c and 5d) and negative above, suggesting much improved heat flux efficiency. However, although it is not clear from their results, this is most likely associated with a cost of the loss of positive potential temperature gradient in the upper mixed layer, since the gradient-diffusion term is still used for parameterizing local fluxes in their new scheme.

5. Summary and future work

In the class of countergradient correction-based PBL schemes outlined by Eq. (2), a countergradient term \(K_H \gamma_{cg}\) is added alongside the gradient diffusion term \(-K_H \partial \theta / \partial z\) to correct for nonlocal mixing in the CBL, so that the desired counterpotential temperature gradient heat flux profiles can be reproduced. This study examines the representation of nonlocal thermals by \(K_H \gamma_{cg}\) and local eddies by \(-K_H \partial \theta / \partial z\), not based on the a posteriori performance of PBL schemes but rather in terms of physical representations. The evaluation is based on fine-resolution wide-domain LESs of six idealized CBL cases with different amounts of surface heating, geostrophic wind speeds, and shear. The simulated CBLs develop some kind of organized nonlocal convective structures in the form of cells and horizontal roll vortices depending on the relative strength of heating to shear.

Using statistics obtained from horizontal averaging of LES data, the GCG heat flux profiles of two popular PBL schemes are diagnosed a priori. It is shown that in the upper mixed layer and the entrainment zone, the gradient and countergradient heat fluxes are of opposite signs. The gradient flux is negative, indicating downward heat transport as a result of the positive background potential temperature gradient above \(0.8z_i\). In response, the countergradient term exceeds the net upward heat flux between \(0.4z_i\) and \(0.8z_i\) to compensate for the negative contribution by the gradient flux. These conclusions are not limited to the two particular schemes and should apply to GCG-based PBL schemes in general.

The LNL fluxes are diagnosed by conditional sampling of the LES flow field. In contrast to the GCG fluxes, the LNL fluxes are in the same directions within most parts of the CBL (i.e., both fluxes are positive below \(0.8z_i\) and negative above). To further illustrate the weakness of the GCG representation to turbulent fluxes in the CBL, the heat flux cospectra are computed in search for eddies that contribute negatively toward an overall positive heat flux. However, it is found that except for a narrow region around \(0.8z_i\), where positive (at large wavenumbers) and negative (at small wavenumbers) values coexist, the cospectral density for eddies of all sizes share the same sign as the total flux at that vertical level. In particular, small eddies between \(0.4z_i\) and \(0.8z_i\) carry upward heat fluxes against a positive background \(\partial \theta / \partial z\). In appendix B, two sophisticated CS methods are conducted for the BT case. Both yield LNL profiles that are qualitatively similar to those presented in section 3b.

Having investigated the physical insights for Eq. (2)–type PBL schemes, many questions still remain to be examined in the future. For example, why do small eddies cause upward heat flux when the overall \(\partial \theta / \partial z\) is positive? If the gradient formulation is a poor representation of the local flux, then what is a more physically meaningful parameterization? To answer these questions, one needs to closely examine the eddy structures of the CBL. One alternative hypothesis is that local mixing could be associated with the vertical gradient of the updraft potential temperature \(\bar{\theta}_u(z)\) rather than \(\bar{\theta}(z)\). Judging from Fig. 4a, \(\partial \bar{\theta}_u / \partial z\) switches sign at about \(0.8z_i\) for updraft identified by the \(p = 10\%\) criterion. Gradient flux computed this way is at least positive, which ensures high efficiency. The physical reasoning behind this could be that it is the small eddies within the updraft, rather than the environment, that are responsible for the most of the local fluxes. However, a close examination of subupdraft and subenvironmental local fluxes in Fig. 6d seems to contradict this view. The updrafts associated local fluxes contribute very little compared to local fluxes in the environment, at least for \(p = 10\%\).
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APPENDIX A

Formulations of the PBL Schemes

In the following, formulations of the HM and YSU schemes for the CBL are briefly summarized. Variables already explained in the main text are not repeated here for brevity. In Holtslag and Moeng (1991), the countergradient term \(\gamma_{cg}\) and the eddy diffusivity \(K_H\) are
\[ \gamma_{cb} = \frac{g}{\theta_0} \frac{\theta'}{w'}, \quad (A1) \]

\[ K_H = w_u z_i \left( \frac{z}{z_i} \right)^{4/3} \left( 1 - \frac{z}{z_i} \right)^2 \left( 1 + R_H \frac{z}{z_i} \right), \quad (A2) \]

where \( \theta' \) and \( w' \) are the variances of the perturbation potential temperature \( \theta' \) and vertical velocity \( w' \), whose vertical profiles are fitted from observations (Lenschow et al. 1980); \( g \) is the gravitational constant, \( \theta_0 \) is a reference potential temperature; and \( R_H (=-0.2) \) is a prescribed ratio of the entrainment flux to the surface flux for heat.

The YSU scheme (Hong et al. 2006) includes an entrainment term in addition to the GCG fluxes:

\[ \overline{w' \theta'} = -K_H \left( \frac{\partial \theta}{\partial z} - \gamma_{cb} \right) \quad (A3) \]

where \( \overline{w' \theta'} \) is the entrainment flux at the top of the CBL (i.e., 1.0\( z_i \)). The terms \( K_H \) and \( \gamma_{cb} \) are formulated as

\[ \gamma_{cb} = 6.8 \left( \frac{\overline{w' \theta'}}{w_3 z_i} \right), \quad (A4) \]

\[ K_H = \kappa w_s u \left( 1 - \frac{z}{z_i} \right)^2 \Pr, \quad (A5) \]

where \( \overline{w' \theta'} \) is the surface heat flux, \( w_3 \) is the mixed-layer velocity scale evaluated at 0.5\( z_i \). The vertical profile of \( w_s \) is defined as

\[ w_s = (u_0^3 + \phi_m \kappa \theta_0 z_i / z_i)^{1/3}, \quad (A6) \]

where \( u_0 \) is the friction velocity and \( \kappa (=0.4) \) is the von Kármán constant. Also, \( \phi_m \) is the dimensionless shear evaluated at the top of the surface layer at 0.1\( z_i \):

\[ \phi_m = \kappa \frac{z}{u_0} \frac{dU}{dz} = \left( 1 - 16 \frac{0.1 z_i}{L} \right)^{-1/4}, \quad (A7) \]

where \( U \) is the wind speed. In Eq. (A5), \( \Pr \) is the turbulent Prandtl number

\[ \Pr = 1 + (\Pr_0 - 1) \exp \left[ -3 \left( \frac{z}{z_i} - 0.1 \right)^2 \right], \quad (A8) \]

and \( \Pr_0 = 1.272 \) is the surface Pr. In Eq. (A3), the entrainment flux \( \overline{w' \theta'} \) is formulated as

\[ \overline{w' \theta'} = -e_1 w_m^3 / z_i, \quad (A9) \]

where \( e_1 = 4.5 \text{ m}^{-1} \text{s}^{-2} \text{K}^{-1} \) is a dimensional coefficient, and \( w_m = (w_0 + 5u_0^3)^{1/3} \) is a velocity scale based on surface-layer turbulence. The boundary layer depth \( z_i \) in both the HM and YSU schemes are set to the LES diagnosed values for consistency.

The directly computed gradient fluxes for the HM and YSU schemes for all six cases are presented in Fig. A1.

**APPENDIX B**

**Diagnosing LNL Fluxes with Tracers**

Using vertical velocity alone to identify coherent structures in the CBL according to Eq. (4) assumes a constant fractional area covered by thermals. This is not realistic because as thermals rise within the CBL, the fractional area should decrease with height due to
turbulent entrainment of surrounding air and subsequent loss of active buoyancy (SST07; Romps and Charn 2015). A better way to identify thermals in CBLs simulated by LES is to introduce numerical tracers into the flow field (Couvreux et al. 2010; Shin and Hong 2013; Park et al. 2016). In this appendix, we adopt two of the above-mentioned conditional sampling methods to separate between local and nonlocal eddies. Given the overlapping flux profiles among cases based on the SST07 method and due to computational cost constraints, these two tracer-based methods are performed for the BT case only.

In the LES domain, a conservative tracer is emitted at the first grid point above the surface by setting its concentration to unity. A decaying tracer of Couvreux et al. (2010) is also injected, with a half-life of 3.33 $t$, where $t$ is the CBL turnover time introduced in section 2. The results are qualitatively similar to that of the conservative tracer, hence not shown. This is mainly because of the short integration time of $4t_0$ ($t_0 = 6\tau$), such that oversaturation of the passive tracer has not yet occurred by the end of the simulation. In the following, all vertical profiles presented are horizontally averaged and time averaged.

The first conditional sampling criteria for thermals are based on Couvreux et al. (2010), but more stringent:

$$w'(x, y, z) > \sigma_w(z) \quad \text{and} \quad c'(x, y, z) > \max[\sigma_c(z), c_p(z) - \langle c(z) \rangle],$$

where $c$ is the tracer concentration, $c_p(z)$ is the higher peak concentration of $c$ (which will be explained shortly), and primes represent perturbations from the horizontal mean. The choice of $w' > \sigma_w$ over $w' > 0$ as in the original Couvreux et al. (2010) study is to identify the updraft cores and to filter out incoherent eddies with small $w'$ (Park et al. 2016). Additionally, $w' > \sigma_w$ is advantageous in the entrainment zone where gravity waves can be mistaken as updrafts. As shown in Fig. B1, the joint distribution of $w'$ and $\theta'$ at 1.0$z_i$ is of a bimodal structure. The cold-temperature mode (i.e., $\theta'/\theta_s < -5$) corresponds to the updrafts with $w' > 0$, and the subsiding

Fig. B1. 2D histogram of normalized $w'$ and $\theta'$ at 1.0$z_i$. The contour level is 0.1.

FIG. B2. Fractional area of updrafts identified with (a) $w$, (b) $c$, and (c) $w$ and $c$ together.
shells with $w' < 0$. The higher temperature mode is nearly symmetrical around $w' = 0$. It mainly consists of small-scale oscillations (mostly waves) under the stably stratified background. Above $1.0 z_i$, the lower-temperature mode quickly diminishes, making it even harder to separate thermals from waves. Setting $w' > 0$ as one of the conditional sampling criteria would over-estimate updrafts, hence the use of $w' > \sigma_w$. However, $w' > \sigma_w$ is still insufficient to adequately identify thermals. As shown in Fig. B2a, the thermal fraction $a(w)$ still increases with height above $1.0 z_i$, although much less rapidly than the $w' > 0$ criterion (results not shown). Such increase is unphysical since the thermal fraction should decrease monotonically with height in the presence of entrainment in a dry CBL.

For the $c'$ criterion in Eq. (B1), another parameter $c_p$ is introduced for the purpose of improving conditional sampling in the entrainment zone. The value of $c_p(z)$ is computed by first identifying the peak(s) of the tracer distribution at height $z$. Below $-0.8 z_i$, the tracer distribution is generally single-peaked, so that $c_p(z)$ is simply the mode of $c$. In the entrainment zone, the distribution

![Fig. B3. Contours of $w$ along a $y$-$z$ vertical cross section at 7200 s. The contour interval is 1 m s$^{-1}$. The black contour lines enclose thermals identified with Eq. (B1).](image)

![Fig. B4. Vertical profiles of normalized (a) local and nonlocal contributions to the total flux. (b),(c) The updraft and environmental contributions to the nonlocal and local fluxes, respectively.](image)
of $c$ becomes bimodal, with one peak at a lower concentration representing tracers that have been diffused upward. The second peak is at a higher concentration representing tracers that have been advected by thermals. Then $c_p$ takes on the value of $c$ at the higher peak associated with thermals. By setting $c' > \sigma_c$ alone, the thermal area $a(c)$ is overestimated above $0.9 z_i$, as shown by the blue curve in Fig. B2b (see also Shin and Hong 2013, their Fig. 7a). By accounting for $c_p$, the increase of $a(c)$ with height above $0.9 z_i$ is reduced, and $a(c)$ quickly drops to zero at $1.1 z_i$ in accordance with the highest elevation reached by overshooting thermals (Garcia and Mellado 2014).

The fractional area of thermals computed according to Eq. (B1) is presented in Fig. B2c. The additional $c_p$ criterion mainly improves the profile above $0.9 z_i$. The overall thermal fraction decreases from 15% in surface layer to about 5% near the top of the CBL. To force monotonic decrease of the thermal fraction with height, another criterion can be implemented where $\sigma_c$ in Eq. (B1) is replaced with $0.5 \sigma_c$. Although in this case $a(c)$ increases with height between $0.1 z_i$ and $0.8 z_i$, as shown in Fig. B2b, the thermal fraction $a(c \& w)$ strictly decreases upward in Fig. B2c. To visualize the conditionally sampled thermals, a vertical cross section of $w$ is presented in Fig. B3. Thermals enclosed by the black contours mostly overlap with strong updrafts.

The LNL flux decomposition based on Eq. (B1) is presented in Fig. B4a. Consistent with the data in Fig. 5, both LNL fluxes are positive below $0.8 z_i$, and negative above $0.9 z_i$. In the small section in between where the magnitude of the total flux is close to zero, the LNL fluxes are of opposite signs. In the mixed layer, the nonlocal flux is slightly larger than the local flux, while in the entrainment zone the nonlocal flux dominates. Further partition of the LNL fluxes into updraft and environment contributions reveals a qualitatively similar picture as Figs. 6c and 6d. The updraft contribution is mostly responsible for the nonlocal flux as shown in

<table>
<thead>
<tr>
<th>Updraft</th>
<th>Ascendance</th>
<th>Downdraft/shell</th>
<th>Subsidence</th>
</tr>
</thead>
<tbody>
<tr>
<td>$w'$</td>
<td>+</td>
<td>+</td>
<td>-</td>
</tr>
<tr>
<td>$c'$</td>
<td>+</td>
<td>-</td>
<td>+</td>
</tr>
</tbody>
</table>

**FIG. B5.** Vertical profiles of (a) frequency and (b) normalized heat fluxes of updrafts, downdrafts, subsidence, and ascendance.
Fig. B4b, whereas the subenvironmental variability is the dominant component of the local flux (Fig. B4c).

Recently, Park et al. (2016) used two decaying tracers and the vertical velocity to separate flow structures into octants. Here, we adopt a simplified version of their method based on one tracer to further separate ascendance from updrafts, and subsiding shells from environmental subsidence. The conditional sampling criteria are presented in Table B1. The definition of $c$ is modified from Park et al. (2016) to capture nonlocal advective updrafts, especially above the mixed layer. As shown in Fig. B5a, the overall frequencies of ascendance and subsidence are most prevalent in the entrainment zone corresponding to the presence of gravity waves. The coverage area of downdraft or subsiding shells are smallest throughout the CBL in Fig. B5a, although its contribution to fluxes is significant in the entrainment zone in Fig. B5b. This is expected because as thermals encroach on the stably stratified layer, the downdraft/shell represents the returning part of a vortex-like structure, with high $c$ and negative $w$ (Park et al. 2016). Such quadrant sampling reveals more information on the coherent structures of the CBL. The overall conclusions of this study still hold according to Fig. B5b.
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