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ABSTRACT: The physical and dynamical processes associated with warm conveyor belts (WCBs) importantly affect midlatitude dynamics and are sources of forecast uncertainty. Moreover, WCBs modulate the large-scale extratropical circulation and can communicate and amplify forecast errors. Therefore, it is desirable to assess the representation of WCBs in numerical weather prediction (NWP) models in particular on the medium to subseasonal forecast range. Most often, WCBs are identified as coherent bundles of Lagrangian trajectories that ascend in a time interval of 2 days from the lower to the upper troposphere. Although this Lagrangian approach has advanced the understanding of the involved processes significantly, the calculation of trajectories is computationally expensive and requires NWP data at a high spatial $\mathcal{O}(1\text{ km})$, vertical $\mathcal{O}(10\text{ hPa})$, and temporal resolution $\mathcal{O}(3–6\text{ h})$. In this study, we present a statistical framework that derives footprints of WCBs from coarser NWP data that are routinely available. To this end, gridpoint-specific multivariate logistic regression models are developed for the Northern Hemisphere using meteorological parameters from ERA-Interim data as predictors and binary footprints of WCB inflow, ascent, and outflow based on a Lagrangian dataset as predictands. Stepwise forward selection identifies the most important predictors for these three WCB stages. The logistic models are reliable in replicating the climatological frequency of WCBs as well as the footprints of WCBs at instantaneous time steps. The novel framework is a first step toward a systematic evaluation of WCB representation in large datasets such as subseasonal ensemble reforecasts or climate projections.
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1. Introduction

Coherent, cross-isentropically ascending warm and moist airflows associated with midlatitude low pressure systems are often referred to as warm conveyor belts (WCBs; e.g., Carlson 1980). These WCBs are not only highly relevant for total and extreme precipitation in many parts of the extratropics (Pfahl et al. 2014), they also have a major effect on the atmospheric dynamics in midlatitudes (e.g., Wernli and Davies 1997; Pomroy and Thorpe 2000; Grams et al. 2011; Madonna et al. 2014b; Binder et al. 2016) and on the amplification of forecast errors (e.g., Lamberson et al. 2016; Martínez-Alvarado et al. 2016; Baumgart et al. 2018; Grams et al. 2018; Rodwell et al. 2018; Berman and Torn 2019; Maddison et al. 2019). Furthermore, the physical and dynamical processes associated with WCBs and their representation in numerical models are important sources of forecast uncertainty (e.g., Joos and Wernli 2012; Joos and Forbes 2016; Maddison et al. 2020). Thus, an adequate representation of WCBs is desirable in NWP and climate models.

First introduced by Browning et al. (1973) and Harrold (1973), WCBs are defined as cyclone-relative airstreams that ascend from the planetary boundary layer to the upper troposphere along vertically sloping isentropic surfaces. Assuming the absence of nonconservative forces, early studies identified WCBs using cyclone-relative streamlines on a wet-bulb potential temperature surface (e.g., Harrold 1973; Browning and Roberts 1994). To quantify this concept of WCBs, Wernli and Davies (1997) introduced a Lagrangian method based on three-dimensional kinematic trajectory calculations. With this approach, WCBs are defined as a set of trajectories along which the specific humidity decreases in 48 h by at least 10 g kg$^{-1}$ (Wernli and Davies 1997) or which ascend in 48 h by at least 600 hPa (Madonna et al. 2014b). This Lagrangian approach is widely used and the analysis of physical processes along the trajectories has significantly advanced our understanding of WCBs and their effect on the large-scale flow (e.g., Eckhardt et al. 2004; Grams et al. 2011; Madonna et al. 2014b; Martínez-Alvarado et al. 2016).

The inflow of WCBs is located in a cyclone’s warm sector ahead of the cold front (label 1 in Fig. 1). At this stage, air parcels still reside predominantly in the planetary boundary...
WCB ascent is accompanied by strong latent heat release due to stratiform and convective cloud formation (Neiman and Shapiro 1993; Oertel et al. 2019), which is sensitive to the moisture supply in the warm sector (e.g., Field and Wood 2007; Boutle et al. 2011; Schäffer and Harns 2015; Berman and Torn 2019; Dacre et al. 2019). Overall, the latent heating increases the potential temperature of the air parcels on average by 20 K (Eckhardt et al. 2004; Madonna et al. 2014b). Below and close to the level of maximum latent heating, a cyclonic potential vorticity (PV) anomaly is produced, which may affect the subsequent life cycle of the associated midlatitude low pressure system (e.g., Kuo et al. 1991; Rossa et al. 2000; Dacre and Gray 2013; Binder et al. 2016). In contrast, above the level of maximum latent heating PV is destroyed (Wernli and Davies 1997; Pomroy and Thorpe 2000). Though the net PV change from WCB inflow to WCB outflow is approximately zero, the latent heat release during the WCB ascent leads to a net cross-isentropic transport of lower-tropospheric low-PV air into the upper troposphere (Grams et al. 2013; Madonna et al. 2014b; Methven 2015) where it generates anticyclonic PV anomalies (label 3 in Fig. 1). When this WCB outflow, along with its diabatically driven divergent flow, impinges on the midlatitude waveguide and jet stream, the waveguide is deflected poleward, and a ridge is built (e.g., Pomroy and Thorpe 2000; Grams et al. 2011; Teubler and Riemer 2016; Bosart et al. 2017; Quinting and Reeder 2017). This ridge building may trigger the development and downstream propagation of a baroclinic Rossby wave packet (Röthlisberger et al. 2018), and may contribute to the onset and maintenance of blocking anticyclones (e.g., Pfahl et al. 2015; Grams and Archambault 2016; Steinfeld and Pfahl 2019).

Since WCBs alter the large-scale flow, systematic forecast errors associated with WCBs may project on the representation of the large-scale flow in NWP and climate models. As an example, the forecast of the blocking frequency during Northern Hemisphere winter has been shown to be under-represented in NWP as well as in climate models (e.g., Tibaldi and Molteni 1990; Matsueda 2009; Masato et al. 2013; Hamill and Kiladis 2014; Davini et al. 2017). Though increasing the model resolution generally improves the representation of blocking in the Northern Hemisphere (e.g., Matsueda et al. 2009; Schemm et al. 2017), state-of-the-art NWP models still underestimate the wintertime blocking frequency over the Atlantic–European sector (Matsueda 2009; Quinting and Vitart 2019). Furthermore, the structure and propagation of upper-level Rossby waves have been shown to be systematically misrepresented in several NWP models (Gray et al. 2014; Quinting and Vitart 2019). Since the representation of blocking is closely related to the representation of upper-level Rossby waves (e.g., Altenhoff et al. 2008; Martínez-Alvarado et al. 2018), it would be worthwhile to identify the processes that deteriorate the representation of Rossby waves. Recent studies have shown that errors in the representation of WCBs may lead to errors in the downstream Rossby wave pattern (e.g., Madonna et al. 2015; Lamberson et al. 2016; Martínez-Alvarado et al. 2016; Baumgart et al. 2018; Grams et al. 2018; Rodwell et al. 2018; Berman and Torn 2019; Maddison et al. 2019). These results suggest that WCBs project and amplify forecast errors from small scales to the large-scale flow, in particular errors related to latent heat release. Accordingly, an adequate representation of WCBs could reduce systematic forecast errors in the Northern Hemisphere large-scale flow.

The only study so far toward a systematic evaluation of WCBs is provided by Madonna et al. (2015), who investigated operational medium-range European Centre for Medium-Range Weather Forecasts (ECMWF) Integrated Forecasting System (IFS) forecasts for the three Northern Hemisphere winters of 2002/03, 2006/07, and 2010/11. Although they did not find a systematic bias in WCB activity, they showed that several particularly poor forecasts were indeed related to errors in WCBs. However, a more systematic evaluation of the representation of WCBs in numerical models is still missing. Especially ensemble reforecast datasets (e.g., Hamill and Kiladis 2014; Vitart et al. 2017; Pegion et al. 2019) that are run with a fixed numerical model provide an opportunity for such an endeavor. The lack of a systematic evaluation of WCBs in NWP models is likely due to the lack of sufficient input data required for the trajectory calculation to objectively identify WCBs. The calculation requires data at a high spatial [O(−1)], vertical [O(−10 hPa)], and temporal [O(−3–6 h)] resolution (e.g., Stohl et al. 2001; Bowman et al. 2013), and becomes computationally expensive when being applied to large datasets. This study aims to tackle the problem of WCB identification in NWP data by focusing on two main goals:

![Fig. 1. Conceptual illustration of a WCB and its relation to the large-scale synoptic situation. "L" indicates the center of a low pressure system with its cold front (blue line) and warm front (red line) attached to it. Shaded arrow denotes typical WCB trajectory with colors showing the PV along the trajectory (low PV values in blue, high PV values in red). The gray arrow is the shadow of the WCB on the ground. Blue hatching indicates the upper-tropospheric anticyclonic PV anomaly that is associated with a high pressure system (labeled “H”) at the surface. Numbers indicate WCB 1) inflow, 2) ascent, and 3) outflow stages.](image-url)
Table 1. List of parameters chosen for stepwise-forward selection with standard variable identifiers applied and $v_h$ denoting the horizontal wind vector. Some parameters are scaled with power of 10 to ease the interpretation of regression coefficients. Parameters are evaluated at single pressure levels of 1000, 925, 850, 700, 500, 300, and 200 hPa. Outflow predictor parameters have also been evaluated vertically integrated between 500–200 and 300–200 hPa, respectively (see Figs. 2f and 4c). Crosses in the three right columns indicate whether the variable was considered as potential predictor for the respective WCB layer. The definition of the baroclinic moisture flux can be found in McTaggart-Cowan et al. (2017). Here we use their Eq. (11) not considering the translation velocity of the system.

<table>
<thead>
<tr>
<th>Input parameters</th>
<th>Abbreviation</th>
<th>Inflow</th>
<th>Ascent</th>
<th>Outflow</th>
</tr>
</thead>
<tbody>
<tr>
<td>Temperature advection</td>
<td>TA</td>
<td>$\times$</td>
<td>$\times$</td>
<td>$\times$</td>
</tr>
<tr>
<td>Moist potential vorticity</td>
<td>MPV</td>
<td>$\times$</td>
<td>$\times$</td>
<td>$\times$</td>
</tr>
<tr>
<td>Relative humidity</td>
<td>RH</td>
<td>$\times$</td>
<td>$\times$</td>
<td>$\times$</td>
</tr>
<tr>
<td>Specific humidity</td>
<td>$q$</td>
<td>$\times$</td>
<td>$\times$</td>
<td>$\times$</td>
</tr>
<tr>
<td>Relative vorticity</td>
<td>$\zeta = 10^{4}k \cdot \nabla \times v_{h}$</td>
<td>$\times$</td>
<td>$\times$</td>
<td>$\times$</td>
</tr>
<tr>
<td>Moisture flux</td>
<td>MFL</td>
<td>$\times$</td>
<td>$\times$</td>
<td>$\times$</td>
</tr>
<tr>
<td>Zonal moisture flux</td>
<td>MFLX</td>
<td>$\times$</td>
<td>$\times$</td>
<td>$\times$</td>
</tr>
<tr>
<td>Meridional moisture flux</td>
<td>MFLCON</td>
<td>$\times$</td>
<td>$\times$</td>
<td>$\times$</td>
</tr>
<tr>
<td>Moisture flux convergence</td>
<td>$10^{5}\nabla \cdot (v_{h}q)$</td>
<td>$\times$</td>
<td>$\times$</td>
<td>$\times$</td>
</tr>
<tr>
<td>Baroclinic moisture flux</td>
<td>BMF</td>
<td>$\times$</td>
<td>$\times$</td>
<td>$\times$</td>
</tr>
<tr>
<td>Thickness advection</td>
<td>THA</td>
<td>$\times$</td>
<td>$\times$</td>
<td>$\times$</td>
</tr>
<tr>
<td>Wet-bulb potential temperature gradient</td>
<td>GRADTHW</td>
<td>$\times$</td>
<td>$\times$</td>
<td>$\times$</td>
</tr>
<tr>
<td>Velocity potential</td>
<td>$\chi$</td>
<td>$\times$</td>
<td>$\times$</td>
<td>$\times$</td>
</tr>
<tr>
<td>Geopotential height</td>
<td>$\phi$</td>
<td>$\times$</td>
<td>$\times$</td>
<td>$\times$</td>
</tr>
<tr>
<td>Static stability</td>
<td>$\sigma = -(R_{h}T_{h}p\theta)/\partial \theta / \partial p$</td>
<td>$\times$</td>
<td>$\times$</td>
<td>$\times$</td>
</tr>
<tr>
<td>Irrotational wind components</td>
<td>$v_{r} = (u_{r},v_{r}) = \nabla_{h} \chi$</td>
<td>$\times$</td>
<td>$\times$</td>
<td>$\times$</td>
</tr>
<tr>
<td>Irrotational wind speed</td>
<td>$w_{spd_{r}} =</td>
<td>\nabla_{h} \chi</td>
<td>$</td>
<td>$\times$</td>
</tr>
</tbody>
</table>

- First, we aim to objectively identify independent predictor variables for the predictands WCB inflow, ascent, and outflow.
- Second, we develop and evaluate statistical frameworks that identify gridded binary footprints for WCB inflow, ascent, and outflow using the identified predictor variables.

In this study the term “predictor variable” refers to a diagnostic relationship of variables that characterize the environment in which WCB inflow, ascent, and outflow occur rather than a temporal and mechanistic relationship in a prognostic sense. The predictor selection and the statistical frameworks are based on multiple logistic regression models.

Potential predictor variables are chosen according to meteorological parameters available in the subseasonal-to-seasonal (S2S) prediction project database that contains model weather forecasts from 11 different NWP centers (Vitart et al. 2017). The choice of parameters available in the S2S database is representative for other large datasets at comparably low spatiotemporal resolution such as NWP reforecasts, climate hindcasts, and climate projections. The representation of WCBs in the S2S prediction project database is documented in a companion study.

The paper is organized as follows: Section 2 introduces the data on which the statistical frameworks are built. The predictor selection and the development of the statistical models are described in section 3 including a discussion of the reasons for choosing logistic regression and the limitations of this approach. In section 4 we evaluate the performance of the models during Northern Hemisphere winter and demonstrate their applicability to an operational ECMWF ensemble forecast of a WCB event during January 2011. The study ends with concluding remarks and an outlook in section 5.

2. Data

a. Predictor dataset

The predictor selection as well as the development and evaluation of the logistic regression models is based on ECMWF’s interim reanalysis data (ERA-Interim; Dee et al. 2011). In this study, we use data for the period 1 March 1979–30 November 2016. The data are output every 6 hours at 0000, 0600, 1200, and 1800 UTC, are remapped from their original T255 spectral resolution to a regular $1^\circ \times 1^\circ$ latitude–longitude grid, and are available on both original 60 model levels and several pressure levels. As the regression models are designed to be applicable to output of S2S prediction models, we only use selected pressure levels that match those that are available in the reforecast dataset of the S2S prediction project database. These levels are 1000, 925, 850, 700, 500, 300, and 200 hPa. Further, the regression models are based on temperature $T$, geopotential height $\phi$, specific humidity $q$, horizontal wind components $u$ and $v$, and derivations of these quantities (Table 1). Thus, variables that are direct output of a model parameterization (e.g., convective precipitation) are not considered even though they would potentially be valuable predictors. Given that the parameterized variables depend on the aforementioned physical parameters $T$, $\phi$, $q$, $u$, and $v$, including parameterized variables as predictors in the logistic regression models might make it more difficult to evaluate the representation of WCBs in NWP and climate models.

b. Predictand dataset

The predictand fields of gridded WCB inflow, ascent, and outflow are derived from the Lagrangian WCB trajectory data.
of Madonna et al. (2014b) extended to 2016 (Sprenger et al. 2017), which in turn used model level data from the ERA-Interim dataset as described above (section 2a). Madonna et al. (2014b) identify WCBs based on 48-h kinematic forward trajectories computed with the Lagrangian Analysis Tool (LAGRANTO; Wernli and Davies 1997; Sprenger and Wernli 2015). To find the starting points of possible WCBs, trajectories are started globally in the lower troposphere from an equidistant grid every 80 km in the horizontal and vertically every 20 hPa from 1050 to 790 hPa at 0000, 0600, 1200, and 1800 UTC. As a necessary condition for WCBs, only those trajectories are considered that ascend in 48 h by at least 600 hPa from the lower to the upper troposphere (Madonna et al. 2014b). As an additional criterion, the trajectories need to be matched with an extratropical cyclone identified by the methodology of Wernli and Schwierz (2006) at least once during this 48-h period. Tropical cyclones are excluded by not considering cyclones between 25°S and 25°N for the matching with the potential WCB trajectories. After the WCB trajectories are identified, all WCB parcel locations at a given time are binned into three vertical layers (Schäfler et al. 2014). The first layer extends from the surface to 800 hPa and is referred to as WCB inflow. The second layer comprises air masses between 800 and 400 hPa and is referred to as WCB ascent. Last, the WCB outflow includes air masses above 400 hPa. After binning the data into the three layers, the trajectories are gridded on a 1° × 1° regular latitude–longitude grid. Grid points without (with) a WCB trajectory are labeled as 0 (1), yielding the dichotomous dependent predictands for WCB inflow, ascent, and outflow, respectively.

Madonna et al. (2014b) show that the Northern Hemisphere WCB activity is most pronounced during December, January, and February (DJF). For this reason, our analysis focuses on DJF only, but results for other seasons are also presented in the online supplementary material. The climatological occurrence frequency of WCBs during DJF is strongly related to the midlatitude storm tracks (cf. Madonna et al. 2014b; Sprenger et al. 2017). During DJF, WCB inflow is most frequent over the western North Pacific and the western North Atlantic (Fig. 2a) located on the warm side of the main baroclinic zones and south of the winter storm track entrance regions (e.g., Wernli and Schwierz 2006; Sprenger et al. 2017). In general, the climatological WCB ascent frequency (Fig. 2c) is less than the inflow frequency likely due to the short time that trajectories reside in this layer. WCB ascent occurs most frequently to the north of the main inflow regions. Over the North Atlantic, the region of highest WCB ascent frequency exhibits a southwest to northeast tilt, which corresponds to the tilt of the midlatitude storm track in this region (e.g., Wernli and Schwierz 2006). On the other hand, WCB outflow is most frequent over the central North Pacific and central North Atlantic (Fig. 2e), i.e., downstream of the main WCB inflow and ascent regions.

3. Logistic regression models

This section provides some background information on logistic regression in general as well as a detailed description of the predictor selection and the development of the logistic regression models. For computational reasons, the initial predictor selection is performed for individual grid points on a

---

1 Since trajectories are started every 6 h and computed forward for 48 h, air parcel locations from nine different starting times are available at a given time.
5° × 5° latitude–longitude grid. Predictor selection and model development are performed for each season (i.e., DJF, MAM, JJA, SON) separately and are based on ERA-Interim data at 0000 UTC. For each season, we always use continuous 3-month periods within the available data period 1 March 1979–30 November 2016. We choose 0000 UTC for consistency with the S2S prediction project database (Vitart et al. 2017) in which most NWP centers provide only forecasts valid at 0000 UTC.

a. Background

WCB inflow, ascent, and outflow are identified using multiple logistic regression, which has been successfully employed for various applications in meteorology, such as forecasting the probability of convective storms and hail (e.g., Billet et al. 1997; Mohr et al. 2015; Gagne et al. 2019), predictions of tropical cyclone activity (e.g., Leroy and Wheeler 2008; Slade and Maloney 2013), and objective identification of weather patterns (Chattopadhyay et al. 2020). In this study, logistic regression is a suitable choice as it allows the dependent variable to be dichotomous (Hosmer and Lemeshow 2000) such that grid points without/with a WCB trajectory are labeled as 0/1. Assuming a linear relationship between \( n \) independent meteorological predictor variables \( x_1, x_2, \ldots, x_n \) and the log-odds of the dependent variable, the conditional probability of a WCB given the values of all predictors \( x = (x_1, x_2, \ldots, x_n) \) is

\[
P(WCB|x) = \frac{1}{1 + \exp^{-b_0 - b_1x_1 - b_2x_2 - \cdots - b_nx_n}}, \tag{1}
\]

with the linear regression

\[
g(x) = \beta_0 + \beta_1x_1 + \beta_2x_2 + \cdots + \beta_nx_n. \tag{2}
\]

The derived probability values \( P(WCB|x) \) range from 0 and 1 and can be regarded as a fractional probability of occurrence. \( P(WCB|x) \) can be converted into a deterministic dichotomous prediction by applying a decision threshold (see section 4b). Equations (1) and (2) illustrate that if a regression coefficient \( \beta_i \) is positive,\(^2\) then an increase of the corresponding \( x_i \) will be associated with increasing conditional probability \( P(WCB|x) \). In contrast, if \( \beta_i \) is negative, then an increase of the corresponding \( x_i \) will yield a decreasing \( P(WCB|x) \).

The above discussion of Eqs. (1) and (2) already reveals a major advantage of the logistic regression approach compared to other classification techniques such as nonlinear support vector machines (Vapnik 1963) or deep learning methods (McGovern et al. 2019): the regression coefficients directly give inference about the importance of each predictor. Thus, logistic regression models can be used quite intuitively to find out the relationship between the predictands and independent predictor variables, and allow to check the model’s plausibility (Dreiseitl and Ohno-Machado 2002). A further advantage is that logistic regression outputs probabilities for a certain feature instead of giving a final classification as, for example, in decision trees (Quinlan 1986). Thus, if a predictor set yields a higher probability for one class than another predictor set for the same class, one can deduce which set is more accurate for the problem. A limitation of logistic regression is that complex, nonlinear relationships are difficult to capture. More complex algorithms such as artificial neural networks often outperform logistic regression (Dreiseitl and Ohno-Machado 2002; Gagne et al. 2019; Chattopadhyay et al. 2020). Given that the focus of this study is the predictor selection and its meteorological interpretation rather than the mere classification performance, logistic regression is chosen.

b. Stepwise predictor selection

The choice of independent predictor variables is an essential component of the logistic regression model development, but also for potential developments of more advanced statistical techniques in the future. We choose initial lists of predictors for WCB inflow, ascent, and outflow based on existing literature on the structure of WCBs and physical considerations (section 1; Table 1). Starting from the lists in Table 1, we determine the most important predictors via a stepwise forward selection scheme (e.g., Hosmer and Lemeshow 2000; Leroy and Wheeler 2008; Slade and Maloney 2013; Mohr et al. 2015; McGovern et al. 2019). Note that for each potential predictor we test all available pressure levels and for some also layer averages as detailed in the caption of Table 1. The predictor selection is based on daily 0000 UTC ERA-Interim data for the period 1 March 1979–30 November 2016.

In stepwise forward selection, predictor variables are sequentially added to an initial intercept-only model, i.e., a model without predictors, according to the following iterative scheme. Starting with only one predictor, we determine the regression coefficient \( \beta_i \) using 10 times 10-fold cross validation, which provides insights on how the models will generalize to an independent dataset. In this approach, the sets of independent (ERA-Interim based predictors) and dependent observations (WCB inflow, ascent, and outflow regions determined from the trajectory analysis) are divided randomly into 10 folds of approximately equal size. The first fold is used as the validation set, and the model itself is fit on the remaining 9 folds. For each iteration of the cross validation, the training data are standardized by removing the mean and by scaling to unit variance. The training data are then used to fit the model. For each iteration of the cross validation the log-likelihood for the intercept-only model \( L_0 \) and for the model with one predictor variable \( L_{ij}^{(0)} \) is calculated. Here, \( j \) refers to the variable that has been added. A likelihood ratio test for the model containing \( x_j \) versus the intercept-only model is then given by computing the deviance \( D^{(0)} = -2(L_0 - L_{ij}^{(0)}) \). The latter is analogous to the residual sum of squares in linear regression, i.e., the smaller the deviance \( D^{(0)} \) the better is the fit of the observed values to the expected values. Since the deviance \( D^{(0)} \) follows a chi-square distribution (Hosmer and Lemeshow 2000), the significance level for each predictor variable can be found using an inverse chi-square cumulative distribution function at 1 degree of freedom. Here, we use 1 degree of freedom because only a single predictor variable is added at a time. After calculating the significance level for each predictor, the variable with the highest significance level is chosen as the first and most

\(^2\)With 1 ≤ i ≤ n.
important predictor. For reasons of computational efficiency, the stepwise forward selection scheme continues to a maximum of 10 predictors and terminates if no further significant predictor can be found.

Though 10 predictors could be manageable with reanalysis data, computational costs would increase considerably when applying the models to ensemble reforecast on S2S time scales or to climate model projections. The log-likelihood ratio test reveals that for all four seasons and for all three stages of the WCB, sets of four predictors are significant at the 95% confidence level (Fig. 3). Given that this is well above the minimum threshold of 80%–85% recommended by Hosmer and Lemeshow (2000), we consider four predictors appropriate. For more predictors, the confidence level drops rapidly as shown by increasing p values. Especially for WCB outflow the p value increases significantly with increasing number of predictors (Fig. 3c) and is therefore the limiting reason for choosing four predictors.

It should be noted that the confidence level is used to evaluate whether the unique effect of a certain predictor on the conditional probability is zero. If the predictors are highly autocorrelated then there is little unique effect so that their incorporation into the model does not yield a significant improvement in the model’s performance. Accordingly, variables that are highly autocorrelated are likely to be filtered out during the forward predictor selection. This is confirmed by calculation of the variance inflation factor (VIF; e.g., Alin 2010) for the final sets of four predictor variables. The VIF measures how much the variances of the logistic regression coefficients increase compared to conditions when the predictor variables are uncorrelated. The larger the VIF, the more the variances are inflated. VIF values in excess of 5–10 are usually considered as indicators of autocorrelation between the predictors (e.g., Rogerson 2001; Drobot and Maslanik 2002). For all final sets of four predictors of WCB inflow and ascent, and at all grid points where a predictor selection was performed the VIF ranges between 0.5 and 2 (not shown). It is only for WCB outflow where the VIF reaches values of 3.5 in regions with the climatologically highest WCB outflow frequency. Based on the range of the VIF values we consider the predictors for each of the three WCB stages as uncorrelated.

The most important WCB inflow predictors, as defined by the highest significance level for a given 5° × 5° latitude–longitude grid point, are quantities related to lower-tropospheric moisture flux and its convergence (Fig. 2b). The only exception is the western to central North Pacific (20°–40°N, 140°–170°E) where thickness advection and temperature advection are identified as the primary predictors. The regression model’s suggested link between moisture transport and WCBs is in line with previous studies that used analytical models (Field and Wood 2007), idealized simulations (Boutle et al. 2011), and analysis as well as forecast data (e.g., Berman and Torn 2019; Dacre et al. 2019).

In contrast, the spatial distribution of the most important predictors for WCB ascent is less homogeneous. South of 60°N, the predictor variables of relative vorticity, relative humidity, specific humidity, and quantities related to horizontal moisture flux are identified (Fig. 2d). In general, WCB ascent is associated with saturation and condensation, which is reflected by relative and specific humidity being important predictors. The ascent further redistributes vorticity via stretching so that cyclonic vorticity increases in the lower troposphere. Thus, the most important predictors for WCB ascent identified by the stepwise forward selection scheme are in line with the general concept of the ascent stage of WCBs. Poleward of 60°N and over the central North Pacific, temperature advection and thickness advection are the most important predictors, which is in line with the general concept that WCBs ascend in regions of quasi-geostrophic forcing (Binder et al. 2016).

The most important predictor variables for WCB outflow are relative humidity and the irrotational wind (Fig. 2f). Although relative humidity is most important in regions of climatologically high WCB outflow occurrence frequency over the North Pacific and the North Atlantic, the irrotational wind is most important north of 70°N and south of 35°N over the Atlantic, and north of 60°N over the Pacific. The fact that relative humidity and irrotational wind components are identified as the most important predictors matches the conceptual picture of the WCB outflow stage, which is characterized by a broad cirrus shield (e.g., Carlson 1980; Wernli et al. 2016) and an irrotational flow that may interact with the midlatitude waveguide (e.g., Grams and Archambault 2016; Berman and Torn 2019).

![Fig. 3. Significance levels of the log-likelihood ratio test for WCB (a) inflow, (b) ascent, and (c) outflow as a function of the number of predictors for all seasons. Lines show the median p value across all 5° × 5° latitude–longitude grid points, dots denote the mean p value, and gray shading denotes the interquartile range.](image-url)
The previous analysis identified the most important predictors individually at each $5^\circ \times 5^\circ$ grid point compared to the intercept-only model. The regression models themselves are again developed individually for each grid point. For computational efficiency we aim to use a set of four identical predictor variables for all logistic regression models. Therefore, we still need to determine the globally most important predictors of the multivariate logistic regression models. The four most important predictor variables are selected by ranking all predictor variables by largest weighted number of occurrences aggregated across all pressure levels and choosing the pressure level that has the largest weighted number of occurrences. The number of occurrences is weighted with the cosine of latitude at the corresponding grid point since otherwise predictors at high latitudes would receive more weight. Also, we are interested in a good performance of the regression models in regions of climatologically high WCB occurrence frequency, the number of occurrences is additionally weighted with the climatological WCB frequency at the respective grid point.

For WCB inflow, thickness advection in the lower troposphere exhibits the highest number of occurrences (Fig. 4a). Of the different pressure levels, thickness advection at 700 hPa is chosen as the first predictor variable because this pressure level has the largest weighted number of occurrences for thickness advection. The 850-hPa meridional moisture transport, 1000-hPa moisture flux convergence, and 500-hPa moist potential vorticity are the second, third, and fourth most important predictor variables, respectively. Relative vorticity at 850 hPa and relative humidity at 700 hPa are identified as the two most important predictors for WCB ascent (Fig. 4b). Interestingly, thickness advection at 300 hPa is the third predictor variable, indicating a forcing for vertical motion from the mid- to upper troposphere. The fourth predictor variable is the meridional moisture flux at 500 hPa, which is at a higher pressure level than for WCB inflow. In contrast, the most important predictors for WCB outflow are located in the mid- to upper troposphere (Fig. 4c). These predictors are 300-hPa relative humidity, 300-hPa irrotational wind speed, 500-hPa static stability, and 300-hPa relative vorticity, which is in line with Fig. 2f. Thus, the regression equations [Eq. (2)] for WCB inflow (subscript $i$), ascent (subscript $a$), and outflow (subscript $o$) are

\begin{align*}
g_i &= \beta_{0,i} + \beta_{1,i} \text{THA}_{700} + \beta_{2,i} \text{MFLY}_{850} + 10^4 \beta_{3,i} \text{MFLCON}_{1000} + 10^5 \beta_{4,i} \text{MPV}_{500} , \quad (3) \\
g_a &= \beta_{0,a} + 10^4 \beta_{1,a} \text{wspd}_{850} + \beta_{2,a} \text{RH}_{700} + \beta_{3,a} \text{THA}_{300} + \beta_{4,a} \text{MFLY}_{500} , \quad (4) \\
g_o &= \beta_{0,o} + \beta_{1,o} \text{RH}_{300} + \beta_{2,o} \text{wspd}_{300} + 10^4 \beta_{3,o} \sigma_{500} + 10^5 \beta_{4,o} \xi_{300} . \quad (5)
\end{align*}

The power to 10 multipliers in Eqs. (3)–(5) rescale the predictors in order to ease the interpretation of the regression coefficients.

**c. Logistic regression model training**

After having determined the four most important predictors for WCB inflow, ascent, and outflow in the Northern Hemisphere, we now calculate the regression coefficients separately for individual grid points with a $1^\circ \times 1^\circ$ horizontal grid spacing. The choice of the grid spacing allows to account for local variability and to compare the results to the Lagrangian climatology, which is on the same grid. To ensure a representative sample size only those grid points are considered at which the observed climatological WCB frequency reaches at least 1%. The calculation of the regression coefficients for DJF is based on daily ERA-Interim data at 0000 UTC for the period 1 December 1979–28 February 1999. This 20-yr period is chosen to be shorter than the period for the predictor selection (cf. section 3b) in order to validate the regression models on an independent validation period covering the years 1 December 1999–28 February 2016 in section 4. Each season is treated separately and we choose the respective months during the indicated data periods. Similar to the process for selecting the predictors, we
employ 10 times 10-fold cross validation to compute the regression coefficients, which are shown for WCB inflow (Fig. 5), WCB ascent (Fig. 6), and WCB outflow (Fig. 7), all during DJF. Note that the intercept values $b_0$, $b_0$ (Fig. 5a), $b_0$, $a$ (Fig. 6a), and $b_0$, $o$ (Fig. 7a) of the logistic regression models do not have a physical interpretation, since they represent the mean of the dependent variables when setting all independent variables to zero. The regression coefficients for DJF are qualitatively similar to those computed during the other seasons (MAM, JJA, and SON), which are shown and provided in netCDF format in the supplemental material (Figs. S1–S9).

For WCB inflow, $b_{1i}$ is positive in most regions with values ranging from 0.01 north of 45°N to 0.06 south of 30°N (Fig. 5b). This shows that positive 700-hPa thickness advection in particular south of 30°N is associated with an increased conditional probability of WCB inflow [cf. Eq. (3)]. Likewise $b_{2i}$ and $b_{3i}$ are positive at nearly all grid points (Figs. 5c,d). Thus, a poleward moisture flux at 850 hPa as well as moisture flux convergence at 1000 hPa correspond to an increased probability of WCB inflow. In contrast to the sign of $b_{1i}$, $b_{2i}$, and $b_{3i}$, the sign of $b_{4i}$ is negative in most regions except for the subtropical western North Pacific (south of 30°N and from 120°E to 180°, in Fig. 5e). In this region, positive $b_{4i}$ indicates that increased moist potential vorticity at 500 hPa is related to an increased probability for WCB inflow. In other regions of the midlatitudes, an increase in moist PV actually decreases the probability for WCB inflow.

Positive $b_{1a}$ (Fig. 6b) indicates that cyclonic relative vorticity at 850 hPa is characteristic of an environment in which WCBs ascend [cf. Eq. (4)]. A physical explanation for this statistical relation is the redistribution of vorticity via stretching in ascending WCBs. Only north of 50°N and in regions of high topography (e.g., Greenland, Kamchatka Peninsula, Rocky Mountains) $b_{1a}$ is locally negative. Meanwhile, highest values of $b_{1a}$ are located south of 40°N. As one would expect, $b_{2a}$ and $b_{3a}$ are positive (Figs. 6c,d) and corresponds well to the ascent stage of a WCB, which is characterized by saturation (high
relative humidity) and warm-air advection (forcing for quasi-geostrophic ascent). In addition, the WCB is also characterized by the transport of moisture poleward and upward (e.g., Boutle et al. 2011), which is reflected by the positive regression coefficient $\beta_4$, associated with 500-hPa moisture transport in all regions (Fig. 6e). The highest values of $\beta_4$ (up to 150) occur at the northern edges of the climatological WCB ascent regions.

For WCB outflow, positive $\beta_{1_o}$ (Fig. 7b) reveals that high relative humidity at 300 hPa is associated with an increased probability of WCB outflow [cf. Eq. (5)]. This relation is evident at nearly all grid points except for the subtropical North Atlantic (south of 35°N and from 40° to 30°W) and subtropical North America (30°N, 100°W). Likewise, a higher irrotational wind speed at 300 hPa is linked to an increased probability of WCB outflow as highlighted by positive $\beta_{2_o}$ (Fig. 7c). Positive $\beta_{3_o}$ indicates that a higher static stability at 500 hPa corresponds to an increased outflow probability (Fig. 7d), which might be counterintuitive to WCB outflow expected in upper-tropospheric ridges of predominantly low static stability. We find two possible explanations: First, if WCB outflow is advected downstream along the flanks of an anticyclonically breaking ridge, the outflow may become collocated with a PV streamer underneath (e.g., Figs. 1g–i in Madonna et al. 2014a). Interestingly, $\beta_{3_o}$ is largest over the eastern North Atlantic where PV streamers characterized by high static stability occur frequently (Wernli and Sprenger 2007). Second, in situations with upright WCB ascent the outflow may be located above regions of enhanced static stability resulting from midtropospheric latent heat release. This physical interpretation does not apply to the subtropical North Pacific (south of 35°N and from 140°E to 140°W), the western North Pacific (45°–80°N, 130°–150°E), and the high-latitude North Atlantic (north of 80°N) where $\beta_{3_o}$ is negative. Finally, $\beta_{4_o}$ is positive in most regions (Fig. 7e), indicating that WCB outflow occurs in regions characterized by negative relative vorticity at 300 hPa, which is typical for upper-tropospheric ridges. In contrast, $\beta_{4_o}$ is positive over the

![Figure 6. Regression coefficients (a) $\beta_{0_o}$, (b) $\beta_{1_o}$, (c) $\beta_{2_o}$, (d) $\beta_{3_o}$, and (e) $\beta_{4_o}$ for DJF WCB ascent model (shading). Contours denote the DJF climatological Lagrangian WCB ascent frequency in the period 1 Dec 1999–28 Feb 2016 (black contours at 2%, 4%, 6%, 8%, and 10%). Regression coefficients are only calculated and shown for regions where the climatological WCB ascent frequency reaches at least 1%.
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subtropical North Pacific (south of 35°N and from 130°E to 120°W,) and the western North Atlantic (30°–45°N, 90°–60°W), which indicates that negative 300-hPa relative vorticity actually decreases the conditional probability.

4. Evaluation of the logistic regression model performance

The models for WCB inflow, ascent, and outflow are evaluated by comparing them against the respective gridded WCB trajectory data introduced as predictands in section 2b. We test the reliability for each WCB stage in the following additional configurations of the models. For consistency, each of them is based on a 20-yr-long training period and a 16-yr-long evaluation period.

1) Our standard models are trained on ERA-Interim data for DJF in the period 1 December 1979–28 February 1999 at 0000 UTC as outlined above and we evaluate their output for 0000, 0600, 1200, and 1800 UTC in DJF during the period 1 December 1999–28 February 2016. The output of the standard models is referred to as ec.erai_1979–1999. The period for model evaluation is chosen to be different from the training period in order to test for possible overfitting. In the case of overfitting, the models would perform well on the training data but poorly on the unseen testing data. We consider these models as the baseline models, use them for most of the analyses in this study, and provide their regression coefficients for the seasons MAM, JJA, and SON in the supplemental material as maps and in netCDF format.

2) In addition, we train the models on ERA-Interim data for DJF in the period 1 December 1995–28 February 2015 at 0000 UTC and evaluate their output for 0000, 0600, 1200, and 1800 UTC in DJF during the period 1 December 1979–28 February 1996. The output is referred to as...
ec.erai_1995–2015. The purpose of the later training period compared to the standard ec.erai_1979–1999 model is to assess the sensitivity of the model performance to long-term trends related to climate change or interdecadal variations.

3) The standard ec.erai_1979–1999 models, which are trained on ERA-Interim data for DJF in the period 1 December 1979–28 February 1999 at 0000 UTC, is instead evaluated on Japanese 55-year Reanalysis data (JRA-55; Kobayashi et al. 2015; Harada et al. 2016) covering DJF in the period 1 December 1999–28 February 2016 at 0000, 0600, 1200, and 1800 UTC. This approach is intended to provide insight into the reliability of the logistic regression model when trained on one dataset but applied to a different dataset (i.e., trained on ERA-Interim but evaluated on JRA-55). The output is referred to as jra55_1979–1999.

4) In contrast to the output in jra55_1979–1999, the predictors are recalibrated prior to applying the regression models by subtracting the seasonal mean difference between JRA-55 and ERA-Interim data averaged over DJF from the period 1 December 1999–28 February 2016. The output, which is a recalibrated form of the previous jra55_1979–1999 model, is referred to as jra55_recalibrated.

a. Reliability

The average agreement between the modeled WCB probabilities and the observed WCB frequencies can be assessed via reliability diagrams. For this purpose, the observed WCB frequencies are plotted against the predicted probabilities, where the range of predicted probabilities is divided into 19 regular bins from 0.05 to 0.95. The reliability curve of a perfect model would follow the solid diagonal line in Fig. 8. A model is considered to underestimate (overestimate) the observed WCB frequency when the model’s curve lies below (above) the solid diagonal line. Generally, the reliability of ec.erai_1979–1999 and ec.erai_1995–2015 hardly differ, which seems to suggest that the performance of the models is insensitive to long-term trends in the predictor variables related to interdecadal variability or climate change. For WCB inflow, the two models ec.erai_1979–1999 and ec.erai_1995–2015 follow the solid diagonal for observed frequencies less than 0.4 (Fig. 8a). For observed frequencies greater than 0.4, the regression models overestimate the WCB inflow frequency. The overestimation is more pronounced if the ec.erai_1979–1999 model is applied to JRA-55 data (see jra55_1979–1999 curve) and is due to systematic differences between ERA-Interim and JRA-55 in the predictor variables. The jra55_recalibrated model, which tries to account for the unique systematic biases in JRA-55 and ERA-Interim, improves upon the model reliability of jra55_1979–1999. Notably, the jra55_recalibrated model is characterized by improved reliability for observed frequencies up to 0.45, which is more comparable to the reliability of erai_1979–1999 than jra55_1979–1999. As the purpose of this work is to introduce logistic regression models rather than an evaluation of reanalysis data, an in-depth analysis of the differences between JRA-55 and ERA-Interim is beyond the scope of this study. Still, the improved reliability reveals that recalibrations of the predictor variables may be worthwhile when the regression models are applied to data that are not based on ERA-Interim.

As for WCB inflow, the reliability curve for WCB ascent follows the solid diagonal up to a modeled probability of 0.4 (Fig. 8b). For observed frequencies greater than 0.4, the modeled WCB ascent frequency is overestimated. Interestingly, the reliability curves of all four model outputs align better with each other than for WCB inflow. This indicates that the models for WCB ascent are less sensitive to the training period and that the predictor variables for WCB ascent are more similar in ERA-Interim and JRA-55 than for WCB inflow. The recalibration of the predictor variables improves the reliability of jra55_recalibrated by up to 0.02 so that its reliability curve nearly aligns with the ec.erai_1979–1999 curve.

Likewise, good agreement between the four regression model outputs is found for WCB outflow (Fig. 8c). For observed frequency values below 0.5, all four regression models underestimate the observed frequency of WCB outflow. In contrast,
the observed frequencies greater than 0.5 are overestimated by all four regression models, such that the overestimation is more pronounced for WCB outflow than for WCB inflow or WCB ascent. The fact that the modeled probabilities in the upper bins $>0.5$ are too high for all three WCB stages has two reasons. The first reason is related to the way WCBs are defined in our training dataset. As described in section 2b, the WCB criterion in the predictand data is only fulfilled if the trajectories are matched with an extratropical cyclone at least once during their lifetime (Madonna et al. 2014b). However, the logistic regression models do not account for this criterion. Thus, cases with properties similar to a WCB and high modeled probabilities are identified as WCB even though they are not associated with an extratropical cyclone in a strict sense as diagnosed by the intersect with a cyclone mask. In particular for WCB outflow, the WCB footprints as predicted by the regression models matched fewer cyclone masks than in the trajectory-based dataset (not shown). The second reason is related to the strict WCB ascent criterion of at least 600-hPa ascent within 48 h. Air masses that ascend slightly less than 600 hPa within 48 h exhibit characteristics very similar to WCBs. Accordingly the regression models predict high conditional probabilities although no WCB is identified in the predictand dataset.

b. Model skill

Although the previous section focused on all four model configurations, we now continue with the evaluation of the skill for the standard regression model erai_1979–1999 in making dichotomous predictions of WCB occurrence. To this regard, we evaluate the Matthews correlation coefficient (MCC; Matthews 1975), which is a balanced skill metric for binary classification tasks, even if the two classes are imbalanced. With climatological frequencies of regionally less than 10% (Figs. 2a,c,e) this imbalance is given at numerous grid points. The MCC is defined as

$$\text{MCC} = \frac{TP \times TN - FP \times FN}{\sqrt{(TP + FP)(TP + FN)(TN + FP)(TN + FN)}}$$

with $TP$, $TN$, $FP$, and $FN$ being the number of true positives, true negatives, false positives, and false negatives, respectively. The lowest possible MCC value of $-1$ represents a total disagreement between prediction and observations (i.e., $TP = 0$ and $TN = 0$), an MCC of 0 indicates a random prediction, and the highest possible MCC value of 1 corresponds to a perfect prediction.

The calculation of $TP$, $TN$, $FP$, and $FN$ requires dichotomous predictions. Thus, the modeled probabilities are converted to dichotomous predictions by applying a decision threshold above which a modeled probability is considered as WCB inflow, ascent, or outflow. To account for the fact that the chosen predictors are not optimal for each grid point (see Figs. 2b,d,f), the threshold is chosen to be gridpoint dependent. The logistic regression models must be able, first, to identify WCBs at instantaneous time steps and, second, to adequately represent the climatological WCB occurrence frequency. For the latter aspect, we tune the models’ output in the sense that we set the decision threshold to a value minimizing the climatological bias. The bias is defined as the difference between the modeled climatological WCB occurrence frequency and the observed climatological frequency. As an alternative approach, we set the decision threshold to a value at which the models reach their maximum F1 score defined as the harmonic mean of precision and recall. A comparison of the two approaches reveals that the skill of the models in terms of the Matthews correlation coefficient [Eq. (6)] is independent of the approach (not shown). However, the ability of the models to represent the climatological occurrence frequency deteriorates considerably when using the F1 score. Alternative methods to determine the decision threshold are often based on the receiver operating characteristic. These methods such as the Youden index (Youden 1950) or the maximum of the Peirce skill score (Manzato 2007; Mohr et al. 2015) may be misleading with imbalanced data (Davis and Goadrich 2006) and are therefore not applicable in the present study.

Based on the previous considerations, the threshold minimizing the climatological bias in WCB occurrence frequency is considered optimal to define dichotomous WCB predictions at instantaneous time steps. In general, the magnitude of the decision threshold scales with the climatological occurrence frequency of WCBs (Figs. 9a,c,e). For all WCB stages, the optimal decision thresholds are less than the commonly used threshold of 0.5. This is due to the imbalance of the two classes, which favors zeros (no WCB) at the expense of the ones (WCB) so that $P(WCB|x)$ is underestimated (King and Zeng 2003). For WCB inflow, the decision threshold varies between 0.1 in regions where the climatology is less than 2%, and peaks between 0.25 and 0.35 over the western North Atlantic and western North Pacific (Fig. 9a). Similar decision thresholds are found for WCB ascent (Fig. 9c). In most areas over the North Atlantic the optimal decision threshold exceeds 0.2 and reaches local maxima over the western North Atlantic and the western North Pacific. Also for WCB outflow the decision threshold scales with the climatological occurrence frequency (Fig. 9e). In the main outflow regions over the central North Atlantic and the western to central North Pacific, the threshold exceeds 0.3. For the other meteorological seasons, the decision thresholds also scale with the climatological occurrence frequency of WCBs (Figs. S13–S15 in the online supplemental material), with the lowest decision thresholds during boreal summer.

After applying the above decision thresholds, the WCB predictions by the logistic regression models are characterized by positive MCC values, which indicate better than random predictions (Figs. 9b,d,f). For the WCB inflow models, the MCC mostly lies in the range of 0.2 to 0.3 in regions where the climatological occurrence frequency is 2%–4% (Fig. 9b). The highest values are found in the core regions of WCB inflow occurrence where the coefficient reaches 0.4 to 0.5 (30°–45°N, 80°–60°W and 25°–45°N, 130°E–180°). This is partly due to the predictor selection during which more weight is given to predictors in regions of climatologically high WCB frequency (section 3b). In terms of MCC, the regression models for WCB ascent perform best compared to WCB inflow and outflow models. In areas where the WCB frequency exceeds 2%, the
MCC for WCB ascent ranges from 0.3 to 0.6, with the highest MCC values concentrated over the western North Atlantic (30°–50°N, 90°–50°W) and the western Pacific (30°–50°N, 130°E–180°). In contrast, WCB outflow is characterized by the lowest MCC among the three WCB stages (Fig. 9f). Thus, the regression model tends to shift the climatological main WCB ascent regions southward, which is consistent with the southward shift of WCB inflow. The biases in WCB ascent are in most regions less than 20% of the trajectory-based climatological frequency (not shown).

Largest discrepancies between the regression model and the trajectory model are found for WCB outflow over the southern North Pacific and western North America (Figs. 10e,f). Here, the climatological occurrence frequency of WCB outflow is overestimated by up to 10%, which corresponds to a normalized difference of 80%–100% compared to the trajectory-based WCB outflow climatology (not shown). Similar to WCB inflow and ascent, spatially coherent dipoles of positive and negative biases also occur for WCB outflow. These are located over the western North Pacific (30°–60°N, 130°–170°E) and the western North Atlantic (30°–60°N, 60°–30°W). It is notable that the dipoles of positive and negative biases occur quite consistently for the three WCB stages of inflow, ascent, and outflow over the western North Pacific and western North Atlantic. In all, this might suggest that the differences are connected to the typical track that cyclones take with WCB inflow along the east coast of Japan and the U.S. East Coast, WCB ascent over the baroclinic zones related to the Kuroshio and the Gulf Stream, and outflow farther northeast intersecting the upper-tropospheric jet stream.

c. Model frequencies

Next, we analyze to what degree the climatological occurrence frequency of WCBs based on trajectories can be represented by the logistic regression models (Fig. 10). By design the observed frequency and that of the regression models coincide well. For WCB inflow and ascent, highest occurrence frequencies as predicted by the logistic regression models are collocated with the observed WCB inflow and WCB ascent regions, respectively (Figs 10a,c). Negative biases for WCB inflow of −5% to −1% are found over the western North Pacific (north of 30°N and from 130°E to 150°E) and western North Atlantic (north of 30°N and from 80° to 50°W in Fig. 10b). Positive biases of similar magnitude occur over the central to eastern North Pacific (south of 40°N and from 150°E to 150°W) and eastern North Atlantic 45°–60°N, 40°–10°W. The dipoles of positive and negative biases, which are less than 20% of the trajectory-based climatological frequency (not shown), suggest that the regression models tend to shift the main WCB inflow regions southward over the North Atlantic and southeastward over the North Pacific.

For WCB ascent, the biases are in general the smallest (Fig. 10d) compared to WCB inflow and outflow, which is consistent with the highest MCC values (Fig. 9d). Similar to the biases for WCB inflow, dipoles of negative and positive biases are found over the North Atlantic (40°–60°N, 70°–20°W in Fig. 10d) and the western North Pacific (30°–45°N, 140°–170°E). Thus, the regression model tends to shift the climatological main WCB ascent regions southward, which is consistent with the southward shift of WCB inflow. The biases in WCB ascent are in most regions less than 20% of the trajectory-based climatological frequency (not shown).

Largest discrepancies between the regression model and the trajectory model are found for WCB outflow over the southern North Pacific and western North America (Figs. 10e,f). Here, the climatological occurrence frequency of WCB outflow is overestimated by up to 10%, which corresponds to a normalized difference of 80%–100% compared to the trajectory-based WCB outflow climatology (not shown). Similar to WCB inflow and ascent, spatially coherent dipoles of positive and negative biases also occur for WCB outflow. These are located over the western North Pacific (30°–60°N, 130°–170°E) and the western North Atlantic (30°–60°N, 60°–30°W). It is notable that the dipoles of positive and negative biases occur quite consistently for the three WCB stages of inflow, ascent, and outflow over the western North Pacific and western North Atlantic. In all, this might suggest that the differences are connected to the typical track that cyclones take with WCB inflow along the east coast of Japan and the U.S. East Coast, WCB ascent over the baroclinic zones related to the Kuroshio and the Gulf Stream, and outflow farther northeast intersecting the upper-tropospheric jet stream.

d. Physical reasons for frequency biases

We investigate the physical reasons for the negative biases in WCB inflow, ascent, and outflow over the western North Atlantic and western North Pacific (regions are highlighted by green boxes in Figs. 10b,d,f) by computing the distribution of the predictor variables for grid points with false negatives (black lines in Fig. 11) and true positives (gray lines in Fig. 11). In contrast, physical reasons for positive WCB outflow biases over the eastern North Pacific are analyzed based on predictors for grid points with false positives and true positives.
The physical reasons for grid points with false negatives of WCB inflow, i.e., the models do not detect a WCB even though it occurred, are similar for both the western North Atlantic and western North Pacific. The predictor variables are characterized by reduced 700-hPa thickness advection (Fig. 11a), weaker 850-hPa meridional moisture flux (Fig. 11b), a median negative 1000-hPa moisture flux convergence (i.e., moisture flux divergence; Fig. 11c) and enhanced 500-hPa moist PV (Fig. 11d). Since the regression coefficients are positive for thickness advection, positive for meridional moisture flux, positive for moisture flux convergence and negative for moist PV (cf. Fig. 5), the conditional probability decreases under these conditions. Also from a dynamical perspective and the overall conceptual model of the WCB inflow stage outlined in the introduction, the false negatives are plausible under these conditions.

For the WCB ascent stage, false negatives occur in environments that are similar over the western North Atlantic and western North Pacific (Figs. 11e–h). Compared to the true positives, grid points with false negatives are characterized by reduced 850-hPa relative vorticity (Fig. 11e), lower 700-hPa relative humidity (Fig. 11f), weaker 300-hPa thickness advection (Fig. 11g), and weaker 500-hPa meridional moisture flux (Fig. 11h). However, overlapping interquartile ranges indicate that the differences in the median values between the false negatives and true positives are not significant, which may explain the inability of the regression models to correctly predict WCB ascent in these situations.

False negatives of WCB outflow over the western North Pacific and western North Atlantic are characterized by reduced 300-hPa relative humidity, lower 300-hPa irrotational wind speed, and higher 300-hPa relative vorticity. The differences in 500-hPa static stability are of opposite sign for the western North Atlantic and western North Pacific, respectively. This is due to the opposite sign of the corresponding regression coefficients (Fig. 7d) so that the differences in static stability and the other predictors still lead to an overall reduction of the conditional probability. In cases of false positives over the eastern North Pacific, i.e., the models detect a WCB even though there is none in the reference data, the 300-hPa relative humidity is higher (Fig. 11i), the 300-hPa irrotational wind speed is stronger (Fig. 11j), the 500-hPa static stability is higher (Fig. 11k), and the 300-hPa relative vorticity is more anticyclonic (Fig. 11l) than for true positives. Since the corresponding regression coefficients are positive for relative humidity (Fig. 7b), positive for irrotational wind speed (Fig. 7c), positive for static stability (Fig. 7d), and negative for relative vorticity (Fig. 7e), the conditional probability for WCB outflow increases under these conditions. Accordingly, the logistic regression models falsely predict WCB outflow in the prescribed area. One possible, but untested, hypothesis is that the falsely predicted outflow over the eastern North Pacific is associated with cyclones that occur equatorward of 25°N and are thus not included in the trajectory-based dataset.

For all regions analyzed above, the identification of the synoptic systems that are associated with the identified conditions would be intriguing but would require further in-depth analysis, which is beyond the scope of this study. Still, the above discussion reveals that a statistical analyses of the physical properties associated with WCB inflow, ascent, and outflow may yield different results depending on whether it is based on the Lagrangian WCB definition or on the logistic regression models. For example, WCB inflow over the western North Atlantic as identified by the regression models would be characterized by stronger low-level moisture flux convergence than in the Lagrangian definition since the trajectory model identifies WCB inflow in regions with considerably lower and even negative low-level moisture flux convergence (Fig. 11c). Thus, if one attempted to calculate heating rates associated with the WCB from the low-level moisture flux convergence these would likely be higher when using the regression model approach. Beyond this one example, careful consideration should be given when using the regression models in...
process-oriented studies on the physical properties of WCBs. We recommend that the trajectory approach should be preferred for process-oriented studies of WCBs, whereas the regression model approach facilitates systematic model evaluation in large datasets.

e. Case study

Finally, the ability of the logistic regression models to identify WCBs instantaneously and their usefulness for investigating forecast data is illustrated for a case study of a cyclone event during 22–24 January 2011. For this case, Martínez-Alvarado et al. (2016) showed that the 5-day forecast error associated with an upper-tropospheric ridge over the North Atlantic was linked to earlier forecast errors associated with a WCB within operational ECMWF forecasts. More specifically, the WCB forecast error was characterized by an overestimation of the number of ascending trajectories and a WCB outflow too far to the southeast. This incorrect WCB forecast resulted in an upper-tropospheric ridge too far to the south.

The episode of events that led to the formation of the upper-tropospheric ridge is illustrated in Fig. 12 using ERA-Interim data. At 0600 UTC 22 January 2011, the large-scale flow situation was characterized by a low pressure system west of Newfoundland (black contours in Fig. 12a; mean sea level pressure of 970 hPa at 65°W and 50°N), a deep trough over the central North Atlantic (red contour in Fig. 12a; trough base at 35°W and 35°N) and anticyclonic wave breaking over the far eastern North Atlantic. The WCB that was associated with the forecast error emerged from the warm sector of the low pressure system west of Newfoundland (blue trajectory starting points in Fig. 12a) and ascended in a northeasterly direction during the following 48 h (red trajectory end points in Fig. 12a). The WCB inflow identified by the trajectory-based approach was located at around 35°N and between 80°W and 60°W (blue shading in Fig. 12b). The logistic regression model ec.erai_1979–1999 depicts this inflow region quite well (red shading in Fig. 12b); however, further inflow is identified northeast of this region, which only partly matches the trajectory-based inflow region.

FIG. 11. Median predictor values (dots) for the three WCB stages of (a)–(d) inflow, (e)–(h) ascent, and (i)–(l) outflow in the green regions highlighted in Figs. 10b, 10d, and 10f. The predictors are as in Eqs. (3)–(5). Gray (black) dots indicate the median conditions for true positives (false negatives) and errors bars indicate the interquartile range. The only exception is in (i)–(l), where black dots and black error bars indicate the median conditions and interquartile range for false positives over the east Pacific. True positives, false positives, and false negatives are evaluated for the model ec.erai_1979–1999 in the period 1 Dec 1999–28 Feb 2016.
Forward trajectories that are initialized every 20 hPa below 790 hPa (section 2b) in the inflow region identified by the regression model, ascend on average by 384 hPa in 48 h compared to 432 hPa in 48 h for trajectories initialized from the same pressure levels but in the Lagrangian inflow mask. This illustrates that WCB trajectories do not necessarily emerge from all pressure levels in the vertical layer represented by either inflow mask definition.

At 0600 UTC 23 January 2011, a broad upper-tropospheric ridge has developed over the western North Atlantic with its apex at 50°N, 50°W (Fig. 12d). On its western flank, ahead of a short-wave upper-level trough, and in a region of a deepening low pressure system (mean sea level pressure of 992 hPa at 35°N, 70°W), the trajectories highlight the ascending WCB.

The WCB ascent mask of the trajectory-based definition (blue shading in Fig. 12e) and that of the logistic regression model (red shading in Fig. 12e) match to a large degree.

The ridge over the North Atlantic amplifies rapidly and extends toward the southern tip of Greenland at 0600 UTC 24 January 2011 (Fig. 12g). The mask of the trajectory-based WCB outflow definition extends from Newfoundland to Iceland covering large parts of the ridge (blue shading in Fig. 12h). The core region of the WCB outflow over the central North Atlantic and poleward of 50°N is captured by the regression model (red shading in Fig. 12h). Areas that are not captured by the regression model are parts of a WCB outflow west of the ridge (40°–50°N, 50°–60°W). The outflow in this region is collocated with the cyclonically breaking upstream
trough [2 PVU (1 PVU = 10^{-6} \text{Kg}^{-1} \text{m}^2 \text{s}^{-1})] contour in Fig. 12h] and positive 300-hPa relative vorticity (not shown). The positive relative vorticity reduces the conditional probability (negative $\beta_{\text{WCB}}$; Fig. 7e) such that this region is not identified as WCB outflow by the logistic regression model. Likewise, WCB outflow that is not identified as such by the regression model is located on the eastern flank of the ridge (25°–50°N, 30°–40°W). In this area the 300-hPa relative vorticity is higher than in the core region of the WCB (not shown), which reduces the conditional probability for WCB outflow. Further, the WCB outflow is being advected far to the south and reaching regions with a low climatological WCB frequency (cf. Fig. 10e), and comparably poor skill of the logistic regression model (cf. Fig. 9f).

In the last paragraph of this section, we give an example on how the logistic regression model may be used to evaluate the representation of WCB footprints in numerical weather forecasts. To this end we have retrieved the operational ECMWF IFS ensemble forecast data initialized at 1200 UTC 19 January 2011, which is the same initialization time as in Martínez-Alvarado et al. (2016). Since the forecast is compared to ERA-Interim, the ensemble data are remapped from its original T399 spectral resolution to a regular 1° × 1° latitude–longitude grid. For both, reanalysis and forecast data, the WCB footprints are calculated via the logistic regression models ec.erai_1979–1999. Ensemble mean probabilities are constructed by applying the regression models to each ensemble member (51 members) separately and by converting the conditional probabilities to dichotomous predictions. The average over all ensemble members yields the ensemble mean probability. The computation time for the entire ensemble forecast with 6-hourly output and 240-h lead time takes approximately 9 min. In comparison, it takes about 3 h to derive the same trajectory-based products, even in an optimized and parallelized setup, which has been used in earlier work (Schäfler et al. 2014).

For the 66-h ensemble forecast valid at 0600 UTC 22 January 2011, the structure of the dynamic tropopause is still very similar between ERA-Interim (red contour in Fig. 12c) and the ensemble forecast (black contours in Fig. 12e). In terms of WCB inflow, the main inflow region identified in the ERA-Interim by the regression model (red shading in Fig. 12b) is captured by the ensemble forecast as indicated by ensemble mean probabilities of more than 70% (shading in Fig. 12c). One day later, major differences become apparent over the western North Atlantic. Though the axis of the short wave trough in ERA-Interim is located at 75°W, the trough in the ensemble mean is still located at 80°W (Fig. 12f). Likewise, the low pressure system, which is more than 10 hPa weaker than in the reanalysis (not shown), is located southwest of the low in ERA-Interim. This phase shift becomes also apparent in the ensemble mean WCB probability, which indicates WCB ascent extended farther west than in ERA-Interim (red shading in Fig. 12e). The differences between ERA-Interim and the ensemble forecast amplify rapidly until 0600 UTC 24 January 2011. A cyclonic breaking of the upstream trough is hardly visible in the ensemble forecast and there is considerable uncertainty concerning the position of the dynamic tropopause. This uncertainty is reflected by almost 20° ensemble variance in the cyclone’s latitudinal position and 9-hPa ensemble variance in the intensity of the cyclone, which is in the ensemble-mean about 20 hPa weaker than in ERA-Interim (not shown). Farther downstream over the central North Atlantic, the dynamic tropopause is located farther south in the forecast than in ERA-Interim (Fig. 12i). This clearly represents a misplacement of the crest of the ridge in the forecast. Especially over the Labrador Sea (60°N, 60°W), the ERA-Interim is outside the full ensemble distribution. The uncertainty in both the cyclone position and ridge location likely reduces the ensemble probability of WCB outflow that has decreased to values of 30%–40%. In addition, the region of highest ensemble mean outflow probability (35°–60°N, 30°–60°W) is located farther south than in ERA-Interim (red shading within 45°–65°N, 35°–65°W in Fig. 12f). This misplacement between ERA-Interim and the operational ensemble forecast is in line with the misplacement between the operational analysis and the ECMWF IFS high-resolution forecast reported by Martínez-Alvarado et al. (2016).

5. Concluding discussion

The present study introduces a statistical framework that allows the identification of WCB footprints from Eulerian fields that are routinely available from NWP and climate models such as those provided in the S2S database (Vitart et al. 2017). First, we identify predictor variables for the three WCB stages of WCB inflow, WCB ascent, and WCB outflow via a stepwise forward predictor selection. These predictor variables are solely derived from temperature, geopotential height, specific humidity, and horizontal wind components. Second, we develop gridpoint-specific multivariate logistic regression models using dichotomous (0 or 1) data of WCB occurrence for the inflow, ascent, or outflow stages as predictands that are based on gridded Lagrangian WCB trajectories. Both the predictands and predictors are taken from ERA-Interim for the period 1 March 1979–30 November 2016.

During the stepwise forward predictor selection based on the ERA-Interim data and the Lagrangian WCB trajectories, the regression models’ predictors are shown to be in general agreement with the conceptual understanding of the three WCB stages. For WCB inflow these predictors are 700-hPa thickness advection, 850-hPa meridional moisture transport, 1000-hPa moisture flux convergence, and 500-hPa moist PV. This is in line with diagnostic studies of WCBs showing that they emerge from regions of strong poleward moisture transport and quasi-geostrophically forced ascent (e.g., Wernli 1997; Binder et al. 2016; Dacre et al. 2019). Similar to WCB inflow, WCB ascent is also characterized by the predictors of 500-hPa meridional moisture transport and 300-hPa thickness advection, the latter of which might indicate quasigeostrophic forcing for ascent. The importance of poleward moisture transport for WCB inflow and WCB ascent suggests that most WCBs are denoted by the poleward, ascending motion of air. However, Grams et al. (2014) noted that, for example, over the European Alps equatorward ascending WCBs may occur, which are captured by the trajectory-based approach. In its current form, the logistic regression model is unable to identify these systems.
since an equatorward moisture transport (negative sign) combined with positive regression coefficients would actually decrease the probability of WCB ascent [see Eqs. (1) and (2)]. We accept this limitation of the regression models since equatorward ascending WCBs account in most regions for less than 10% of the yearly WCB number (Grams et al. 2014). Further predictors for WCB ascent are 700-hPa relative humidity and 850-hPa relative vorticity. These two predictors reflect the WCB characteristics, which are saturation of the ascending air masses and the redistribution of lower-tropospheric relative vorticity via stretching (e.g., Wernli and Davies 1997; Madonna et al. 2014b). For WCB outflow, 300-hPa relative humidity, the 300-hPa irrotational wind speed, and 300-hPa relative vorticity are important predictors. This is in line with the general concept of WCB air masses reaching the upper troposphere, which are characterized by a broad cloud shield and a divergent outflow into an upper-tropospheric ridge (e.g., Carlson 1980; Grams and Archambault 2016; Wernli et al. 2016).

The multivariate regression models are trained for each meteorological season and each grid point. Though the regression coefficients are only shown for DJF, they exhibit the same sign and are of comparable magnitude for the other seasons. A drawback of the season-based approach is that the modeled probabilities for dates close to the transition from one season to the next may exhibit discontinuities due to changing regression coefficients. The identified predictors may provide guidance for the development of even more advanced frameworks. We are currently working on such an advanced framework based on convolutional neural networks, which have been successfully used to identify synoptic-scale flow features (e.g., Liu et al. 2016; Biard and Kunkel 2019; Lagerquist et al. 2019). An expected advantage compared to the logistic regression models of this study is that the deep learning approach takes into account the information of neighboring grid points.

We evaluate the logistic regression models’ ability to represent WCB inflow, ascent, and outflow during Northern Hemisphere winter (DJF) using the ec-erai_1979–1999 models. These models are trained on ERA-Interim for the period 1 December 1979–28 February 1999 and evaluated for its predictions covering the period 1 December 1999–28 February 2016 against WCB stages identified by the Lagrangian trajectory-based approach applied to the ERA-Interim dataset. Sensitivity tests concerning the training period reveal that the performance of the regression models is insensitive to possible long-term trends related to interdecadal variability and climate change. However, when being applied to datasets other than ERA-Interim, the predictor variables should be recalibrated to improve the models’ reliability.

For all three WCB stages the models are reliable for low modeled probabilities but they tend to overestimate the frequency of WCBs for high modeled probabilities. This is possibly related to the way WCBs are defined in our training dataset. As described in section 2b, the trajectory-based WCB definition is only fulfilled if the trajectories are matched with an extratropical cyclone at least once during their lifetime. However, we do not pursue including a requirement for nearby extratropical cyclones in the regression model training since this would increase the computational costs and limit the ability of the models to capture other relevant midlatitude airstreams.

The modeled probabilities are converted to dichotomous predictions by choosing a decision threshold that minimizes the climatological bias of the models. The models reach highest skill as measured by the Matthews correlation coefficient in regions where the climatological frequency is highest. This characteristic is due to the predictor selection, which gives more weight to predictors in regions of climatologically high WCB frequency. For WCB ascent, the skill is generally higher than for WCB inflow and outflow. The climatological occurrence frequency of WCBs is well represented in most regions. However, dipoles of positive and negative biases over the western North Pacific and western North Atlantic indicate a southward shift of WCB inflow, ascent, and outflow compared to the trajectory-based climatology. These dipoles suggest that the differences are connected to the typical track that midlatitude cyclones take with WCB inflow along the east coast of Japan and U.S. East Coast, WCB ascent over the baroclinic zones related to the Kuroshio and the Gulf Stream, and outflow farther northeast reaching the upper-tropospheric jet stream. Accordingly, these biases should be considered when studying interactions between WCBs, cyclones, the midlatitude waveguide and blocking since the dynamical impact of WCBs might be estimated differently than with the trajectory-based approach.

An exemplary case study shows that the logistic regression models may be used to evaluate the representation of WCBs in NWP data. The logistic regression models identify footprints of WCB inflow and ascent with the limitation that WCBs are also identified in regions that do not match with an extratropical cyclone. The core region of WCB outflow into an upper-tropospheric ridge is successfully identified. However, the logistic regression models fail to capture WCB outflow west of the ridge and in the vicinity of a cyclonically breaking trough as well as WCB outflow that is being advected far to the south and away from the apex of the main ridge. Currently, we are using the logistic regression models to verify the representation of WCBs in ECMWF’s S2S reforecasts, which will be published in a companion paper (Wandel et al. 2021, manuscript submitted to J. Atmos. Sci.). With the comparably low computational costs and reduced data output required compared to the expensive trajectory-based models, the statistical models are applicable to data of climate model projections. For studies alike, the logistic regression coefficients and decision thresholds for all seasons are available in netCDF format in the online supplemental material.

Acknowledgments. This work was funded by the Helmholtz Association as part of the Young Investigator Group “Sub-Seasonal Predictability: Understanding the Role of Diabatic Outflow” (SPREADOUT; Grant VH-NI-1243). We are grateful to Suzanne Gray, Ron McTaggart-Cowan, Dominik Büeler, Moritz Pickl, Jan Wandel, and two anonymous reviewers for valuable comments on this project. Sincerest thanks to the Atmospheric Dynamics group at ETH Zurich in particular to Michael Sprenger and Heini Wernli for sharing the
trajectory-based WCB data. ECMWF, Deutscher Wetterdienst, and MeteoSwiss are acknowledged for granting access to the ERA-Interim dataset and operational ECMWF ensemble forecasts. This research was partially embedded in the subprojects A8 and B8 of the Transregional Collaborative Research Center SFB/TRR 165 “Waves to Weather” (https://www.wavestowether.de) funded by the German Research Foundation (DFG).

Data availability statement. Monthly trajectory-based WCB data can be requested from http://eraiclim.ethz.ch/. ERA-Interim data are freely available at https://apps.ecmwf.int/datasets/data/interim-full-daily/ and JRA-55 data were retrieved from https://doi.org/10.5065/D6HH6H41 (Japan Meteorological Agency 2013).

REFERENCES


