How Does Seasonal Forecast Performance Influence Decision-Making? Insights from a Serious Game
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**ABSTRACT:** In a context that fosters the evolution of hydroclimate services, it is crucial to support and train users in making the best possible forecast-based decisions. Here, we analyze how decision-making is influenced by the seasonal forecast performance based on the Call For Water serious game in which participants manage a water supply reservoir. The aim is twofold: 1) train participants in the concepts of forecast sharpness and reliability, and 2) collect participants’ decisions to investigate the levels of forecast sharpness and reliability needed to make informed decisions. In the first game round, participants are provided with forecasts of varying reliability and sharpness, while in the second round, they have the possibility to pay for systematically reliable and sharp forecasts (improved forecasts). Exploitable answers were collected from 367 participants, predominantly researchers, forecasters, and consultants in the water resources and energy sectors. Results show that improved forecasts led to better decisions, enabling participants to step out of purely conservative strategies and successfully take risks. Reliability levels of 60% are necessary for decision-making while both reliability levels above 70% and sharpness are required for informed risk-prone strategies. Improved forecasts are judged more valuable in extreme years, for instance, when hedging against water shortage risks. Additionally, participants working in the energy, air quality, and agriculture sectors, as well as traders, decision-makers, and forecasters, invested the most in forecasts. Finally, we discuss the potential of serious games to foster capacity development in hydroclimate services and provide recommendations for forecast-based service development.
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Hydrometeorological forecasts stand at the core of early warning systems and hydroclimate services that support disaster risk prevention (Street et al. 2019), energy production (Terrado et al. 2017; Troccoli 2018), agriculture (Rembold et al. 2019; Vaughan et al. 2019), environmental protection, or water resources management (Arnal et al. 2018; Crochemore et al. 2020). While short- to medium-range forecasts, which extend up to 7–15 days ahead, can be key tools in day-to-day operations, long-range [i.e., (sub-)seasonal and decadal] forecasts can support strategic planning (Bruno Soares et al. 2018a). One of the current priorities in climate research is to define strategies to tailor hydroclimate information and address local needs through hydroclimate services (Hov et al. 2017). The past decade has thus seen the creation of a number of services based on seasonal hydrometeorological forecasts (e.g., Arnal et al. 2018; Sutanto et al. 2019; Samaniego et al. 2019; Contreras et al. 2020), which should ideally be codeveloped by data providers, service developers, and users (Buontempo et al. 2018; Lavers et al. 2020).

The lack of reliability and the high levels of uncertainty in seasonal forecasts have been identified as two of the main barriers in the uptake of these products to support decision-making in climate-sensitive sectors (Bruno Soares and Dessai 2016; Hewitt et al. 2017). Probabilistic forecasts have long been used to convey these uncertainties through ensembles of possible future outcomes. Efficiently communicating forecast uncertainties and performance is essential to overcome the barriers of credibility and trust that data providers confront (Hartmann et al. 2002; Coelho and Costa 2010; Cloke and Pappenberger 2009; Lavers et al. 2020). However, this communication remains a challenge in the context of climate services, and requires tailored visualization, metrics, and vocabulary to ease user understanding, meet their needs, and thus foster the uptake of climate services (Vaughan and Dessai 2014).

Understanding the role of forecast performance in decision-making can help tailor hydroclimate information into impactful services. Currently, in Europe, only a few decision-making organizations provide clear guidelines on the level of forecast performance required to take action (Bruno Soares et al. 2018a), and that level has not been investigated in an empirical and systematic way. This paper aims at exploring the following research questions: 1) How does seasonal forecast performance influence decision-makers’ behavior, and 2) how is the forecast performance information perceived? The analysis is based on participants’ game plays and answers to a serious game that sets a constrained decision-making environment. Additionally, this paper highlights the usefulness of serious games to train hydroclimate service users and enhance the marketability of these services.

Forecast uncertainty, communication, and value for decision-making
Despite decades of development in meteorological, hydrological, and climate forecasts (Yuan et al. 2015), and extensive research targeting forecast improvements for local use (e.g., Lucatero et al. 2018; Musuuza et al. 2020; Baker et al. 2020; Macian-Sorribes et al. 2020), the skill of these forecasts is bound to remain imperfect (Girons Lopez et al. 2021; Pechlivanidis et al. 2020). Forecasts are inherently uncertain due to the chaotic nature of the atmospheric processes and to the limitations in physical process understanding and representation. Nevertheless, all disciplines subject to forecasting practices experience challenges related to forecast uncertainty identification, quantification, and communication to users (Ramos et al. 2010).
Probabilistic representations of forecasts tend to be favored by the general public, who appears to be aware of and thus expect uncertainties, for instance, in weather forecasts (Joslyn and Savelli 2010; Morss et al. 2018). Visualizing uncertainties in forecasts was even found to foster risk-avoiding behaviors (Ramos et al. 2013). In the field of financial forecasting, Önkal and Bolger (2004) concluded that, out of four visualization methods (i.e., point, directional, 50% interval and 95% interval), the 95% probabilistic range was considered the most useful by forecast users and providers. Similarly, Stephens et al. (2019) found that a representation of temperature forecasts showing both the interquartile range and the 90% probabilistic interval led to fewer misinterpretations than other visualization methods (i.e., table, line graph, 90% interval alone). Explicit probabilities should ideally complement forecast visualizations instead of having users implicitly perceive probabilities from the forecasts and, consequently, potentially misinterpret stand-alone probabilities (Stephens et al. 2019; Joslyn et al. 2009). Furthermore, LeClerc and Joslyn (2012) concluded that communicating odds based on climatology rather than just probabilities supported decision-making in extreme event detection.

In addition to the communication of forecast uncertainties, forecast performance is one of the factors influencing the value of hydroclimate forecasts for decision-making (Bruno Soares et al. 2018b). The relationship between forecast performance and economic value is complex, nonlinear, and context dependent (Cassagnole et al. 2021). Nevertheless, recent research has focused on establishing this relationship in local case studies, showing that hydrologic conditions, as well as end users’ attitude toward risk, influence the relationship between forecast skill and value, with potentially stronger relationships in extreme conditions than in normal conditions (Giuliani et al. 2020; Peñuela et al. 2020).

Serious games, hydroclimate forecasts, and decision-making

Serious games, i.e., games explicitly designed for educational purposes and not solely for entertainment (Mendler de Suarez et al. 2012; Aubert et al. 2018), are efficient means of training decision-making (Aubert et al. 2019; Caird-Daley et al. 2007). By communicating advanced concepts that require hands-on experience, such as climate adaptation (Flood et al. 2018) and water systems (Savic et al. 2016), games contribute to the training efforts needed to build the capacity of users in order to properly ingest hydroclimate information and thus toward climate services uptake (Nkiaka et al. 2019; Bruno Soares and Dessai 2015). Serious games may also serve in the early stages of codevelopment as platforms for service developers or data providers to discuss hydroclimatic data and service design. When such platforms rely on sequential experimental decisions, participants can train their forecast-based decision-making while informing researchers on how users engage with forecast information (Neumann et al. 2018; Crochemore et al. 2016). Game and activity sessions have notably been used to research the role of forecast uncertainty in decision-making (e.g., Ramos et al. 2013; Stephens et al. 2019), communicate the added value of seasonal climate forecasts (Terrado et al. 2019), and analyze the perceived value for decision-making of probabilistic forecasts exhibiting varying biases (Arnal et al. 2016).

The Call for Water game

**Decision-making context.** Call for Water follows a storyline that sets the decision-making context (Fig. 1, left). Participants play the role of reservoir managers of a fictional reservoir which supplies water to a town. The main objectives are primarily to ensure a water supply to the town for the summer season, and secondarily to manage an available budget while securing the water supply to the town. To supply sufficient water to the town for the whole summer season (from June onward), the reservoir has to contain an adequate water volume on
Introduction

You are the newly appointed water manager for Lake Bottiglia, a reservoir that serves water uses for Thursty Town.

Thursty Town needs water for the period June, July and August. To ensure all water uses of Thursty Town all summer, Lake Bottiglia has to contain at least 60 Mm³ on June 1st.

You are responsible to secure sufficient water (60 Mm³) for Thursty Town on June 1st.

You will manage the reservoir for two rounds of 5 years each.

1 June. The decision-making takes place from March to May and its general context has been simplified so that the only water use is the supply of drinking water and conflicts between uses or regulation between sectors are thus not accounted for.

From March to May, participants are presented with the latest observed reservoir volume (shown as single dots), seasonal probabilistic forecasts of the reservoir volume for 1 June (shown as boxplots), as well as forecast performance information (Fig. 1, right, and Fig. 2a). Based on this information, participants can decide to

Fig. 1. Game (left) introduction page and (right) decision page in the online version of the game.

Fig. 2. (a) Game rounds, forecasts, and decisions flowchart, (b) examples of budget calculation, and (c) illustration of the three general behaviors defined.
(i) do nothing if they think reservoir volumes will be sufficient to ensure water throughout summer,
(ii) call neighbors to ask the neighboring reservoir to take over the water supply if participants think there is a risk of not reaching the adequate reservoir volume in June,
(iii) sell surplus water if the reservoir volume is likely to exceed a high-volume threshold on 1 June, or
(iv) wait and see if they judge that the current forecast information is not adequate to base a decision on.

All decisions only take effect in June and thus do not affect the reservoir volume itself, but affect the ability to supply water to the town and the participant’s budget. Participants are given an initial budget of 50,000 tokens. This budget is affected by the participants’ decisions and their associated costs (Table 1 and Fig. 2b), which are made explicit in the game rules and remain available to participants at all times (Fig. 4). The decision to call neighbors induces costs, while not ensuring sufficient water to the town causes a fine. The decision to sell surplus water when the reservoir does not reach the high-volume threshold in June causes a reputation loss, which is monetized in the game, in addition to the fine for not ensuring sufficient water; the decision to sell surplus water in a wet year yields gains. Last, wait and see has no cost per se; nevertheless, late decisions are penalized since the earlier the decision is made in the season, the less costly or more rewarding it is.

Forecasts, communication, and game rounds. Two forecast quality attributes, namely, sharpness and reliability, were chosen to convey forecast performance (Fig. 3, left, appendix A). Sharpness conveys the uncertainty in the forecasts, i.e., the concentration of the predictive distribution, and is an intrinsic attribute of the forecast. In the game, it is represented by a boxplot identifying the forecast spread (minimum value, 25th percentile, median, 75th percentile, and maximum value). In the analysis of results, sharpness was associated with a value ranging from 0 (forecast spread corresponding to the historical range of June reservoir volumes) to 100 (deterministic forecast; appendix A). Sharpness answers the question, How confident is the forecast in predicting future outcomes? Reliability (%) represents how often the observation has fallen within the forecast range in the past, thus ranging between 0 (forecast never covering the subsequent observation) and 100 (forecast systematically containing the observation; appendix A). Note that this is a simplification of the exact definition of reliability in forecasting chosen to make the game accessible to nonexperts. Reliability, as defined here, answers the question, Can one trust that the forecast range will contain the future scenario? These forecast quality attributes were chosen because they complement one another, and when combined, provide a comprehensive picture of forecast performance (Gneiting et al. 2007).

Table 1. Impact of decisions on budget balance.

<table>
<thead>
<tr>
<th>Action</th>
<th>Conditions</th>
<th>Time of decision</th>
<th>Gain/loss</th>
<th>Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>Call neighbors</td>
<td>All years</td>
<td>March</td>
<td>−1,000</td>
<td>Cost</td>
</tr>
<tr>
<td></td>
<td></td>
<td>April</td>
<td>−2,000</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>May</td>
<td>−5,000</td>
<td></td>
</tr>
<tr>
<td>Sell surplus water</td>
<td>Wet years</td>
<td>March</td>
<td>+6,000</td>
<td>Gain</td>
</tr>
<tr>
<td></td>
<td></td>
<td>April</td>
<td>+4,000</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>May</td>
<td>+2,000</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Normal/dry years</td>
<td>Anytime</td>
<td>−2,000</td>
<td>Reputation loss</td>
</tr>
<tr>
<td>Not call neighbors</td>
<td>Dry years</td>
<td>Anytime</td>
<td>−10,000</td>
<td>Fine</td>
</tr>
</tbody>
</table>
The game is divided into two rounds of 5 years each (Fig. 2a). Each round comprises two dry years when the participants should *call neighbors*, two wet years when the participants have the possibility to *sell surplus water*, and one normal year when the participants do not need to take action (*do nothing*). The participants do not have this information at the beginning of the game and their success depends on whether and how fast they detect the type of year (i.e., wet, dry, or normal) and its corresponding action. In the first round, the participants are presented with fictional forecasts of varying sharpness and reliability. The values of reliability and sharpness were chosen to cover reasonable but diverse combinations, i.e., high sharpness and high reliability, high sharpness and low reliability, low sharpness and high reliability, and low sharpness and low reliability (appendix B). In the second round, participants have the possibility to pay for a gold subscription that provides reliable and sharp forecasts or a silver subscription that provides reliable forecasts with low sharpness (Fig. 3, right). By default, participants have a subscription that provides forecasts of medium reliability with low sharpness. In both rounds, forecasts were created so that, over one game round, the a priori outcome was consistent with the declared forecast reliability (appendix B).

**Behavior categorization.** Three magnified behaviors yielding different game outcomes were defined to analyze participants’ answers and locate game plays on a scale from passive to perfect based on their final budget. “Perfect” behavior corresponds to always securing water for the town while minimizing costs (i.e., *call neighbors* in the first month in dry years) and maximizing gains (i.e., *sell surplus water* in the first month in wet years) (Fig. 2c). This behavior yields a gain of 10,000 tokens in one game round. In practice, participants are not given adequate information to reach this behavior because forecasts are not perfect. “Safe” behavior corresponds to a risk-averse behavior that results in preventively choosing to *call neighbors* in the first month and never *sell surplus water*. This behavior yields a loss of 5,000 tokens in one game round. “Passive” behavior consists of never taking action regardless of the reservoir conditions and

---

Fig. 3. (left) Forecast performance representation and explanation and (right) forecast subscription page in the online version of the game.
Fig. 4. Worksheet filled in by participants in the paper version of Call for Water.
forecasts and corresponds to an absence of management, i.e., always choosing to do nothing. This behavior yields a loss of 20,000 tokens in one game round. These magnified behaviors, even if they are exaggerated, are meant to frame and categorize the range of behaviors observed in the game context and translate these observed behaviors into real-world attitudes and tendencies.

**Game sessions and participants.** Answers from 496 Call for Water participants were collected through 1) paper sheets when playing in groups (189 participants) and 2) an online game platform (307 participants) (see the sidebar “Where to access Call for Water”). Answers were collected on 13 occasions, such as user workshops gathering stakeholders, service developers, and researchers, research project meetings, and university courses (Table 2), and continuously through the online platform. Both in the online and paper versions, participants start by filling in their profile (i.e., background, sector, role, and experience; Fig. 4, top). At the end of the game, they are invited to complete a survey and reflect on their perception of forecast performance (i.e., usefulness of the performance information and minimum levels needed) and the evolution of their decision-making throughout the game, while an open field allows them to provide feedback (Fig. 4, bottom). In the second round of the paper version, participants also had the possibility to rate at the end of each year the subscription they had picked (Fig. 4, bottom).

Answer sheets with a clear misunderstanding of the rules were

<table>
<thead>
<tr>
<th>Occasion</th>
<th>Date</th>
<th>Location</th>
<th>Participants type</th>
<th>Answers</th>
</tr>
</thead>
<tbody>
<tr>
<td>CLARA project Second Multiuser Forum</td>
<td>13–14 Nov 18</td>
<td>Córdoba, Spain</td>
<td>Stakeholders, service developers, managers, decision-makers</td>
<td>41</td>
</tr>
<tr>
<td>S2S4E Second General Assembly</td>
<td>21–22 Nov 18</td>
<td>Toulouse, France</td>
<td>Stakeholders in the energy sector, service developers, climate scientists, IT</td>
<td>29</td>
</tr>
<tr>
<td>SMHI Hydropower days</td>
<td>28–29 Nov 18</td>
<td>Norrköping, Sweden</td>
<td>Stakeholders in the energy sector, hydrologists</td>
<td>15</td>
</tr>
<tr>
<td>EGU Geosciences Game Night</td>
<td>10 Apr 2019</td>
<td>Vienna, Austria</td>
<td>Researchers, students in geosciences</td>
<td>11</td>
</tr>
<tr>
<td>EGU General Assembly</td>
<td>7–12 Apr 2019</td>
<td>Online (Vienna, Austria)</td>
<td>Researchers, students in geosciences</td>
<td>–12</td>
</tr>
<tr>
<td>Course at Lund University</td>
<td>11 Apr 2019</td>
<td>Lund, Sweden</td>
<td>Students in M.S. Water, Society and Climate Change</td>
<td>18</td>
</tr>
<tr>
<td>Course at Politecnico di Milano</td>
<td>May 2019</td>
<td>Milano, Italy</td>
<td>Students in M.S. Environmental Engineering</td>
<td>14</td>
</tr>
<tr>
<td>Game session with SMHI staff</td>
<td>5 Jun 2019</td>
<td>Norrköping, Sweden</td>
<td>Consultants in hydrology, scientists</td>
<td>11</td>
</tr>
<tr>
<td>Met Éireann training days at SMHI</td>
<td>14 Jun 2019</td>
<td>Norrköping, Sweden</td>
<td>Forecasters in hydrometeorology</td>
<td>8</td>
</tr>
<tr>
<td>IMPREX Third General Assembly</td>
<td>18 Jun 2019</td>
<td>Norrköping, Sweden</td>
<td>Scientists in hydrometeorology and climate</td>
<td>42</td>
</tr>
<tr>
<td>Science is Wonderful exhibition at the EC Research and Innovation days</td>
<td>25–26 Sep 2019</td>
<td>Online (Brussels, Belgium)</td>
<td>General public, employees from the European Commission</td>
<td>–15</td>
</tr>
<tr>
<td>Delft-FEWS international user meeting 2020</td>
<td>2 Nov 2020</td>
<td>Online</td>
<td>Stakeholders in the water resources and flood protection sectors</td>
<td>91</td>
</tr>
<tr>
<td>Course at Universitat Politecnica de Valencia</td>
<td>24 Nov 2020</td>
<td>Online</td>
<td>Students in M.S. and Ph.D. Water, academic staff</td>
<td>11</td>
</tr>
</tbody>
</table>
filtered out resulting in 175 (93%) exploitable answer sheets from the paper version. Online replies that were incomplete or that were replays from participants who had already played the game were also filtered out resulting in 192 (62%) exploitable answers from the online version. The final 367 participants whose answers are analyzed hereafter are predominantly researchers, forecasters, and consultants in the water resources and energy sectors, with backgrounds in hydrology and climate, and with varying years of experience (Fig. 5).

How does forecast performance influence decision-makers’ behavior?

**Improved forecasts foster perfect behaviors.** In the first game round, the first dry year was forecasted with a reliability and sharpness greater than 70%, while the second year was forecasted with performances lower than 70%. In the first case, 87% of participants successfully provided the town with water, while in the second case, only 39% managed to foresee the water shortage. In the case of wet years, the first wet year had unsharp but reliable forecasts, while the second wet year had sharp but unreliable forecasts. In the first year, 74% of participants successfully took the risk to sell surplus water, and in the second year, 66% of participants took that risk. Therefore, in these cases, the decision outcomes based on sharp and/or reliable forecasts always improve upon the outcome based on the unsharp and unreliable forecast (Table 3).

| Table 3. Success rate (i.e., providing water in dry years and selling in wet years) based on forecast performance in the first round of the game. |
|---------------------------------|---------------------------------|
| Low reliability                | High reliability                |
| Low sharpness                  | 39% success (dry year)          | 74% success (wet year)          |
| High sharpness                 | 66% success (wet year)          | 87% success (dry year)          |

Fig. 5. Proportions in background, sector, role, and experience of the game participants.
In the second game round, participants could subscribe to reliable forecasts on a yearly basis. Out of the 367 participants, 162 (22) systematically chose the gold (silver) subscription, while 32 systematically chose not to subscribe. After removing subscription costs, participants with a gold subscription were able to reach significantly higher gains than those without a subscription and than all participants in the first game round with forecasts of varying performance (Fig. 6). More than 73% of participants with a gold subscription made decisions between “perfect” and “safe,” while 81% of participants without a subscription showed behaviors between “passive” and “safe.”

Forecast performance plays a complementary role to participants’ backgrounds. In the first game round, behaviors were not significantly different across sectors and roles, i.e., within each group 53%–81% of the participants adopted a behavior between “safe” and “passive.” In the second round, participants from the risk prevention sector (15/367), decision-makers (22/367), traders (6/367), and students (28/367) outperformed the other participants with more than 66% adopting behaviors between “perfect” and “safe.” Among the sectors and roles that paid for improved forecasts, the energy participants (67/367) ranked third out of the eight sector groups, and the decision-makers ranked second out of the seven role groups. These results highlight that the sector and role of the participants complemented forecast performance in game outcomes. Traders, decision-makers and forecasters, who were likely to be the most familiar with the decision-making process, invested the most, proportionately, in gold and silver subscriptions (“expertise” in Fig. 6). Nevertheless, the difference in outcomes between experts (“always gold expertise”) and nonexperts (“always gold”) is negligible and not statistically significant compared to the difference between participants with subscriptions (“always gold”) and participants without (“always default”). This shows that, in the context of Call for Water, expertise played a role in the strategic choice to invest or not in high quality forecasts, but had a negligible role in game outcomes when participants were given forecasts of similar quality.

Fig. 6. Balance at the end of round 1, round 2, round 2 restricted to participants who never subscribed to any subscription, round 2 restricted to participants who systematically chose the gold subscription, and then further restricted to traders, decision-makers, and forecasters (expertise). The subscription costs have been removed from these balances. Numbers in gray indicate the sample sizes. Letters in gray indicate the results of the Kolmogorov–Smirnov test at the 5% level. Two boxplots sharing a letter are not significantly different. Colored lines indicate the three stereotypical behaviors.

Fig. 7. Proportion (%) of participants making a decision for each combination of reliability and sharpness when considering (left) all decision types (do nothing, call neighbors, and sell surplus, i.e., all but wait and see) and (right) only risky decisions (sell surplus water). The number of opportunities to make a decision for each of the 367 participants was 15 (3 each year), resulting in 5,505 opportunities.

1 Based on the Kolmogorov–Smirnov test resulting in no p value lower than 0.36 across sectors and lower than 0.12 across roles.
Minimum reliability levels are necessary to enable decisions. The forecast performance levels needed for participants to make a decision in the Call for Water decision-making context were inferred from participants’ decisions in the first game round (Fig. 7 and Table 4). Between 47% and 55% of participants did not make decisions based on forecasts with reliability levels lower than 60% (i.e., forecasts that contained the observation 6 times out of 10 in the past). A reliability threshold of 60% or above would allow at least 64% of participants to make a decision instead of wait and see. Similarly, a reliability threshold of 80% allowed at least 79% of participants to make decisions. When considering sharpness and reliability simultaneously, forecasts with reliability and sharpness levels greater than 60% and 30%, respectively, allowed at least 63% of participants to make decisions, while levels greater than 70% and 60% (at the exclusion of this combination) allowed at least 86% of participants to make decisions. Reliability and sharpness levels greater than 70% and 40% were necessary to observe more than a third (38%) of risk-prone decisions.

How is the forecast performance information perceived?
Participants find the sharpness and reliability information useful. When asked in the final survey, 81% of participants considered that reliability and sharpness levels of at least 60% were necessary to inform decisions. This is consistent with the analysis of their game decisions, except that up to 79% of the participants actually made decisions with lower sharpness levels. When asked about the usefulness of the performance information, a large majority of the participants (86% for sharpness and 79% for reliability) found the information useful to very useful (Fig. 8). However, “very useful” was the most frequent answer for sharpness (46%) while “useful” was the most frequent answer for reliability (47%), suggesting that participants valued sharpness more than reliability.

Most participants pay for improved forecasts. The subscription choice in the second round was fairly stable across the 5 years: 44% of participants systematically paid for the gold subscription, 6% systematically paid for the silver subscription, and 9% never subscribed. The remaining 41% changed their subscription at least once during the 5 years. There was a slight tendency to unsubscribe. At the beginning of the second round, 85% of the participants paid for improved forecasts, while by the end of the round, 79% were still paying. Participants from the energy, air quality, and agriculture sectors invested the most in forecasts (91%–92% subscribed), while participants from the climate sector invested the least (65% subscribed) (Fig. 9). In terms of role, traders

<table>
<thead>
<tr>
<th>Decision type</th>
<th>Minimum reliability</th>
<th>Minimum sharpness</th>
<th>Ideal reliability</th>
<th>Ideal sharpness</th>
</tr>
</thead>
<tbody>
<tr>
<td>Any decision</td>
<td>60%</td>
<td>30%</td>
<td>70%</td>
<td>60%</td>
</tr>
<tr>
<td>Risk-prone</td>
<td>70%</td>
<td>40%</td>
<td>—</td>
<td>—</td>
</tr>
</tbody>
</table>

Table 4. Minimum and ideal combined levels of reliability and sharpness required for any type of decisions and risk-prone decisions.

Fig. 8. Appreciation of the forecast performance information by the 265 participants who answered this question.
and decision-makers invested the most in forecasts, while consultants and researchers invested less than others (Fig. 9).

**Participants rate forecasts of equivalent performance differently depending on the context.** In each year of the second game round, participants who played the paper version could rate the subscription they had chosen as “worthy,” “acceptable,” or “not worthy” (Fig. 10). When looking at normal years, the default subscription received the highest number of “worthy” and “acceptable” ratings. The gold (silver) subscription received the highest number of “not worthy” (“acceptable”) ratings. In dry years, the gold subscription was judged “worthy” in a majority of cases (57%), the silver subscription was most often judged “acceptable” (47%), and the default subscription was equally judged “acceptable” or “not worthy” (37%). Ratings of the gold subscription were the highest during wet years. This only applied to both reliable and sharp forecasts since the silver subscription received the highest proportion of “not worthy” ratings. Participants who chose the default subscription possibly adopted risk-averse behaviors, while those choosing the silver subscription might have taken risks with inadequate sharpness levels.

**The role of forecast performance in decision-making**

Overall, forecasts of high reliability and sharpness were linked with an increase in decisions taken. Decisions based on sharp and reliable forecasts yielded higher gains and allowed participants to successfully go beyond simple risk-averse decision-making and take risks when adequate. In the absence of reliable and sharp forecasts, purely risk-averse decision-making was hard to beat. When looking at participants’ decisions, high reliability values were necessary but not sufficient to support risk-prone decisions (i.e., taking the risk to sell surplus water, Fig. 7), and both sharpness and reliability were required to observe almost half of the participants (44%) taking a risk. Moreover, participants did not take action based on forecasts with reliability levels lower than 60%. A similar outcome was drawn by Bruno Soares et al. (2018a), who noted that “reliability estimates below 50% were generally disregarded by the users interviewed.” However, when directly asked in the end survey, participants judged sharpness more useful than reliability. Participants might have had a more conscious understanding of the forecast range than of the reliability scale, even though, based on the analysis of game plays, reliability appeared to play a key role in the decisions. Additionally, the proximity of the forecasts to the decision thresholds, which is influenced by the forecast range, likely affected users’ attitude toward risk, as demonstrated...
by Ramos et al. (2013), possibly leading to this conclusion. Finally, the background of the participants influenced their choice in paying for forecasts, and complemented forecast performance in their game outcomes.

The feedback collected in the game answers and the end survey showed that many participants grew risk averse as the game progressed, for example, after experiencing failure. The notions of forecast performance and uncertainty were taken more seriously, as commented by two participants in the end survey: “If a forecast was too uncertain, I called my neighbor and did not take risks like I did in the first round,” and “when I knew my subscription had lower reliability I was more conservative and defensive with my choices.” Improved forecasts fostered risk-prone behaviors; a participant stated “I became less risk averse when I started paying for the best forecasts.” Participants may have felt a sense of security when paying for better forecasts, allowing them to move their focus from securing water supply to managing their budget. Some participants mentioned that better forecasts enabled earlier decisions in the season, also reflecting a shift toward risk-prone behaviors. However, others noted that taking risk-prone decisions when they paid for improved forecasts led to poor decisions nonetheless.

The expected value of forecasts
Each participant had a unique background and experience, and consequently, a personal perception of forecast value. Overall, participants from the water resources and climate sectors, as well as consultants and researchers, invested less than other participants. Participants from the energy, air quality, and agriculture sectors invested the most, along with traders, decision-makers, and forecasters. Participants from the energy sector may have come into the game with a positive attitude and a certain familiarity toward incorporating forecasts in the decision-making process, since energy companies already tend to invest in such services, often having in-house forecasting departments (Cassagnole et al. 2021; Foster et al. 2018; Torralba et al. 2017). Traders, forecasters, and decision-makers may also have been more comfortable in interpreting forecasts and incorporating them in their decision process, while also recognizing the added value of forecasts of good quality. These results are consistent with results from Neumann et al. (2018) who observed that water resources managers were more likely to choose a “wait and see” approach, while forecasters were more likely to seek further information and take action. Several participants never subscribed to improved forecasts and adopted a “safe” behavior instead, i.e., call neighbors as early as possible without taking the risk to sell surplus water. Others, including some climate researchers, started the game with a negative perception of seasonal forecasts. Statements like “I am not confident in seasonal precipitation forecasts so not sure I took consideration of the forecasts enough” indicate that some had in mind the skill of atmospheric seasonal forecasts, which rarely extends beyond 2 weeks to 1 month (Greuell et al. 2019; Buizza and Leutbecher 2015). This observation is also in line with the findings of Önkal and Bolger (2004), who found that forecast providers gave less credibility to their own forecasts than forecast users did. Other participants did not use the forecast information and solely based their decisions on the last observed reservoir level, which they found adequate.

Improved forecasts were judged more favorably in extreme years. As one participant stated: “Subscriptions are perhaps more suitable for offensive strategy.” In dry years, their cost was small compared to the cost of not taking the right action. In wet years, the ratings of improved forecasts were the highest, most likely because they enabled risk-prone decisions leading to gains compensating or exceeding the subscription cost. In years with normal conditions, default forecasts were the most valued, most likely because they were free of charge and because of the absence of potential gain in normal years. However, whether conditions would be extreme or normal was not foreseeable by the participants when they decided whether to use subscriptions.
Therefore, some participants mentioned that they decided never to change the subscription because they wanted “to learn to work with the same forecast system.”

The game as a learning tool for hydroclimate services

One goal of the game is to build knowledge and allow potential service users to become familiar with the displayed forecasts, uncertainty, and skill information through the service platform itself. Such tools could help services toward becoming stand-alone products by giving users access to knowledge and not only data. Moreover, the game can contribute to service codevelopment and foster discussions between service developers and users around suitable forecast performance, but also around data visualization. This was the case during the first Call for Water session organized at a Multiuser Forum of the Climate forecast enable knowledge services (CLARA) project. The forum gathered developers and users of 14 hydroclimate services who were invited to exchange and share their expertise in order to improve the services’ cogeneration process and outcomes.

Designing the game was a balance between comprehensiveness (to collect in-depth results on decision-making), and simplicity (to have a game accessible to a wide variety of audiences and sectors). Following retrospectively the game evaluation framework proposed by Aubert et al. (2019), the paper version offered a more immersive experience and more levity than the online version, because the narration was given by a game facilitator making the experience livelier. Motivational affordance was low since the game rewarded good decisions (i.e., to supply the town with water) with an absence of fine. Action–consequence feedback was fairly high though since participants saw the results of their actions each year. Finally, the level of difficulty was not tailored to the level of knowledge of participants; an exception was made for the EU Research and Innovation days for which the game was simplified to reach a broader audience including children. Adapting game complexity to participants’ knowledge might be a path to follow when integrating games into hydroclimate services in order to facilitate learning and broaden the audience.

Limitations and ideas for future work

The concepts involved in Call for Water are broader than its storyline portraying a water management case informed by seasonal reservoir forecasts. The game was played by participants from a wide variety of sectors, and hence could be used in various fields of environmental sciences involving probabilistic forecasts. Nevertheless, the storyline, game rules and their implied cost-loss relationship provide an artificial decision-making environment, which frames the validity of the presented results. For instance, the participants’ budget may have been an additional factor influencing attitudes toward taking risks (Arnal et al. 2016; Ramos et al. 2013). Moreover, because results were collected through a game with no real consequences for the participants, there could be a bias toward risk-prone behaviors, with potentially inflated risk-taking, spending and volatility in behaviors. Game sessions on the occasion of the EU Research and Innovation days showed, for example, that children, who may project themselves more easily in the role-playing aspect of the game, were significantly more risk averse than adults who sometimes played around with the subscriptions. These limitations linked with the artificial context of the game environment (also referred to as the magic circle of play; Huizinga 1949) impact the capacity for participants to transfer the knowledge gained through the game to real-life contexts (Aubert et al. 2019) and limit the potential generalization of the results.

While Call for Water always displays the same combination of years, further research on forecast perception could benefit from online serious games that allow the generation of randomized forecasts in a defined performance, event likelihood, and uncertainty space. Randomization would enable games to remain short while covering all possible combinations of investigated parameters. In the current version of Call for Water, participants base their decisions on reservoir volume forecasts and on the reliability and sharpness forecast attributes. Future work could
investigate decision-making when participants are directly presented with impact-based forecasts (e.g., economic) instead of forecasts of physical variables. Future work could also explore different forecast quality attributes such as bias, accuracy, and, in particular, discrimination that allows assessing the declared forecast probabilities with respect to critical thresholds (e.g., based on the relative operating characteristic, the Brier score, or the contingency table; Jolliffe and Stephenson 2003). Finally, the interpretation of decisions contradicted the declared usefulness of the forecast performance information. This highlights the need for comprehensive and user-friendly definition of the forecast performance attributes and metrics communicated both effectively and in a scientifically sound manner. To address this, future efforts could focus on the reliability and sharpness concepts, while introducing a controlling process could help monitor the participants’ knowledge and understanding of the terms before and after the game.

**Conclusions**

This paper highlights how serious games can support and complement hydroclimate services by providing training to relevant users and exemplifies how games can be designed to answer research questions around decision-making, user behavior and judgement. Answers from the Call for Water serious game on forecast-based decision-making enabled analyses of the role of seasonal forecast performance in the controlled Call for Water decision-making context. This work shows evidence that, in this controlled game environment, improved sharpness and reliability led to better decisions, enabling participants to step out of purely conservative strategies. Most participants tended not to base decisions on forecasts with reliability levels lower than 60%, and risk-prone decisions required reliability levels above 70%. Participants from the energy, air quality, and agriculture sectors, as well as traders, decision-makers and forecasters invested the most in forecasts, while participants from the climate and water resources sectors, as well as consultants and researchers, invested the least. Finally, participants tended to pay for reliable and sharp forecasts, which were judged more useful in years requiring extreme decisions.

Following these conclusions, some recommendations for the evolution of hydroclimate services can be made. First, when developing forecast-based services, assessing and communicating forecast performance are crucial steps in the uptake of the service information for decision-making. Forecast reliability levels higher than 60% are needed for informed decision-making (i.e., forecasts historically successful 6 times out 10). For sectors involving risk-prone decisions, reliability levels higher than 70% are needed and both reliability and sharpness are required. Finally, efforts should focus on building decision-making expertise, for instance, via training and serious games such as Call for Water. The perception of the forecast value was better in years requiring actions, which should be considered when developing pilot services and testing forecasts with users.
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Appendix A: Forecast performance metrics

The sharpness and reliability metrics ($V_{\text{sharpness}}$ and $V_{\text{reliability}}$, respectively) used to fabricate the forecasts and build the sharpness and reliability scales are defined as

$$V_{\text{sharpness}} = \frac{1}{N} \sum_{i=1}^{N} s_i,$$

$$s_i = \begin{cases} 
100 \left[ 1 - \frac{\max(x_{\text{fst},i}) - \min(x_{\text{obs},i})}{\max(x_{\text{clim},i}) - \min(x_{\text{clim},i})} \right], & \text{if } \frac{\max(x_{\text{fst},i}) - \min(x_{\text{obs},i})}{\max(x_{\text{clim},i}) - \min(x_{\text{clim},i})} < 1, \\
0, & \text{otherwise},
\end{cases}$$

$$V_{\text{reliability}} = \frac{1}{N} \sum_{i=1}^{N} r_i,$$

$$r_i = \begin{cases} 
1, & \text{if } \min(x_{\text{obs},i}) < x_{\text{obs},i} < \max(x_{\text{clim},i}), \\
0, & \text{otherwise},
\end{cases}$$

where $N$ is the number of events, $x_{\text{fst},i}$ is the forecast ensemble at time step $i$, $x_{\text{obs},i}$ is the observation, and $x_{\text{clim},i}$ is the climatological ensemble. Both $V_{\text{sharpness}}$ and $V_{\text{reliability}}$ range between 0 and 100, with 100 being their optimum value, i.e., in the case of sharp and perfectly reliable forecasts.

Appendix B: Announced performance in fabricated forecasts

The announced sharpness and reliability drove the construction of the artificial forecasts, with the objective not to give a false sense of the metrics to the participants metrics (e.g., forecasts with a reliability of 90% should not always be wrong). In the case of sharpness, the boxplots extend from narrow intervals close to deterministic forecasts (100% on the scale) to intervals equal or wider than climatology (0% on the scale). In round 1, the width of the boxplots covers a breadth of values (Fig. B1), while in round 2, the width of the boxplots depends on the subscription. In the case of reliability, forecasts were designed so that, over one game round, the announced reliability was coherent with the a priori outcome. More details on a priori outcomes in round 1 (Fig. B1) and round 2 depending on the subscription (Table B1) are provided below.

Finally, the forecast sample was too small (15 in each round and 2 to 4 for each reliability level) to ensure a strict correspondence between the announced reliability and the actual outcomes. Exact estimates of reliability (or corresponding outcomes) in round 1 likely had an influence on whether participants paid for forecasts in round 2 but had little influence otherwise.

Table B1. Number of cases when the forecasts captured the June outcome depending on the lead month, overall reliability, and announced reliability for the three subscriptions in round 2.

<table>
<thead>
<tr>
<th>June forecast issued in March</th>
<th>June forecast issued in April</th>
<th>June forecast issued in May</th>
<th>Total</th>
<th>Announced reliability</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gold forecasts</td>
<td>4/5 (80%)</td>
<td>4/5 (80%)</td>
<td>5/5 (100%)</td>
<td>13/15 (86.7%)</td>
</tr>
<tr>
<td>Silver forecasts</td>
<td>3/5 (60%)</td>
<td>4/5 (80%)</td>
<td>5/5 (80%)</td>
<td>12/15 (80%)</td>
</tr>
<tr>
<td>Default forecasts</td>
<td>2/5 (40%)</td>
<td>3/5 (60%)</td>
<td>3/5 (60%)</td>
<td>8/15 (53.3%)</td>
</tr>
</tbody>
</table>

Fig. B1. Combinations of sharpness and reliability considered in the first game round. Blue (red) crosses indicate the forecasts that captured (missed) the June outcome.
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