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ABSTRACT

This paper examines hydrological variability and its changes in two different versions of a coupled ocean–atmosphere general circulation model developed at the National Oceanic and Atmospheric Administration/Geophysical Fluid Dynamics Laboratory and forced with estimates of future increases of greenhouse gas and aerosol concentrations. This paper is the second part, documenting potential changes in variability as greenhouse gases increase. The variance changes are examined using an ensemble of 8 transient integrations for an older model version and 10 transient integrations for a newer model. Monthly and annual data are used to compute the mean and variance changes. Emphasis is placed on computing and analyzing the variance changes for the middle of the twenty-first century and compared with those found in the respective control integrations.

The hydrologic cycle intensifies because of the increase of greenhouse gases. In general, precipitation variance increases in most places. This is the case virtually everywhere the mean precipitation rate increases and many places where the precipitation decreases. The precipitation rate variance decreases in the subtropics, where the mean precipitation rate also decreases. The increased precipitation rate and variance, in middle to higher latitudes during late fall, winter, and early spring leads to increased runoff and its variance during that period.

On the other hand, the variance changes of soil moisture are more complicated, because soil moisture has both a lower and upper bound that tends to reduce its fluctuations. This is particularly true in middle to higher latitudes during winter and spring, when the soil moisture is close to its saturation value at many locations. Therefore, changes in its variance are limited. Soil moisture variance change is positive during the summer, when the mean soil moisture decreases and is close to the middle of its allowable range. In middle to high northern latitudes, an increase in runoff and its variance during late winter and spring plus the decrease in soil moisture and its variance during summer lend support to the hypothesis stated in other publications that a warmer climate can cause an increasing frequency of both excessive discharge and drier events, depending on season and latitude.

1. Introduction

In Stouffer and Wetherald (2007, hereafter Part I), the atmospheric temperature changes in both mean state and variability are examined for ensembles derived from two different versions of a coupled ocean–atmosphere model, an older model and a newer model, both developed at the National Oceanic and Atmospheric Administration (NOAA)/Geophysical Fluid Dynamics Laboratory. This current study continues the analysis of the integrations described in Part I, examining the changes of time mean state and variability of a number of hydrologic variables. Any change in the occurrence of floods and droughts is a topic of agricultural and societal importance. In a general way, this study attempts to estimate the future likelihood of changes in these events as greenhouse gas concentrations increase in the atmosphere.

It has been noted many times that changes in precipitation and many other hydrological variables have smaller signal-to-noise ratios than surface air temperature (SAT) changes (e.g., Houghton et al. 2001, chapter 9). Therefore, it is likely that the statistical significance of many of the hydrological variance changes presented here will be low. Furthermore, it was noted by Raisanen (2002) and Hunt and Elliot (2004) that changes in precipitation variability, in response to greenhouse warming, were generally much smaller than the corresponding
time mean changes. Mearns (1993) evaluated diurnal and daily changes of precipitation variance in middle latitudes over the Central Great Plains of the continental United States and found that it increased during summertime.

However, as in Part I, a broader view is taken in this investigation. Changes are examined in the annual and seasonal hydrologic variability over the entire global domain. Emphasis is placed on those changes that seem related to large-scale changes of the mean state. Implicit in this study is the belief, as shown in Part I, that there are large-scale changes in the variance fields that may be closely related to changes in the mean state of the climate system.

It should be mentioned that most studies dealing with extreme events generally use daily data. However, because no daily data were saved from the R30 model, this was not a viable option for this investigation. Also, because this study takes a broader view of this subject, monthly mean and annual mean (AM) hydrologic data were considered to be adequate to identify the long-term changes in variability in response to the imposed radiative forcings.

As in Part I, the statistical method of Vinnikov and Robock (2002, hereafter VR) is used to compute the variance time series and the detrending of those variances. This method separates the changes of mean climate from the changes of variance without altering the variance time series themselves. See the appendix for a complete description of the method.

The purpose of this study is fourfold. Although there is a multitude of studies documenting the increase of precipitation variance with its mean with regard to natural climate variations and comparing these results with model simulations [see references on the Program for Climate Model Diagnosis and Comparison (PCMDI) Web site, which are available online at http://www-pcmdi.llnl.gov/ipcc/subproject_publications.php], relatively few of these studies investigate this relationship with regard to anthropogenic greenhouse warming (e.g., Benestad 2006; Kharin et al. 2007). Second, an attempt is made to establish a link between changes of variability of precipitation, runoff, and soil moisture, something which has not been studied extensively to date. Third, this study attempts to further substantiate statements made in previous and the 2007 Fourth Assessment Report (AR4) of the Intergovernmental Panel on Climate Change (IPCC) that greenhouse warming has the potential of increasing the frequency and intensity of both floods and droughts. Finally, it evaluates the performance of two completely different climate models developed at the Geophysical Fluid Dynamics Laboratory with regard to hydrologic changes.

2. Model description and integration procedure

As in Part I, the two models used in this investigation are 1) an older generation model, which will be referred to as the R30 (Manabe Climate Model; Delworth et al. 2002), and 2) a newer model version called CM2.1 (Delworth et al. 2006). Here, simply the main features of both models are highlighted [for more details, see Part I, Delworth et al. (2002, 2006), and references therein].

Because this paper deals entirely with hydrologic changes, it is worthwhile to describe in more detail both the precipitation and land surface schemes used in both models. In the R30 model, surface hydrology and precipitation are computed using a geographically uniform 15-cm “bucket” and the “moist convective adjustment” scheme, respectively, which are described by Manabe (1969). Runoff is computed when the amount of liquid water exceeds the field capacity of the bucket. Evaporation is prorated according to the ratio of actual soil moisture to its field capacity. Cloud cover is a function of relative humidity only. No heat storage is allowed in the land surface.

The CM2.1 land surface component is described in Milly and Shmakin (2002) and is similar in complexity to the Manabe bucket scheme, especially for hydrological processes. However, an additional feature is the use of a global distribution of field capacities derived from vegetation and soil type datasets, which replaces the uniform 15-cm field capacity used in the R30 model. Evaporation is prorated the same way as for the R30 model, except it includes a parameterized stomatal resistance and the field capacities are now variable. The CM2.1 land surface component allows heat storage over the continents.

In CM2.1, precipitation is computed according to the relaxed Arakawa–Schubert formulation of Moorthi and Suarez (1992). In general, large-scale clouds and cloud microphysics are determined according to Rotstyn (1997), whereas cloud amount is forecast based on the general scheme given by Tiedtke (1993). Here, aerosols do not interact with the cloud physics in any way.

The experimental procedures used to initialize and integrate both the R30 and CM2.1 models are described in Part I. For the R30 model, an ensemble of 8 transient integrations and corresponding control integrations are analyzed (Wetherald and Manabe 2002). For all eight of the transient integrations, the IS92a scenario of the Intergovernmental Panel on Climate Change (Houghton et al. 1992) was used.

For CM2.1, initialization and radiative forcing are quite different from those used for the R30 model. Again, the details of this procedure are given in Part I, including the method used by Stouffer et al. (2004) to
obtain the control integration. For the CM2.1 model, the control integration climate drift is larger than in the R30 model. Therefore, a 100-yr period was selected that corresponded in time with the analysis period (years 2035–2065) used for the transient experiments. However, this is only true for the annual or seasonal mean distributions of CM2.1, which are changing with time; for the detrended variance computations that are not changing with time, the entire 900-yr record is used.

A number of different future radiative forcing scenarios were run using CM2.1 in support of the IPCC AR4. An ensemble of 10 integrations using the Special Report on Emission Scenarios (SRES) A1B scenario (for a description, see Nakicenovic and Swart 2000) is analyzed in the same manner as the results from the R30 model. In this case, all 10 members started from year 1990 of the CM2.1 historical run described earlier, using small perturbations in the initial conditions to obtain the different ensemble members. It should be noted here that the radiative forcing in the IS92a scenario is somewhat larger than in the SRES A1B scenario. All other factors being equal, one would expect a larger climate response in the R30 results than is found in the CM2.1 results because of the larger radiative forcing.

The model data analyzed in this study consist of both yearly and monthly mean time series from the ensemble of 8 transient experiments from the R30 model and 10 transient experiments from the CM2.1 model plus their respective control runs. The analysis presented here focuses on a time period in the middle of this century (2035–2065). The response is presented as differences from preindustrial control integrations. The 2035–2065 calendar-year time period is chosen because it coincides with the time period analyzed in Wetherald and Manabe (2002). If a later time period had been chosen (e.g., year 2100), the amplitude of the changes would probably have been somewhat larger and possibly more statistically significant, but the patterns would have remained similar, assuming the sampling issues are small. Implicit in this statement is the assumption that the responses to the external forcings are approximately linear (see, e.g., Fig. 1 from year 2000 onward).

The variance ratio tests that were used for temperature in Part I cannot be directly applied to hydrological variables, such as precipitation, that are not normally distributed, because they are bounded at zero. To alleviate this problem, the square root transformation has been applied (Brooks and Carruthers 1953; Panofsky and Brier 1968). Various tests were conducted to insure that this transformation yielded nearly normally distributed data. However, this procedure has only been applied to the variance ratio computations; the annual, monthly,
and seasonal means, as well as the trend analysis, are evaluated from the raw, untransformed data. Although it is true that the square root transformation is also bounded at zero, practically all of the analysis presented in this study takes place from middle to higher latitudes, where extreme dryness does not occur very often. Therefore, this should not be a major problem for the annual, seasonal, and monthly mean data analyzed here.

According to the VR method, a quadratic function [Eq. (A2)] is fitted separately at all grid points, and the spatial variances of deviations from that quadratic trend are then calculated for each point in time for each model ensemble member and averaged. Transient data for years 2035–2065 from each of the ensemble members are used, centered at year 2050. Variance ratios are defined as the variance of the transient experiments divided by their respective averaged control variances. This enables one to evaluate the degree of significance using the standard F test directly. For this particular study, the degrees of freedom used for the F test are 29 for both model control runs (30 segments of 30 yr for a total of 900 yr); 7 (from an ensemble of 8 runs) and 9 (from an ensemble of 10 runs) for the transient R30 and CM2.1 runs, respectively. These are probably very conservative estimates for the degrees of freedom, given the relatively low correlation of successive data points in a typical hydrologic time series, but they are consistent with those used in Part I. In any event, the corresponding critical F values for decreases and increases of variance ratio for a given variable (two-tailed test; i.e., 5% at either end) at the 10% significance level are 0.517 and 1.934 for the R30 model and 0.538 and 1.857 for CM2.1. In this and subsequent figures of this nature, ratios greater than 1 will denote increases of variance, and ratios less than 1 will indicate decreases.

### 3. Analysis and results

As the radiative forcing increases, the planet warms (Part I) and the global hydrological cycle intensifies. By way of an overview, the increase in the global hydrological cycle is demonstrated by showing the time evolution of globally averaged total precipitation for both models. Although the baseline values are different for the two curves, it is clearly seen that the globally averaged precipitation response of the R30 model (Fig. 1a) is considerably greater than that found in the CM2.1 model (Fig. 1b). This is due, in large part, to the fact that the radiative forcing and associated global surface temperature response of CM2.1 is smaller than that found in the R30 model (Part I). A second reason for a smaller response in CM2.1 is its larger and likely more realistic oceanic heat uptake in the transient integrations (Russell et al. 2006; Stouffer et al. 2006). In addition, differences in the aerosol forcing between the two models may also be partly responsible for the differences in the precipitation response between the two models.

The R30 model tends to have a relatively large globally averaged precipitation response relative to other atmosphere–ocean general circulation models (AOGCMs) used in the Third IPCC Working Group I assessment (see Fig. 9.6 of Houghton et al. 2001, chapter 9). It appears that CM2.1 precipitation response would be on the low side in the same comparison, although the radiative forcing scenario used in CM2.1 is different from what is used in Houghton et al. (2001, chapter 9), making any quantitative comparison difficult.

The common features in the geographical response of the annually averaged mean precipitation rate changes between the transient experiments and the corresponding controls of both models include an increase of precipitation rate along or near the equator, an increase of precipitation in higher latitudes almost everywhere, and a general decrease of precipitation in the subtropics (Figs. 2a,d). However, the decreases in the mean precipitation rate are much more extensive and cover a larger area in the CM2.1 simulation than in the R30 simulation. This difference is particularly notable in the Southern Hemisphere (SH) subtropics from South America to Africa and across the Indian Ocean and in the area surrounding the Mediterranean Sea.

As stated earlier, annually averaged precipitation rate differences in higher latitudes are mostly positive for both models, although these changes are smaller in magnitude for CM2.1. This is probably due, in part, to the SAT response being somewhat smaller in CM2.1 than in the R30 model (see Part I). The greater reduction of mean precipitation rate over the southern half of the United States and Europe in CM2.1 (Fig. 2d) would imply that these land areas generally experience drier conditions than in the R30 simulation. This will have an impact on the corresponding soil moisture changes, as discussed later. The drying in the Sahel region in CM2.1 is also notable (Held et al. 2005).

Figures 2b,e assess the signal-to-noise ratio distributions corresponding to the annual mean changes shown in Figs. 2a,d, respectively. In general, only the changes in higher-latitude regions in both hemispheres may be detectable (i.e., signal-to-noise ratio greater than 1) at this point in time. These results indicates that, even for annual mean changes, statistically significant or detectable changes in hydrologic quantities will, in all probability, require considerably longer integrations with greater radiative forcing than were performed here.

Because precipitation is zero bounded, an increase in the precipitation rate will generally result in an increase
Fig. 2. Horizontal distribution of annually averaged (a) precipitation difference between the ensemble of integrations and the control from the R30 model; (b) signal-to-noise ratio of the AM differences shown in (a); and (c) variance ratio for the R30 model. (d)–(f) As in (a)–(c), but for CM2.1 model. Signal-to-noise ratios greater than one indicate regions where the signal begins to emerge from the noise. Variance ratios <1 denote decreases in variance, whereas ratios >1 denote increases. For variance ratios, regions of significance are denoted by dark blue for increases and dark red-purple for decreases. Units: cm day$^{-1}$ for (a),(d) and dimensionless for (b),(c),(e),(f). For this and all subsequent figures involving variance ratio computations, the square root transformation was applied to the raw data. See text for more details.
of its variance. This is shown by examining the ratio of annual mean precipitation variance of the transient experiments to the variance of their respective controls for both models (Figs. 2b,e). Here, it is seen that, although there is a general increase of variance from middle to higher latitudes for both models, none of the precipitation variance changes is statistically significant at the 10% significance level. In the tropics, variance changes are also small, except for relatively large increases over the eastern half of the tropical and subtropical Pacific Ocean and a smaller one off the coast of Brazil for the R30 model and smaller oceanic regions of decrease in the southern subtropics in CM2.1. Elsewhere, most of the ratio changes are relatively small.

Also, an analysis of the changes of mean precipitation variance shown earlier indicates that the generally positive changes in variance ratio in middle to higher latitudes are relatively small in comparison to the mean changes. A similar result was obtained by Raisanen (2002) and Hunt and Elliot (2004), who noted that, although there were changes in interannual monthly mean precipitation variability in response to greenhouse warming, these were found to be relatively small in comparison to the time mean changes.

A statistic that is frequently shown in hydrologic studies is the average number of dry days per year (a dry day is defined here as days where precipitation is less than 1 mm day$^{-1}$). Figure 3a shows an excessive number of dry days occurring in the expected regions, such as the polar and subtropical latitudes for the CM2.1 model. A comparison of the difference in the number of dry days per year (Fig. 3b) and the annual mean difference of precipitation (Fig. 2d) indicates an increase of dry days in regions where precipitation itself reduces (i.e., the United States, southern Europe, central South America, and Australia) and a decrease of dry days from middle to higher latitudes, where precipitation generally increases. Therefore, this statistic is consistent with the geographical changes of annual mean precipitation (cf. Fig. 2d). These results, as well as those shown in Fig. 2d, are consistent with those obtained by Sun et al. (2007), which indicated that, for the latest generation of coupled climate models submitted to the 2007 Fourth Assessment Report of the IPCC, drier subtropical regions experience decreased precipitation intensity and frequency, whereas higher-latitude and midlatitude regions, which are generally wetter, will experience increased precipitation intensity and frequency. In other words, there is a tendency for wet regions to get wetter and dry regions to get drier under greenhouse warming scenarios. This latter conclusion was also reached previously by Manabe et al. (2004).

Because the annually averaged precipitation rate generally increases in higher latitudes in both models as well as in many other previous studies because of greenhouse warming, the robustness of the corresponding changes of variance is shown. Here, the VR method is used to compute the trend of the variance time series for each ensemble member of both the R30 (Fig. 4a) and CM2.1 (Fig. 4b) ensembles for the latitudinal zone of 60$^\circ$–90$^\circ$N. Variances are computed by the same method as described previously, but they are further processed by fitting them to linear trends [Eq. (A3)]. Here, the square root transformation has been applied to the data prior to computing these slopes.

All ensemble members of the R30 and CM2.1 models (Fig. 4) exhibit a positive slope of precipitation variance change. This indicates that the variance of annually averaged precipitation rate is generally increasing in high northern latitudes. The main difference between the two model precipitation variance trends is that those in the CM2.1 model are considerably smaller than those found in the R30 model. The statistical significance of these slopes will be discussed later.

The monthly, zonally averaged changes in mean local precipitation rate over land regions only are shown in Figs. 5a,b for both the R30 and CM2.1 models. The following general features are evident: relatively large
Mean precipitation rate increases occur for most seasons in both the ITCZ region and higher northern latitudes for the two models. This is particularly true for the R30 model. However, more moderate precipitation rate increases also occur in many other regions for the R30 model, whereas the CM2.1 mean precipitation rate decreases in middle northern latitudes in June–August (JJA) and throughout the year from 30° to 40°N. It also decreases in the subtropics and tropics other than the ITCZ during most months in CM2.1. The implications of this decrease of mean precipitation rate in middle latitudes from late spring through early fall in CM2.1 for other variables will be discussed later.

The corresponding variance ratios for the two models reveal that both distributions are well below the 10% significance level (Figs. 5b,d). There is a tendency for an increase in variance at higher latitudes for both models but very little correspondence elsewhere.

The Northern Hemispheric (NH) zonally averaged mean precipitation rate differences are negative in middle latitudes during late spring, summer, and early fall for CM2.1 (Fig. 5b). This is illustrated in more detail in Fig. 6, which indicates relatively large negative mean precipitation rate differences over both North America and southern Europe for CM2.1 during JJA (Fig. 6d). For the R30 model (Fig. 6b), most of the differences in the same areas are weakly positive. This highlights the uncertainty of the regional precipitation response in climate models (Houghton et al. 2001, chapter 9; Meehl et al. 2007).

For the December–February (DJF) season, there are general increases of mean precipitation rate over mid- to high-latitude land areas for CM2.1 (Fig. 6c) and the R30 model (Fig. 6a). In both models, there is a tendency for the Mediterranean region to experience less precipitation during the DJF season, although this tendency is much more extreme for CM2.1. The reductions in mean precipitation rate in the tropics and subtropics are also much greater and more extensive in CM2.1 than in the R30 model. Australia also experiences less precipitation during its winter season (JJA) in both models.

At this point, it is worthwhile to compare the multimodel average DJF and JJA mean precipitation differences presented in Fig. SPM.7 of Alley et al. (2007) to the distributions in Fig. 6. This comparison reveals that the positive and negative patterns from the CM2.1 model resemble more closely those of Fig. SPM.7 of Alley et al. (2007) than the ones from the R30 model. This may be attributable to the CM2.1 model incorporating the additional features not contained in the R30 model.

The monthly zonally averaged differences of mean land runoff between transient and control integrations for both models (Figs. 7a,c) follows the pattern noted in
previous studies of greenhouse-induced hydrologic change (Manabe and Wetherald 1987; Houghton et al. 2001, chapter 9; Meehl et al. 2007). In the Northern Hemisphere 45°–70°N region, there is a maximum of runoff increase in either late winter or early spring, depending on latitude, followed by a period of runoff decrease a month or two later. This pattern of change is due to an earlier occurrence of the spring maximum of both rainfall and particularly snowmelt in northern middle to higher latitudes. There are also increases in runoff associated with the increases of precipitation in the tropical rain belt for most of the year, although these are narrower and smaller in magnitude in CM2.1 than in the R30 results. The patterns of mean runoff change for both R30 and CM2.1 are similar but with greater reductions in runoff in CM2.1, particularly during the summer season in NH middle latitudes.

The changes in land runoff variance (Figs. 7b,d) may be summarized as follows: for both models, runoff variance increases in the tropics and subtropics for much of the year, although there are some instances of decreases as well, especially for CM2.1. Runoff variance also increases in NH middle to higher latitudes during fall, winter, and early spring. The increase of runoff variance is then followed in time by a corresponding decrease in runoff variance during late spring and early summer.

As is the case for precipitation, runoff variance tends to increase in the same regions and months as the increases in the mean runoff (cf. Figs. 7a,b; cf. Figs. 7c,d). The general conclusion here is that, as the mean runoff increases, the runoff variance also increases. In large measure, this is consistent with a greater likelihood of more extreme river discharge events or frequency of “100 year” floods noted in the study of Milly et al. (2002) and
runoff increases illustrated in Wetherald and Manabe (2002) and Manabe et al. (2004) in response to increasing greenhouse gases. This conclusion is also consistent with Milly et al. (2005) and Nohara et al. (2006), who projected an increase of extreme events in a global warming world by analyzing the results of 12 and 19 different climate models, respectively, that were submitted to the 2007 Fourth Assessment Report of the IPCC. Therefore, given that the mean runoff changes described earlier are very robust because of the strong relationship with the greenhouse warming, it is speculated that the changes in the runoff variance discussed earlier that are related to those mean runoff changes are also robust.

In lower latitudes, the only correspondence between increased runoff and its variance occurs in CM2.1 in near 30°N during the latter half of the year. Otherwise, there is little change in variance in the tropics and subtropics.

The variance ratio $F$ test for the R30 model (Fig. 7b) reveals that the R30 fall–spring higher-latitude runoff variance increase is statistically significant at the 10% significance level. The comparable CM2.1 distribution of runoff variance increase is not significant in higher latitudes (Fig. 7d), although it comes quite close to this limit. However, the pattern of values is very similar to those found in the R30 model (light blue regions of Figs. 7b,d). The lack of statistical significance in CM2.1 is probably due to the smaller runoff variance response for CM2.1 as compared with the R30 model, a feature discussed earlier.

Land areas in middle to higher latitudes of the Northern Hemisphere appear to experience wetter winters and drier summers in both models (Figs. 8a,b) in terms of the soil moisture response. However, the drying out of the soil is much more pronounced and extensive in middle latitudes for the CM2.1 than for the R30 version. This tendency for greater drying during summer in CM2.1 is noted in Findell and Delworth (2005). However, many of the buckets in the control integration for the R30 model are considerably drier than those of the CM2.1 model in middle latitudes during the summer season, which limits further soil moisture reduction there. In any event, the mechanisms responsible for the summertime drying generally include an earlier snowmelt season,
increased evaporation, and a general reduction of low-level relative humidity (Manabe et al. 1981; Manabe and Wetherald 1987; Wetherald and Manabe 1995; Houghton et al. 2001, chapter 9; Meehl et al. 2007). This tendency for increased summertime dryness for many regions in northern middle latitudes was also obtained by Wang (2005), who analyzed 15 different models submitted to the IPCC Fourth Assessment Report. However, in CM2.1, the large decreases of summertime precipitation over North America and Europe also play a major role in the continental summer drying (Fig. 8b).

Because soil moisture in the two models is bounded both at 0 and their respective field capacities, the standard F test is not really applicable in this case. However, tendencies can still be illustrated by showing the changes of soil moisture variance ratio itself, as in Figs. 8b,d. Although no estimate of statistical significance can be made on the basis of the F test, Figs. 8b,d nevertheless indicate that the variance difference of zonal monthly mean soil moisture increases during the summer months in middle to higher latitudes for both models.

Both distributions also indicate a reduction of soil moisture variance during the fall, winter, and early spring seasons, which is due to the soil moisture values in both models being near to their respective field capacities, and therefore its variance cannot increase much further. This is not the case during the summer season, when the soil moisture values are more in the middle of their allowable range and are freer to change without restriction.

Another method for analyzing soil moisture variance changes is to construct frequency plots of the local soil moisture values from both the R30 and CM2.1 models to demonstrate the overall changes in soil moisture variability in the zonal belt of 45° to 60°N. Because the soil

---

**Fig. 7.** Latitude–time distribution of zonally averaged (a) difference between the ensemble of integrations and the control of runoff rate and (b) and transformed variance ratio for the R30 model; (c),(d) As in (a),(b), but for the CM2.1 model. The averaging time periods are as in Fig. 2. Here, the zonal average is computed from the local mean and variance values. Units: cm day$^{-1}$. 

---
moisture values are very close to the maximum field capacity in DJF, only the JJA results are shown. Any change in the distribution during DJF is strongly influenced by its upper bound.

In both models, there is a tendency for the frequency distribution of the raw soil moisture data to shift toward smaller values as greenhouse gases increase (Figs. 9a,d). This shows that the soil moisture is generally decreasing in the zonal region of 45°–60°N during JJA, as discussed earlier. An examination of the normalized frequency plots in Figs. 9b,c,e,f reveals a difference in the soil moisture response of the two models. In the R30 results, there is a clear shift toward a drier climate in the transient integration. The curves in Figs. 9b,c indicate that negative values increase over a much larger range, implying that the transient distribution is both shifting toward negative values and broadening. In CM2.1, the distribution simply broadens. Therefore, in both models, the changes in the normalized frequency distributions (Figs. 9b,c,e,f) indicate a reduction and broadening of the curves for the transient integrations, which suggests that the variance of soil moisture would increase during the summer months.

In summary, the analysis for precipitation and runoff presented previously along with the variance and frequency changes for soil moisture imply that, under greenhouse warming conditions, there is an increased probability of extreme precipitation events during late winter and early spring and an increased frequency and intensity of drier periods during summer in midlatitude Northern Hemisphere continental regions. Therefore, this investigation supports the hypothesis of an increased likelihood of these extreme events as stated in several IPCC reports (i.e., Houghton et al. 1990, 1996, 2001;
Meehl et al. (2007) in response to increasing greenhouse gases. In particular, Kharin et al. (2007) also indicated an increase in more extreme precipitation events based on daily data obtained from 16 coupled model experiments submitted to the IPCC archives, which corroborates the current investigation using monthly data.

Previously, it was shown that variance trends (slopes) of annual mean precipitation rates in higher northern latitudes were consistently positive throughout the entire periods of integration for both models (Fig. 4). Here, this issue is extended to include seasonal changes of both land precipitation and runoff in northern middle latitudes. This analysis is illustrated by Table 1, which lists, for each ensemble, the smallest slope, the largest slope, the average slope, its variance, and the number of cases where the ensemble of slopes proved to be significantly different from zero according to Student’s \( t \) test. Table 1 is divided up into three subsections for both models: annual mean precipitation at 60°–90° N, seasonal mean precipitation over land at 45°–60° N for DJF and JJA, and runoff for the same latitude region and seasons. Again, the square root transformation has been applied to the data prior to computing these slopes.

An examination of Table 1 reveals that most of the long-term trends of variance for all three quantities are positive and significantly different from zero according to the standard Student’s \( t \) test for at least the 5% significance level, with the exception of the JJA runoff for the CM2.1 model. These results strongly support the conclusions made previously regarding increases of both precipitation and runoff variance in middle to higher latitudes during the winter and spring seasons. The same general observation may be made concerning the trend of variance of land precipitation during JJA, which implies that the variance of precipitation may be expected to increase during this season as well.

4. Summary and conclusions

As in previous studies, the hydrological cycle intensifies as greenhouse gases increase, and the climate warms for both of the models analyzed in this study. The mean values of the hydrological variables and their associated variance both change. For example, the mean precipitation rate tends to increase at most locations from middle to higher latitudes in response to increasing

![Fig. 9. Frequency distributions computed over the zonal belt of 45°–60° N for occurrences of JJA soil moisture. (a)–(d) The solid lines represent data from the control integrations and the dashed lines represent data from the perturbation integrations. (a) R30 values; (d) CM2.1 values; (b) normalized R30 distributions; (e) normalized CM2.1 distributions; (c) normalized R30 difference between the transient and control integrations shown in (b); and (f) normalized CM2.1 difference between the transient and control shown in (c). The distributions were normalized by removing the local mean at each grid point in each integration to clearly show the shifts in the distributions. Units: cm.]
TABLE 1. List of minimum slopes, maximum slopes, mean slopes, mean slope variances, and number of cases where the various slopes in each group (8 for R30 and 10 for CM2.1) proved to be significantly different from zero according to the Student’s t test. Results are listed for each of the quantities and time periods given in the text: AM, DJF, and JJA. Units of the slopes are cm day$^{-1}$ yr$^{-1}$ and have been scaled by a factor of $1.0 \times 10^2$ for ease of interpretation. The square root transformation has been applied to the data prior to computing these slopes.

<table>
<thead>
<tr>
<th></th>
<th>Slope$^{\text{min}}$</th>
<th>Slope$^{\text{max}}$</th>
<th>Slope$^{\text{mean}}$</th>
<th>No. cases</th>
</tr>
</thead>
<tbody>
<tr>
<td>Precipitation</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(60$^\circ$–90$^\circ$N)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>R30: AM</td>
<td>0.38</td>
<td>0.63</td>
<td>0.52</td>
<td>8</td>
</tr>
<tr>
<td>CM2.1: AM</td>
<td>0.03</td>
<td>0.41</td>
<td>0.33</td>
<td>7</td>
</tr>
<tr>
<td>Precipitation: land (45$^\circ$–60$^\circ$N)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>R30: DJF</td>
<td>0.26</td>
<td>1.80</td>
<td>1.06</td>
<td>6</td>
</tr>
<tr>
<td>CM2.1: DJF</td>
<td>1.10</td>
<td>2.36</td>
<td>1.60</td>
<td>6</td>
</tr>
<tr>
<td>R30: JJA</td>
<td>6.76</td>
<td>9.86</td>
<td>8.40</td>
<td>8</td>
</tr>
<tr>
<td>CM2.1: JJA</td>
<td>1.29</td>
<td>5.22</td>
<td>3.47</td>
<td>9</td>
</tr>
<tr>
<td>Runoff (45$^\circ$–60$^\circ$N)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>R30: DJF</td>
<td>6.41</td>
<td>10.24</td>
<td>8.01</td>
<td>8</td>
</tr>
<tr>
<td>CM2.1: DJF</td>
<td>1.96</td>
<td>4.73</td>
<td>3.18</td>
<td>10</td>
</tr>
<tr>
<td>R30: JJA</td>
<td>6.62</td>
<td>10.88</td>
<td>8.13</td>
<td>8</td>
</tr>
<tr>
<td>CM2.1: JJA</td>
<td>0.01</td>
<td>1.17</td>
<td>0.62</td>
<td>0</td>
</tr>
</tbody>
</table>

greenhouse gases. Because precipitation has a lower bound, increases in the mean precipitation rate generally lead to corresponding increases in its variance. However, it is found that the precipitation rate variance also increases in regions of small mean precipitation changes of either sign. Only in regions where there are relatively large mean precipitation rate decreases are there precipitation variance decreases.

The changes in precipitation variance then impact the other hydrological variables, such as runoff and soil moisture. In particular, an increase in the precipitation variance will usually lead to an increase in the runoff variance. In most locations, there are small general increases in the runoff variance. However, in high latitudes the spring snowmelt season occurs earlier in the year because of the warming of the planet. This shifts the mean runoff maximum and its variance to earlier in the year. Because this runoff variance shift is related to a robust physical mechanism, it is speculated that the variance changes also are robust. In particular, the variance increases of both land precipitation and runoff during the December–February season in northern mid-
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APPENDIX

Computation of Variance

The method proposed by VR may be outlined as follows: using the VR scheme and terminology, let \( y(t) \), \( t = t_1, t_2, t_3, \ldots, t_n \) be a time series of annual averages of some climate variable \( y \) and let \( t \) be the year number [in this example, \( y(t) \) is the annually averaged precipitation rate]. Assuming that the expected value \( E[y(t)] \) may be defined by a quadratic curve, we have

\[
Y_1(t) = E[y(t)] = a_1 + b_1 t + c_1 t^2. \tag{A1}
\]

The coefficients \( a_1, b_1, \) and \( c_1 \) may be estimated by a standard least squares technique. Once this is done, the perturbations about this quadratic curve may be computed by using

\[
y'(t) = y(t) - Y(t) = y(t) - a_1 - b_1 t - c_1 t^2. \tag{A2}
\]

The variances are obtained as the anomalies about the quadratic curve \( y'(t)^2 \) for each point in the time series. The trend in the variance time series is simply a fit with a straight line of the form

\[
Y_2(t) = a_2 + b_2 t. \tag{A3}
\]

Again, the coefficients \( a_2 \) and \( b_2 \) are evaluated using a least squares technique. This latter quantity \( b_2 \) or the slope of the line, together with \( y'(t)^2 \), will form the basis for the analysis presented in this paper. Therefore, \( b_2 \) represents the trend of the variances.

The VR method has the desirable features that 1) it takes into account that the mean state is changing throughout the transient experiments and 2) it provides a valid time series of variances once the order of the polynomial to remove the mean is determined. A schematic of this method of analysis is shown in Figs. A1a,b. Figure A1a shows the original time series with the quadratic mean curve [Eq. (A2)] fitted to the data from which the anomalies \( y'(t) \) are computed. Figure A1b shows the resulting time series of variances computed from the information in Fig. A1a along with the linear curve [Eq. (A3)] fitted to the variance time series.

As noted earlier, the only unknown parameter in the VR method is the degree of the polynomial used to remove the trend. K. Y. Vinnikov (2006, personal communication) has indicated that for most variables over the historical record, only a second-order (or quadratic) polynomial is necessary to estimate the changes in the mean state. To test this conclusion, several of the fields shown in this paper were recalculated using a third-order polynomial. It was found that the variance changes were almost identical to the ones obtained from using the second-order polynomial. Based on this analysis, it was decided to use the VR method with a second-order polynomial in the results presented throughout this paper.
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