Arctic Oscillation during the Mid-Holocene and Last Glacial Maximum from PMIP2 Coupled Model Simulations
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ABSTRACT

Changes in the Arctic Oscillation (AO) during the mid-Holocene and the Last Glacial Maximum were compared to preindustrial (PI) simulations using four coupled ocean-atmosphere models [i.e., Community Climate System Model (CCSM), third climate configuration of the Met Office Unified Model (HadCM3) Met Office Surface Exchanges Scheme, version 2 (MOSES2), L’Institut Pierre-Simon Laplace (IPSL), and Model for Interdisciplinary Research on Climate 3.2 (MIROC3.2)] from the second phase of the Paleoclimate Modeling Intercomparison Project. Results show that the amplitude of the simulated AO during the mid-Holocene is a little smaller than that of the preindustrial simulation. Although the AO pattern and vertical structures are similar to those in the preindustrial simulation, the polar westerlies are slightly weakened and displaced downward to the lower stratosphere, accompanied by weakening of the polar vortex and warming of the cold polar cap region. During the Last Glacial Maximum, when the Northern Hemisphere experiences severe cooling, the intensity of the AO decreases substantially compared to the mid-Holocene, with smaller standard deviations of the AO indices in all models. Furthermore, the magnitude of positive and negative centers of the AO spatial pattern decreases and the strength of the polar vortex and westerlies weakens further with the center of westerlies displaced into the midlatitude upper troposphere. The polar cap region becomes anomalously warm in the stratosphere, whereas it remains cold in the troposphere. The AO appears to be sensitive to background climate state.

Upward-propagating stationary Rossby waves are found to be stronger during the mid-Holocene and Last Glacial Maximum than in the preindustrial simulation. This increase in planetary wave activity might be responsible for the simulated weakening of the AO during the mid-Holocene and Last Glacial Maximum.

Recent studies have shown that there is a significant correlation between Eurasian fall snow cover and the winter AO. The upward propagation of Rossby waves was further proposed to explain the physical process linking the AO with the snow depth. It is suggested that a large increase in fall snow depth during the Last Glacial Maximum strengthens the upward-propagating stationary Rossby waves relative to the PI.
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1. Introduction

Current and future changes in the global climate have attracted concern worldwide. Projections of possible future climate changes can only be performed using numerical models of the earth system. The motivation for the Paleoclimate Modeling Intercomparison Project (PMIP) is to test the performance and reliability of state-of-the-art climate models in the past, when the external forcings were large and relatively well known and for which various types of geological evidence indicate what actually happened in terms of climate. In the initial phase of the project (PMIP1), atmospheric general circulation models (AGCMs) were used to simulate the climate during the Last Glacial Maximum [LGM; 21 000 yr before present (21ka BP)] and the mid-Holocene [MH; 6000 yr before present (6ka BP)]. Many features of the paleoclimate are reproduced by all models and paleoenvironmental observations (PMIP 2000), even though the magnitude of the response varies among different models. The second phase of the project (PMIP2) was launched in 2002 (Harrison et al. 2002; Crucifix et al. 2005). Compared to PMIP1, PMIP2 considers a suite of numerical experiments that differ by the number of components of the earth system. Model–model and model–data comparisons of the PMIP2 coupled simulations have been performed to determine the ability of the models to reproduce past climates that differ from the climate of the present day, thereby increasing our understanding of climate change (Gladstone et al. 2005; Braconnot et al. 2007a; Brewer et al. 2007). Nevertheless, there are still significant discrepancies between different model results (Braconnot et al. 2007b; Weber et al. 2007; Zheng et al. 2008).

The Arctic Oscillation (AO) is a dominant mode of atmospheric variability in the Northern Hemisphere (NH). A large number of studies have revealed that the AO is an important determinant of the winter climate at middle and high latitudes in the NH (Kerr 1999; Thompson and Wallace 2000, hereafter TW00; Thompson and Wallace 2001; Gong et al. 2001; Wu and Wang 2002). Because of its dramatic impacts on the NH climate, which directly affect human societies, the AO has received much attention over the past decade. The vertical structure of the AO and the surface temperature pattern associated with the AO were demonstrated based on observed data (Thompson and Wallace 1998, hereafter TW98; TW00). Furthermore, possible physical mechanisms involved in maintaining the AO, such as stratosphere–troposphere interactions, eddy-mean flow feedback, and planetary wave activity, have been proposed (DeWeaver and Nigam 2000; Saito et al. 2001; Chen and Huang 2005; Lü et al. 2008). According to the theory of wave-mean flow interaction (Andrews et al. 1987), when planetary wave activity is weak in the middle latitude stratosphere, the decline of dynamic adiabatic heating in polar cap regions leads to a decrease in temperature, the increase of meridional temperature gradient, the acceleration of the polar night jet, and finally the strengthening of stratospheric AO. In recent years, it has been revealed that there is a significant negative correlation between Eurasian–Tibetan Plateau fall snow cover and the winter AO. Moreover, the upward propagation of Rossby waves was proposed to explain the physical process linking the AO with the snow depth (Saito et al. 2001; Cohen et al. 2007; Lü et al. 2008).

It has been suggested that the observed positive AO trend in the past 20 yr has contributed significantly to the observed warming over Eurasia and North America (Thompson et al. 2000; Thompson and Wallace 2001). Several authors have speculated that the reduction of planetary wave activity might be responsible for the stronger, colder stratospheric Arctic vortex based on observed data (Newman et al. 1997; Waugh et al. 1999). Using climate models that include a realistic representation of the stratosphere, Shindell et al. first reported in 1999 that an anthropogenically mediated increase in stratospheric greenhouse gas concentrations might

<table>
<thead>
<tr>
<th>Table 1. PMIP2 OAGCM characteristics and references.</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>PMIP2 name</strong></td>
</tr>
<tr>
<td>CCSM3</td>
</tr>
<tr>
<td>HadCM3M2</td>
</tr>
<tr>
<td>IPSL-CM4-V1-MR</td>
</tr>
<tr>
<td>MIROC3.2-mocat</td>
</tr>
</tbody>
</table>
be responsible for the recent positive AO trend in the stratosphere and consequently the troposphere. Hu and Tung (2003) proposed that Arctic ozone depletion has caused the reduction in planetary wave activity in both the stratosphere and troposphere since the 1980s. Such a reduction in wave activity might be responsible for the observed winter and spring warming over NH high-latitude continents that is associated with the positive trend of the AO during the past two decades.

Furthermore, IPCC scenario A runs predicted continuation of the recent positive AO/North Atlantic Oscillation (NAO) trend until the middle of the twenty-first century (Paeth and Hense 1999). In contrast, Fyfe et al. (1999) argued that the modeled AO/Antarctic Oscillation (AAO) in a warmer world has not changed essentially but rather is superimposed on the forced climate change. Based on analysis of observed data, Cohen and Barlow (2005) argued that the global warming trend over the last 30 yr is unrelated to the AO and NAO. Thus, the relationship between AO and global warming is still unclear, and it is important to gain insight into the behaviors of the AO in different climate regimes. Analysis of past climates provides a unique opportunity that can help further understand the AO in response to CO₂ forcing in the future as different sources of the AO variations. To evaluate whether the climate models can correctly represent changes in the AO under different climate regimes, several studies have examined modeled AO/NAO variability during the MH and LGM. A PMIP2 model intercomparison showed a shift in the mean state of the climate toward a more positive NAO regime during the MH compared to preindustrial (PI; 0ka) control runs.

FIG. 1. Climatology of DJF SLP according to four models for the PI and observations. The contour interval is 5 hPa.
The AO during the MH and LGM in the Community Climate System Model, version 3 (CCSM3) simulation was discussed by Otto-Bliesner et al. (2006). They proposed that the MH AO pattern is similar to PI in CCSM3; for the LGM, however, the centers of AO variability are shifted and weakened.

The behavior of the AO in different climate states, including warmer (future) and colder (LGM) regimes, was primarily discussed in the aforementioned works. However, further studies are required to investigate the changes in the AO structure and amplitude during paleoclimatic periods according to various models. Furthermore, it has yet to be determined whether changes in MH and LGM AO result from stationary wave anomalies caused by some external forcing. The objectives of this paper are to investigate changes in the AO during the LGM and MH and to gain a better understanding of the physical mechanisms driving the AO.

2. PMIP2 experimental design and models

PMIP2 has thus far been implemented to investigate two representative climate intervals: namely, the LGM and MH. A strict protocol to run the LGM and MH experiments has been provided by the PMIP2 (available online at http://pmip2.lsce.ipsl.fr). The LGM simulation was designed to examine climate responses to the presence
of large ice sheets, lower sea levels, and lower greenhouse gas concentrations. The MH simulation was designed to investigate climate response to a primary forcing change in the seasonal and latitudinal distribution of incoming solar radiation (insolation) caused by known changes in orbital forcing (Berger 1978). The reference (control) simulation is a PI-type climate.

Results from coupled ocean–atmosphere models (OAGCMs) are considered in this paper. The available models for the LGM are not identical to those for the MH in PMIP2. Here, we will examine the LGM and MH AO using four models that provide data for both periods. Model information is provided in Table 1. The coupling procedure and the spinup strategy are model dependent and are described in the references of the models (Table 1). For each experiment, the models are run for a sufficient length of time to be representative of an equilibrium climate. Monthly values of the last 100 yr of integration are consistently used in analyses for all models. The vertical levels archived in the PMIP2 database are at 850-, 500-, and 200-hPa pressure surfaces for all models but the CCSM model, which has the fine vertical resolution of 17 levels from 1000 to 10 hPa. In this paper, the vertical structure of the AO is analyzed using the CCSM and Model for Interdisciplinary Research on Climate (MIROC) model simulations, because these are the only two models that provide atmospheric data with fine vertical resolution.

To assess model performance for the control simulation (PI simulation), we use the monthly-mean National Centers for Environmental Prediction–National Center for Atmospheric Research (NCEP–NCAR) reanalysis data (Kalnay et al. 1996) for the period 1951–99.

3. Simulated mean climate in boreal winter

Results of TW00 have demonstrated that the AO exhibits the larger variability in boreal winter [December–February (DJF)] than other seasons; thus, the mean climate during DJF will be the primary focus of this paper. As a basis for evaluating the performance of climate models in the AO simulation, the long-term mean climate for the PI simulation is discussed in this section based on the 100-yr integration.

a. Long-term mean climate during the PI era

Figure 1 shows the climatology of DJF sea level pressure (SLP) simulated by four models for the PI simulation together with the corresponding modern observations (1951–99). The observed DJF SLP shows two regions of lower SLP in the North Atlantic and North Pacific.

![Figure 1](image_url)

**Fig. 1.** Climatology of DJF sea level pressure (SLP; mbar) for the PI simulation from PMIP2 models.
corresponding to Icelandic and Aleutian lows, respectively, and a higher SLP region over the Eurasian continent associated with the Siberian–Mongolian high. The simulated high and low are stronger in L’Institut Pierre-Simon Laplace (IPSL) but weaker in CCSM than the observed high and low. The center of the Siberian–Mongolian high is shifted northward to polar areas in the third climate configuration of the Met Office Unified Model (HadCM3M2). Nevertheless, the winter SLP simulated using the four models is largely plausible. Climatological winter surface air temperature (SAT) in the PI simulation is very similar to the observed SAT (figure not shown). The simulated climatological winter SAT decreases with latitudes. The largest cooling centers are distributed over polar areas, including Greenland, northern North America, and Siberia. There is another cooling center over the Tibetan Plateau because of the snow cover. The primary comparison shows that four models are capable of simulating the present-day mean winter climate reasonably well. More detailed comparison of the simulated present-day mean climate with observations is beyond the scope of this paper.

Figure 2 displays the observed and simulated climatology of the zonal-mean zonal wind, temperature, and geopotential height in boreal winter. The observed results are shown in the top panels. The corresponding mean climates simulated by the CCSM and MIROC for the control simulation are displayed in the middle and bottom panels, respectively. It is obvious that the two models capture the large-scale distribution of the zonal-mean circulation, such as bihemispheric westerlies in the midlatitude upper troposphere, a polar night jet,
easterlies in the Southern Hemisphere middle stratosphere of low latitude, and a cold temperature center at the equatorial tropopause. Furthermore, the values obtained from simulations using the two models are in agreement with observations. These results suggest that both CCSM and MIROC can resolve stratospheric dynamics accurately. Shindell et al. (1999) proposed that inclusion of a well-resolved stratosphere in climate models is essential to accurately reproduce the observed trend in the AO.

b. Changes in NH mean DJF SAT for the MH and LGM

Based on proxy data and the PMIP2 simulations, several studies compared the MH and LGM climate changes over the ocean and continent. It was revealed that, although the same characteristics of temperature changes suggested by the reconstructions are reproduced in most models, the spatial distribution of temperature anomalies are not at the right location exactly (Kageyama et al. 2006; Brewer et al. 2007). Otto-Bliesner et al. (2006) demonstrated that the LGM CCSM3 simulation has a global cooling of 4.5°C compared to the PI, whereas the MH CCSM3 simulation has a global, annual cooling of less than 0.1°C compared to the PI simulation.

We examined the changes in NH mean DJF SAT for the MH and LGM in comparison with the PI era. The major difference between the MH and PI arises from the orbital configuration. The MH simulation has a small NH winter cooling less than 1.0 K for all models because of lower insolation than during the PI (Fig. 3a). Proxy records also revealed that winter temperatures in Europe were lower throughout the Holocene (Davis et al. 2003) compared to the present day. In the LGM, a marked surface cooling is found in the NH associated with the expansion of large ice sheets and reduced greenhouse gas concentrations. All models simulated a large temperature decrease of more than 5.0 K in the NH (Fig. 3b). Proxy data derived from different paleoclimatic archives indicate the same degree of NH

<table>
<thead>
<tr>
<th>Model</th>
<th>Percentages explained variance</th>
<th>Mean values of positive/negative AO index</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0ka</td>
<td>6ka</td>
</tr>
<tr>
<td>CCSM</td>
<td>51</td>
<td>56</td>
</tr>
<tr>
<td>HadCM3M2</td>
<td>42</td>
<td>38</td>
</tr>
<tr>
<td>IPSL</td>
<td>43</td>
<td>39</td>
</tr>
<tr>
<td>MIROC</td>
<td>50</td>
<td>43</td>
</tr>
</tbody>
</table>
cooling in LGM winter (Kim et al. 2008). Overall, the winter mean climate is somewhat colder during the MH and much colder during the LGM than during the PI.

4. Simulated AO

Empirical orthogonal functions (EOFs) are commonly used to determine the dominant patterns of variability in a meteorological element. EOFs represent a number of fixed spatial patterns of a dataset, with each EOF multiplied by its time-varying amplitude [principal component (PC)]. These patterns are uncorrelated or statistically orthogonal to each other. The leading EOF of the extratropical SLP (20°–90°N) is referred to as the AO or Northern Hemisphere annular mode (TW98; TW00), which is a dominant mode of atmospheric variability in the NH. The AO index is defined as the time-dependent variation of the AO given by the first principal component (PC1).

a. Simulated AO in the PI simulation

In the PI simulation (control simulation), the leading EOF of DJF SLP explains 42%–51% of total variance for the four models with negative anomalies near the pole and positive anomalies at middle latitudes (Fig. 4), which are not model dependent. These are characteristics of a positive AO pattern termed by TW98. The modeled leading EOF closely resembles the observation (Fig. 4f), though the values of the positive and negative

Fig. 6. (a), (d) Zonal-mean zonal wind; (b), (e) temperature; and (c), (f) geopotential height regressed on the standardized AO index for (top) CCSM and (bottom) MIROC during the PI. Units are in m s⁻¹, kelvins, and meters per STD of the respective index time series.
centers vary across the different models. Figure 5 shows the leading EOF of winter 50-hPa geopotential height anomalies. The stratospheric AO signature manifests principally a feature of the polar vortex. It is noted that the simulated leading EOF patterns of 50-hPa height for CCSM and MIROC are virtually identical to that of the observation (Fig. 5a). These results suggest that both CCSM and MIROC are able to reproduce the AO from the stratosphere through the troposphere.

The standard deviation (STD) is a statistic used to measure the typical year-to-year fluctuation of a quantity. In this paper, the amplitude variability of the simulated AO is measured by the STD of the AO indices. The mean values of the positive and negative AO indices were calculated to measure the amplitude of the AO in each phase. These AO statistics are listed in Table 2. Even though all models produce similar AO patterns in SLP, the magnitudes of the AO amplitude are different. The AO amplitude varies from 105 in HadCM3M2 to 166 in CCSM (Table 2).

As documented by TW00, the vertical structures of the AO can be extracted by regression analysis. In this paper, the analyses of simulated vertical AO structure are based on two PMIP2 models: namely, the CCSM and MIROC. The zonal-mean zonal wind, geopotential height, and temperature were regressed on the standardized AO index for the domains from equator to pole and from 1000 to 10 hPa (Fig. 6), respectively. Because the analysis is linear, regression maps are described in terms of the positive polarity of the AO.

For CCSM, the zonal-mean zonal wind associated with the AO is characterized by easterly anomalies at middle latitudes and westerly anomalies at high latitudes (Fig. 6a). The maximum easterly anomalies are found at
∼33°N at the 200-hPa level, whereas the westerly anomalies amplify with height from the surface upward into the middle stratosphere. Simultaneously, the axis tilts slightly poleward from ∼58°N in the lower troposphere to ∼73°N at the 10-hPa level. The maximum westerly anomalies appear in the polar upper stratosphere. Figure 6b shows the zonal-mean temperature regressed onto the AO index. The positive polarity of the AO is marked by an anomalously cold polar cap region throughout the atmospheric column, indicative of adiabatic cooling. The negative temperature anomalies display a center extending from the tropopause to the lower stratosphere. The positive temperature anomalies extend upward and equatorward from the midlatitude troposphere to the tropical lower stratosphere. Correspondingly, the zonal-mean geopotential height in association with the positive AO manifests as negative height anomalies at high latitudes throughout the atmospheric column and positive height anomalies extending from the midlatitude troposphere to the tropical middle stratosphere (Fig. 6c), indicative of the barotropic structure of the AO.

In the PI simulation, the vertical structures of the AO modeled by CCSM are virtually identical to that derived from present-day observations (see Fig. 7 of TW00). This indicates that the CCSM model accurately captures the AO signature in the lower and middle stratosphere.

The vertical structures of the AO simulated using MIROC (Figs. 6d–f) exhibit some differences from the observed results of TW00. The zonal-mean geopotential height (Fig. 6f) and zonal wind (Fig. 6d) associated with the AO still appear as negative height anomalies and westerly anomalies at high latitudes from surface to stratosphere, respectively, although the maximum centers
are shifted downward to the upper troposphere from the upper stratosphere. The AO-related temperature (Fig. 6e) shows baroclinic characteristics with the positive anomalies in the high-latitude stratosphere but negative anomalies in the high-altitude troposphere. This corresponds to the previously mentioned downward shift of the maximum westerly centers. The MIROC is able to reproduce the main characteristics of the vertical structure of the AO, even though there are some discrepancies from the observations (see Fig. 7 of TW00).

b. Changes in the AO during the MH

During the MH, the leading EOF of DJF SLP is similar to the PI; that is, there is a pronounced dipole over the North Atlantic corresponding to the NAO and a weaker dipole over the North Pacific (Fig. 7). Otto-Bliesner et al. (2006) obtained the same result in their CCSM3 experiments. Because it is almost impossible to distinguish the changes in MH AO from that of the PI according to EOF1, more in-depth comparisons are needed. The percentage of explained variance and the AO amplitude at the MH are slightly reduced compared to the PI in all models except for CCSM (Table 2). Accordingly, the absolute magnitudes of the mean values of the positive and negative AO indices are smaller than that of the PI (Table 2) in all models except for CCSM (Table 2). These results indicate that the variability of the AO is damped slightly during the MH relative to the PI period. A continuous weakening of the AO/NAO pattern from the early to late Holocene was also detected in proxy data based
on alkenone-derived SST reconstructions (Rimbu et al. 2003).

A decrease in AO intensity during the MH is also found in the zonal-mean vertical structure (Fig. 8). The vertical structures of the AO during the MH resemble those during the PI, but discrepancies are also evident. In CCSM, the westerly anomalies are reduced with the center displaced downward and equatorward from \(73^\circ\)N at the 10-hPa level to \(70^\circ\)N at the 20-hPa level (Fig. 8a). Meanwhile, the negative geopotential height (Fig. 8c) and temperature anomalies (Fig. 8b) of polar cap regions increase markedly relative to the PI, with the center of negative temperature anomalies shifted downward into the upper troposphere, indicating weakening of the polar vortex. In MIROC, the vertical structures of the AO at the MH (Figs. 8d–f) are similar to those at the PI. Nevertheless, the absolute values of the negative and positive centers are lower during the MH than the PI. Overall, these results suggest that AO intensity decreases slightly during the MH compared to the PI era.

c. Changes in the AO during the LGM

As shown in the previous section, there are few changes in the MH AO from the PI based on the leading EOF of SLP. However, during the LGM, the pattern of the leading EOF shows a substantial difference from that during the PI (Fig. 9). The negative centers in the Arctic are shifted to northern Eurasia and weakened compared to the PI, consistent with the results of Otto-Bliesner et al. (2006). Additionally, the positive zonal ring near \(45^\circ\)N is shifted southward (Fig. 9). The AO explains 25%–48% of SLP variation in the four models (Table 2). The calculated AO amplitude and the mean values of positive and negative AO indices (Table 2) also indicate that the

Fig. 10. As in Fig. 6, but during the LGM.
AO during the LGM is weaker than that during the MH and PI.

The vertical structure of the AO simulated by CCSM during the LGM (Figs. 10a–c) exhibits significant differences from that during the PI. The center of negative geopotential height anomalies (Fig. 10c) displaces downward into the lower stratosphere and has a considerable weakening of more than 245 m in polar areas compared to the PI simulation. This indicates a decrease in intensity of the AO during the LGM. Both the westerly and easterly anomalies are shifted southward. Furthermore, the center of westerly anomalies is shifted downward from the high-latitude middle stratosphere to the midlatitude upper troposphere (Fig. 10a). The most striking differences in temperature (Fig. 10b) are indicated by two anomalous dipoles at middle and high latitudes. The former has a negative center in the upper troposphere and a positive center in the middle to lower troposphere, whereas the latter has a weak positive center at ~80°N at the 10-hPa level and a negative center extending from the midlatitude lower troposphere to the high-latitude upper troposphere. The anomalous dipoles of temperature are related to the weakening of the AO and the downward shift of the westerly anomalies.

Figures 10d–f show the vertical structures of the LGM AO as simulated by MIROC. Although the vertical structure is similar to that of the PI, absolute values of the maximum anomalies are smaller than those during the MH and PI, supporting weakening of the AO during the LGM as suggested by the CCSM model. It should
also be noted that the LGM AO in CCSM appears to be almost completely confined to the troposphere (Fig. 10a), in contrast to current conditions (Fig. 6a) and those during the MH (Fig. 8a), which have the largest westerly signal in the upper stratosphere. This result clearly indicates a weaker stratospheric circulation during the LGM. Although this phenomenon is not obvious in MIROC, the center of negative geopotential height anomalies is shifted downward from the lower stratosphere at the PI (Fig. 6f) to the upper troposphere at the LGM (Fig. 10f), consistent with the results of CCSM.

d. What drives AO changes during the MH and LGM?

We found that the intensity of the simulated AO is slightly reduced during the MH when the NH winter is fairly cold, whereas it decreases markedly during the LGM when the climate is extremely cold. This suggests that the intensity of the AO is sensitive to the climate state. One dynamic mechanism that may be involved in maintaining the AO is the internal interaction between the zonal-mean flow and waves in the atmosphere. We therefore investigate the role of stationary Rossby waves on the weakening of the AO. The vertical propagation of the stationary Rossby waves are analyzed in terms of the wave activity flux (WAF), which is a three-dimensional extension of the Eliassen–Palm (E–P) flux defined by Plumb (1985). The wave activity fluxes were calculated using 17-level geopotential height, u wind, v wind, and temperature from NCEP–NCAR reanalysis, CCSM, and MIROC simulations.

Figure 11 shows the observed and simulated climatology of the vertical propagation of the stationary Rossby waves in boreal winter. Control simulations using the CCSM and MIROC models reproduce the primary features of the vertical propagation of stationary Rossby waves over 100 winters simulated for the MH in (a) CCSM and (b) MIROC and for the LGM in (c) CCSM and (d) MIROC. The horizontal (vertical) scale of arrows is shown at the bottom and represents 20 (2.0) m$^2$ s$^{-2}$. 

![Fig. 12. E–P flux cross sections of average Rossby waves over 100 winters simulated for the MH in (a) CCSM and (b) MIROC and for the LGM in (c) CCSM and (d) MIROC. The horizontal (vertical) scale of arrows is shown at the bottom and represents 20 (2.0) m$^2$ s$^{-2}$.](image-url)
waves (Figs. 11b,c). The stationary waves first propagate upward from the midlatitude lower troposphere and then propagate along two waveguides. One waveguide refracts toward high latitudes and propagates upward into the stratosphere, whereas the other refracts toward the equator in the troposphere. Except for the weaker polar waveguide, the features of E–P flux simulated by CCSM and MIROC in the control runs are consistent with the observations (Fig. 11a). This indicates that both CCSM and MIROC can simulate vertical E–P flux, even though the AO vertical structure simulated in MIROC has a small bias. The vertical propagation of the stationary Rossby waves during the MH (Figs. 12a,b) and LGM (Figs. 12c,d) exhibit similar features to those during the PI.

Figures 13a,b show changes in the vertical propagation of Rossby waves during the MH compared to the PI using both CCSM and MIROC models. The areas where the vertical component of E–P flux reaches the 99% confidence level are shaded. In the CCSM model, anomalous Rossby waves propagate upward and refract poleward in the middle troposphere through the lower stratosphere at middle latitudes (Fig. 13a), indicative of stronger upward propagation of Rossby waves during the MH compared with the PI. However, for MIROC, anomalous downward propagation in the high-latitude middle troposphere and equatorward propagation in the middle upper troposphere are observed (Fig. 13b). It suggests that the upward-propagating stationary Rossby waves decrease during the MH relative to the PI.

CCSM (Fig. 14a) and MIROC (Fig. 14b) simulate identical changes in the vertical propagation of Rossby waves during the LGM. Although anomalous downward propagation occurs in the high-latitude stratosphere, significant anomalous upward propagation of Rossby waves prevails from the midlatitude middle troposphere through the stratosphere. It should also be noted that the

![Fig. 13. Changes in the vertical propagation of Rossby waves during the MH compared to the PI in (a) CCSM and (b) MIROC simulations. Shaded areas indicate significant changes at 99% level, estimated by a local Student’s t test. The horizontal (vertical) scale of arrows is shown at the bottom and represents 10 (1.0) m² s⁻².](image-url)
shaded areas expand largely during the LGM for two models (Fig. 14). This suggests that the anomalous upward propagation of Rossby waves is statistically significant from the midlatitude middle troposphere through the stratosphere; that is, the upward propagation of Rossby waves is much stronger during the LGM than the PI. According to the theory of wave-mean flow interaction, an enhancement of planetary wave activity weakens the stratospheric AO because of an increase in dynamic adiabatic heating of polar cap regions. In other words, during the LGM, stronger upward propagation of Rossby waves causes warming of polar stratosphere and then a decrease in meridional temperature gradient as shown in Figs. 10b,e. This finally results in a large weakening of the AO.

Generally, stationary Rossby waves always propagate upward because of topography and thermal contrast. In recent years, it has been demonstrated that Eurasian fall snow cover anomalies not only alter near-surface temperatures but also affect the upward propagation of Rossby waves (Cohen et al. 2007). The large fall snow extent over Eurasia induces diabatic cooling in the lower troposphere, amplifying orographically forced upward stationary waves. Ringer and Cook (1999) demonstrated that the presence of low-level cooling above the Tibetan Plateau tends to amplify both the mechanical forcing and the far-field stationary wave response. It is also proposed that latitudinal temperature gradient changes forced by snow cover lead to anomalous potential vorticity gradients in the stratosphere, which then alter the wave refraction index. As a result, an upward WAF anomaly responds almost immediately to the snow-forced thermal anomaly and appears in troposphere (Saito et al. 2001). Furthermore, some authors have proposed that Rossby wave changes forced in the stratosphere by anomalous fall snow cover are not identified until later in winter, when the troposphere and stratosphere are actively coupled (Cohen et al. 2007; Saito et al. 2001; Lü et al. 2008). Therefore, we investigate the effect of fall snow anomalies on the vertical propagation of Rossby waves during the MH and LGM winter.

**Fig. 14.** As in Fig. 13, but during the LGM.
We first define the fall snow depth index of NH by averaging the snow depth north of 50°N. Figures 15 and 16 indicate the fall snow depth indices during the PI, MH, and LGM for CCSM and MIROC, respectively. During the MH, the fall snow depth is similar to that during the PI for CCSM; however, in MIROC it is smaller than that during the PI. On the other hand, the fall snow depth is much greater during the LGM than that during the PI and MH for the two models.

To examine the role of snow depth on planetary wave activity, we calculated the regression coefficients of winter zonal-mean WAF on fall snow depth indices during the PI, MH, and LGM (Fig. 17). In CCSM, increased fall snow depth generates anomalous upward propagation of Rossby waves, which appears late in winter in the midlatitude troposphere through the stratosphere during the PI and MH (Figs. 17a,b), whereas during the LGM winter, anomalous upward-propagating Rossby waves prevail from the mid- and high-latitude troposphere through the stratosphere (Fig. 17c). In MIROC, the anomalous upward propagation of Rossby waves is also induced when the fall snow depth increases (Fig. 18). The anomalous Rossby waves propagate upward from the midlatitude troposphere through the stratosphere during the PI winter (Fig. 18a), in agreement with results simulated by CCSM (Fig. 17a). However, the anomalous upward-propagating Rossby waves are confined in the midlatitude troposphere during the MH and LGM winter (Figs. 18b,c). Overall, the simulation results of two models show that the increase in fall snow depth leads to anomalous upward propagation of Rossby waves persistently during the PI, MH, and LGM winter.

It is revealed that the increased fall snow depth in the same period generates anomalous upward-propagating Rossby waves persisting until winter. The ice sheets increased largely during the LGM because of a cooler climate. Correspondingly, the snow depth increased gradually in a long cold period. The snow depth may denote ice sheet thickness over land to some extent, especially in a cold climate state. Thus, the role of the increased fall snow depth during the LGM compared to the PI is further explored. Figure 19 shows the regression coefficients of LGM winter zonal-mean WAF on the increment of autumn snow depth indices between the LGM and PI. The areas reaching the 90% confidence level are shaded. It is evident that the increment of

Fig. 15. Autumn snow depth indices for CCMS (cm) during the (a) PI, (b) MH, and (c) LGM.
autumn snow depth generates statistically significant anomalous upward propagation of Rossby waves during the LGM winter, which prevails from the mid- and high-latitude troposphere through the stratosphere in CCSM (Fig. 19a). However, in MIROC it extends from the midlatitude troposphere to the stratosphere (Fig. 19b). This suggests that the large increase in fall snow enhances anomalous upward-propagating Rossby waves during the LGM compared to the PI. It is consistent with previously mentioned result that the upward propagation of Rossby waves during the LGM is much stronger than that during the PI.

5. Summary and conclusions

In this study, we compared changes in the AO during the MH and LGM from the PI using four atmosphere–ocean coupled model simulations. This comparison confirms previous conclusions, and also reveals some novel findings.

For the control simulation (PI), the AO pattern simulated by all models shows features very similar to those of present-day observed results (TW98). The CCSM model accurately reproduces vertical AO structures similar to those observed in TW00 and performs better than MIROC. During the MH, important external forcings are derived from seasonal changes in the incoming solar radiation (insolation) caused by known changes in orbital parameters. The NH mean winter SAT is slightly lower during the MH than during the PI because of lower insolation. Meanwhile, the intensity of the AO slightly decreases in comparison with the PI. AO signals in the latitude–pressure cross section of zonal-mean zonal wind, geopotential height, and temperature exhibit small changes, including the weakening of the polar westerlies and the polar vortex, the downward displacement of the polar westerly center, and the warming of the cold polar cap region from the lower troposphere to the stratosphere.

During the LGM, the climate in the NH experiences a severe cooling. The simulated AO patterns in all models show different features from those in the PI simulation. The centers of negative anomalies near the pole and positive anomalies at middle latitudes weaken noticeably, and the positive anomalies at middle latitudes
are shifted equatorward. All models consistently show that the intensity of the AO decreases considerably during the LGM. The vertical structure of the AO during the LGM is characterized by a distinct weakening of the polar vortex and polar westerlies. Note also that the westerly center is displaced downward and southward into the midlatitudes upper troposphere and confined in the upper troposphere. The polar cap region still remains cold in the troposphere, whereas it becomes anomalously warm in the stratosphere.

In general, an increase in planetary wave activity leads to an increase in dynamic adiabatic heating and a warming of polar stratosphere, indicative of a decrease in meridional temperature gradient. The polar vortex thus becomes weaker. We showed in this paper that the enhanced upward-propagating stationary Rossby waves are responsible for the weakening of the AO during the MH and LGM. The upward propagation of Rossby waves during the MH is stronger than that simulated for the PI. This results in small weakening of the AO during the MH. During the LGM, the upward propagation of Rossby waves is much stronger than that during the PI. This causes the warming of the polar stratosphere, a decrease of meridional temperature gradient, and finally considerable weakening of the AO. Additionally, we suggest that the anomalous snow cover in the NH plays an important role in the vertical propagation of stationary Rossby waves. During the LGM, a large increase in fall snow depth generates anomalous upward propagation of Rossby waves; these waves persist until winter.

FIG. 17. Latitude–pressure cross section of the regression coefficients of winter zonal-mean WAF (arrow) on autumn snow depth indices from CCSM simulation for the (a) PI, (b) MH, and (c) LGM. The horizontal (vertical) scale of arrows is shown at the bottom and represents 500 (50) m² s⁻².
and intensify the upward-propagating stationary Rossby waves relative to the PI.

The AO appears to be sensitive to the background climate state. When the climate becomes slightly cold during the MH, a small decrease in AO amplitude occurs. Furthermore, the intensity of the AO is substantially weakened during the LGM when the climate becomes intensely cold. For the opposite climate scenario (i.e., global warming), the intensity of the AO has increased and has consequently accelerated warming for the last 30 yr as shown by Thompson et al. (2000) and Thompson and Wallace (2001). Studies to date have focused on the trend of the AO when anthropogenic influence leads to more serious global warming in the future (Paeth and Hense 1999; Shindell et al. 1999; Fyfe et al. 1999; Cohen and Barlow 2005). Additional work and additional scenario simulations should be performed to confirm the intensification of the AO and to fully assess how intensification of the AO could affect extreme climate events in the future.
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