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ABSTRACT

A model of intermediate complexity based on quasi-equilibrium theory—a version of the Quasi-Equilibrium Tropical Circulation Model with a prognostic atmospheric boundary layer, as well as two free-tropospheric modes in momentum, and one each in moisture and temperature—is used in a zonally symmetric aquaplanet configuration to study the sensitivity of the Hadley circulation to the sea surface temperature (SST) latitudinal distribution. For equatorially symmetric SST forcing with large SST gradients in the tropics, the model simulates the classical double Hadley cell with one equatorial intertropical convergence zone (ITCZ). For small SST gradients in the tropics, the model exhibits multiple equilibria, with one equatorially symmetric equilibrium and two asymmetric equilibria (mirror images of each other) with an off-equatorial ITCZ.

Further investigation of the feedbacks at play in the model shows that the assumed vertical structure of temperature variations is crucial to the existence and stability of the asymmetric equilibria. The free-tropospheric moisture–convection feedback must also be sufficiently strong to sustain asymmetric equilibria. Both results suggest that the specific physics of a given climate model condition determine the existence of multiple equilibria via the resulting sensitivity of the convection to free-tropospheric humidity and the vertical structure of adiabatic heating. The symmetry-breaking mechanism and resulting multiple equilibria have their origin in the local multiple equilibria that can be described by a single-column model using the weak temperature gradient approximation.

An additional experiment using an SST latitudinal distribution with a relative minimum at the equator shows that the feedbacks controlling these multiple equilibria might be relevant to the double-ITCZ problem.

1. Introduction

The intertropical convergence zone (ITCZ) is a salient feature of the earth’s atmosphere: it appears on satellite images as a longitudinal cloud band near the equator. Over most of the world oceans, and in particular over the eastern Atlantic and Pacific basins, the ITCZ is located around 10°N. Why this climatological equator is not collocated with the geographical one is still poorly understood despite a considerable body of work.
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Furthermore, our ability to simulate this off-equatorial rainband is limited. General circulation model (GCM) simulations have historically exhibited a second ITCZ in precipitation south of the equator in the eastern basins, where it actually does not exist [except briefly in boreal spring: e.g., Lietzke et al. (2001); Gu et al. (2005)]. This bias is so systematic that Mechoso et al. (1995) coined the term “double ITCZ syndrome.” Modern GCMs, such as those used for the Intergovernmental Panel on Climate Change’s (IPCC) Fourth Assessment Report (AR4), still exhibit this syndrome (Dai 2006; Bretherton 2007). Understanding the mechanisms responsible for the location (and number) of ITCZ(s) is therefore not only a theoretical challenge but also a step toward the improvement of the simulation of tropical precipitation by GCMs.
The ITCZ has a propensity to be located over the warmest sea surface temperatures, but the relationship between SST and precipitation is far from perfect (Hess et al. 1993), and modeling studies have produced ITCZs and Hadley circulations even in calculations using aquaplanet boundary conditions with uniform SST (Sumi 1992; Chao and Chen 2004). In some cases the ITCZ can occur even over a SST minimum (Kirtman and Schneider 2000; Barsugli et al. 2005). It appears from the moist static energy budget that the location of the ITCZ is governed by the competition of surface fluxes (in which the SST plays an important role, but so do the surface winds) and the dynamical (mostly the moisture–convection feedbacks) and radiative contributions. Recent observations of the ITCZ in the eastern Pacific showed during the East Pacific Investigation of Climate (EPIC) campaign (2001) that the contribution of low-level convergence is about half that of local surface fluxes in the maintenance of the ITCZ north of the equator (Raymond et al. 2006).

Early studies emphasized the role of the dynamics in the control of the location of the ITCZ. These studies proposed atmospheric mechanisms to explain the off-equatorial position of the ITCZ in the presence of an equatorial maximum of SST, based on conditional instability of the second kind (CISK). Charney (1971) postulated that the position of the ITCZ results from a balance between steady frictional convergence that increases with the Coriolis parameter and surface fluxes that decrease with decreasing SST away from the equator. Holton et al. (1971) and Lindzen (1974) showed that transient wave-CISK modes tend to develop 5°–10° away from the equator and that these modes can organize convection at the observed latitude of the ITCZ. Some observational evidence shows the propagation of convectively coupled equatorial waves in the ITCZ (Salby et al. 1991). Indeed, GCM aquaplanet simulations using the CISK-prone Kuo convective scheme (Kuo 1974) tend to systematically exhibit twin ITCZs straddling the equator, even if the maximum SST is located on the equator (Hayashi and Sumi 1986; Sumi 1992; Numaguti 1993), some with convectively coupled wave propagation along them (Hess et al. 1993). These results are nevertheless sensitive to the horizontal resolution of the GCM (Sumi 1992) and the parameterization of surface fluxes (Numaguti 1993). CISK theories have since been criticized and the associated parameterizations have been shown to overestimate the influence of the large-scale circulation and underestimate that of the local stratification (Emanuel et al. 1994).

It appears that the simulated ITCZ depends strongly on the parameterization of convection. If convection is parameterized by moist convective adjustment (Manabe et al. 1965), aquaplanet GCMs (Lau et al. 1988; Hess et al. 1993; Frierson 2007) as well as simpler axisymmetric models (Pike 1971) tend to simulate ITCZs over the maxima of SST. Models using parameterizations based on the quasi-equilibrium theory yield a variety of results: using an axisymmetric model with Emanuel (1991)’s scheme, Waliser and Somerville (1994) obtained a weak double ITCZ straddling the equatorial SST maximum. On the other hand, use of the Arakawa–Schubert parameterization (Arakawa and Schubert 1974) in a GCM can produce an ITCZ that closely follows the SST maximum (Goswami et al. 1984; Frierson 2007). Similar work using a simplified Betts–Miller scheme produced an equatorial ITCZ over an equatorial maximum of SST (Frierson 2007).

Subsequent studies emphasized the role of atmosphere–ocean coupling. The combination of the three following coupled feedbacks could provide a symmetry-breaking mechanism under an equatorially symmetric solar forcing and cause an off-equatorial SST maximum and poleward displacement of the ITCZ (Xie and Seki 1997; Xie 2005, and references therein): (i) a feedback between the atmospheric circulation and wind-induced surface fluxes, (ii) a cloud feedback involving the subtropical stratus decks, and (iii) a feedback between the atmospheric circulation and upwelling. The selection of the hemisphere into which the ITCZ is displaced could be due to the shape of the continents on the eastern shore of oceanic basins (Xie 2005). Indeed, a better simulation of the stratus decks has been shown to improve the simulation of the east Pacific climate in coupled GCMs (Dai et al. 2003). Other studies point out to the role of the Andes in inducing subsidence in the east Pacific (Takahashi and Battisti 2007) or isolating the east Pacific from the Amazon basin (Xu et al. 2004), and thereby triggering the suppression of convection south of the equator.

Nevertheless, other modeling studies have shown that atmospheric processes alone may contain symmetry-breaking mechanisms. An early study by Pike (1971) exhibited an off-equatorial ITCZ in an axisymmetric model over a symmetric distribution of SST with an equatorial minimum. Raymond (2000) also showed that cloud radiative effects can break hemispheric symmetry. Equatorially asymmetric Hadley circulations have been obtained in aquaplanet, uniform-SST simulations using two different GCMs (Chao and Chen 2004; Barsugli et al. 2005) that happen to feature the same convective closure [the Relaxed Arakawa–Schubert (RAS) convective scheme, Moorthi and Suarez 1992]. Recent analyses of the double-ITCZ bias in GCMs have shown that coupled feedbacks tend to amplify the biases of the atmospheric models (Lin 2007; Zhang et al. 2007) as the latter
are manifest in studies of atmosphere-only models over fixed SST (e.g., Biasutti et al. 2006). This encourages further studies of the atmospheric processes that control the location of the ITCZ.

In Chao and Chen (2004), cloud radiative forcing is not necessary to break the equatorial symmetry. Surface fluxes and clear-sky radiation were found to be sufficient to obtain an off-equatorial ITCZ in the aquaplanet version of the Goddard Earth Observing System (GEOS) GCM forced by pole-to-pole uniform SST. In this study, the off-equatorial convection is attributed to the development of inertial gravity waves but the symmetry breaking is not explained. In Barsugli et al. (2005), adding to the surface fluxes and clear-sky radiation, the longwave cloud forcing appears to contribute to the maintenance of the asymmetric Hadley circulation in the atmospheric component of the National Center for Atmospheric Research (NCAR) Community Climate Model (CCM). Barsugli et al. (2005) also discovered multiple regimes depending on the value of their forcing parameter, with markedly different precipitation patterns (double ITCZ, single equatorial or off-equatorial ITCZ). Some of these regimes coexist for a finite range of this parameter, yielding multiple equilibria. The complexity of the response of these GCMs to a simple forcing calls for further study of the ITCZ dynamics in atmospheric models.

The present study uses an idealized model to further investigate the atmospheric processes that might be responsible for the symmetry breaking of the tropical circulation. Our model exhibits a behavior similar to the GCMs, with multiple equilibria, either symmetric or asymmetric about the equator, for the same boundary conditions. We study the processes that can account for the existence and stability of these equilibria. The next section describes the model, followed by our results in section 3 and a discussion in section 4.

\[ T_s = \begin{cases} T_s^E - \Delta T_s & (1 - k) \sin^2 \left( \frac{\pi y}{2\sigma_y} \right) + k \sin \left( \frac{\pi y}{2\sigma_y} \right), \\ T_s^E - \Delta T_s, & \text{otherwise}, \end{cases} \]

where \( T_s^E \) is the SST at the equator, \( \Delta T_s \) is the equator–pole SST difference, and \( \sigma_y \) is the latitude at which the SST reaches its minimum. We use \( T_s^E = 28^\circ \text{C}, \Delta T_s = 30^\circ \text{C}, \) and \( \sigma_y = 8000 \text{ km} \). Here \( k \) is a control parameter between 0 and 1 that modulates the flatness of the SST field at the equator. The climatological, longitudinally averaged observed SST corresponds to a parameter \( k \) close to 0.5. Figure 1 shows the SST latitudinal distributions for some values of \( k \).

2. Model

a. Model summary

We use a prototype to the second Quasi-Equilibrium Tropical Circulation Model (QTCM2) developed by Sobel and Neelin (2006) on the basis of the QTCM1 (Neelin and Zeng 2000; Zeng et al. 2000). The QTCM family of models is based on the Galerkin projection of the primitive equations on a limited number of reference vertical profiles derived from asymptotic solutions of quasi-equilibrium theory. In the QTCM1, the vertical structure of the wind has two degrees of freedom (one barotropic mode and one baroclinic mode) and the thermodynamical variables (temperature and humidity) each have one degree of freedom. The prototype QTCM2 used here includes an atmospheric boundary layer (ABL) that adds another degree of freedom for both dynamical and thermodynamical variables.

Our model further differs from QTCM1 by its axisymmetric equatorial \( \beta \)-plane configuration and its physical parameterizations: the radiation is simply represented as a Newtonian cooling, and the Betts–Miller (quasi equilibrium) convective parameterization has been modified to take into account the new thermodynamical degrees of freedom (Sobel and Neelin 2006).

The following sections provide details on aspects of the model that are of particular interest for the present study. The reader is referred to the appendix for a complete description of the model.

b. SST latitudinal distribution

We use a SST latitudinal distribution \( T_s(y) \) similar to those used in the Aqua-Planet Experiment project (Neale and Hoskins 2000); it is symmetric with respect to the equator:

\[ T_s = \begin{cases} T_s^E - \Delta T_s & (1 - k) \sin^2 \left( \frac{\pi y}{2\sigma_y} \right) + k \sin \left( \frac{\pi y}{2\sigma_y} \right), \\ T_s^E - \Delta T_s, & \text{otherwise}, \end{cases} \]

(1)

c. Convective available potential energy

The convection is parameterized using the Betts–Miller scheme (Betts 1986; Betts and Miller 1986) as implemented in the prototype QTCM2 (Sobel and Neelin 2006). In the Betts–Miller scheme, precipitation is proportional to a quantity similar to the convective available potential energy of the column—here denoted \( E \)—if this quantity is positive and is zero otherwise. The reader is
invited to read the appendix for details of the parameterization; here, we want to point out a few properties of $\mathcal{E}$ that are of interest in the next sections.

As shown in the appendix, $\mathcal{E}$ can be written as a linear combination of the thermodynamic variables:

$$
\mathcal{E} = \mathcal{E}_b h_b + \mathcal{E}_q q_1 + \mathcal{E}_r T_1,
$$

(2)

where $h_b = s_b + q_b$, $\mathcal{E}_b$, $\mathcal{E}_q > 0$, and $\mathcal{E}_r < 0$. Its time evolution can be written as follows:

$$
\partial_t \mathcal{E} = \text{adv} + \text{conv} + \text{mix} + \text{SHF} + \text{rad} + \text{diff},
$$

(3)

where adv is the resulting effect on $\mathcal{E}$ of the advective tendencies of $s_b$, $q_b$, and $T_1$; conv, rad, and diff are, respectively, the contributions of convective, radiative, diffusive processes to the time evolution of $\mathcal{E}$; mix is the contribution of mixing at the top of the ABL, and SHF is the contribution of surface fluxes.

The advective contribution, adv, can be further decomposed into the contributions of horizontal (vertical) advection by the barotropic wind adv$_{\mu}^{h0}$ (adv$_{\mu}^{v0}$) and by the baroclinic wind adv$_{\phi}^{h1}$ (adv$_{\phi}^{v1}$):

$$
\text{adv} = \text{adv}_{\mu}^{h0} + \text{adv}_{\mu}^{v0} + \text{adv}_{\phi}^{h1} + \text{adv}_{\phi}^{v1}
$$

(4)

with

$$
\text{adv}_{\mu}^{h0} = \mathbf{v}_0 \cdot \nabla \left( \frac{\mathcal{E}_b}{\mu} (h_b - \mathcal{E}_q q_1 - \mathcal{E}_r T_1) \right),$$

$$
\text{adv}_{\mu}^{v0} = \mathbf{v}_0 \cdot \nabla \left( \frac{\mathcal{E}_b}{\mu} (h_b - h_b^v) - \mathcal{E}_q q_1 - \mathcal{E}_r q_1 - \mathcal{E}_q q_1 - \mathcal{E}_r T_1 \right),$$

$$
\text{adv}_{\phi}^{h1} = \mathbf{v}_1 \cdot \nabla \left( \frac{\mathcal{E}_q}{\phi} \frac{b_1}{b_1} q_1 + \mathcal{E}_r \frac{a_1}{a_1} q_1 - \mathcal{E}_r T_1 \right),$$

$$
\text{adv}_{\phi}^{v1} = \mathbf{v}_1 \cdot \nabla \left( \frac{\mathcal{E}_q}{\phi} \frac{b_1}{b_1} q_1 + \mathcal{E}_r \frac{a_1}{a_1} q_1 - \mathcal{E}_r T_1 \right),
$$

and

$$
\text{adv}_{\phi}^{v1} = \mathbf{V} \cdot \mathbf{v} (\mathcal{E}_q M_{q1} - \mathcal{E}_r M_{s1}),
$$

where $\mathbf{V} = (0, 0, 0)$ in our axisymmetric framework.

The convection acts to reduce positive $\mathcal{E}$: it can be shown from Eqs. (A21)–(A25) that conv$_\mathcal{E} = -\epsilon_c \mathcal{H}(\mathcal{E}) \mathcal{E}$ (where $\mathcal{H}$ is the Heaviside step function).

The contribution of the mixing at the top of the boundary layer is

$$
\text{mix} = \frac{p_f}{g \tau_m} \left[ \sigma (q_{rb} + q_b - q_1) - (1 - \sigma) (s_{rb} + s_b - s_1) \right].
$$

(5)

Because $\mathcal{E}$ depends on $q_{rb}$ and $s_{rb}$ only through their sum $h_b$, the contribution of surface fluxes is proportional to the total surface heat flux:

$$
\text{SHF} = \mathcal{E}_b \frac{g}{p_B} (E + H).
$$

(6)

The contribution of radiation is

$$
\text{rad} = \mathcal{E}_b \mathcal{E}_r (Q R)^{h0} + \mathcal{E}_r (Q R)^{v1},
$$

(7)

and the contribution of diffusion is the simple diffusion of $\mathcal{E}$:

$$
\text{diff} = k_q \nabla^2 \mathcal{E},
$$

(8)

since $\mathcal{E}$ is linear in the thermodynamic state variables.

**d. Kinetics of a precipitation maximum**

A maximum of precipitation corresponds to a maximum of (positive) $\mathcal{E}$ and is therefore characterized by

$$
\partial_y \mathcal{E}(y_p, t) = 0; \quad \partial^2_y \mathcal{E}(y_p, t) < 0,
$$

(9)

where $y_p$ is the latitude of the maximum of precipitation. The time evolution of $y_p$ can be written
Since $\dot{\beta}_y\mathcal{E}(y_p, t) < 0$, $\dot{y}_p$ is of the sign of $\beta_y\mathcal{E}(y_p, t)$.

Using Eq. (3), we can discriminate the contribution of the different processes acting on $\mathcal{E}$ to the movement of a precipitation maximum:

$$
\dot{y}_p = \beta_y\mathcal{E}(y_p, t) = \dot{\beta}_y\mathcal{E}(y_p, t) + \beta_y\dot{\mathcal{E}}(y_p, t).
$$

(10)

where

$$
\beta_y\mathcal{E}(y_p, t) = \frac{\partial_y\mathcal{E}(y_p, t)}{\partial_y\mathcal{E}(y_p, t)},
$$

(12)

with $X = \text{adv}, \text{conv}, \text{mix}, \text{SHF}, \text{rad}, \text{or diff}$.

Here $\partial_y\mathcal{E}(y_p, t)$ can be decomposed in the contributions of the horizontal (vertical) advection by the barotropic wind $\partial_y\mathcal{E}(y_p, t)$ and by the baroclinic wind $\partial_y\mathcal{E}(y_p, t)$.

At $y_p$, the precipitation is positive and $\partial_y\mathcal{E}(y_p, t) > 0$: this yields $\partial_y\mathcal{E}(y_p, t) = 0$: the convective process itself does not participate to the movement of a precipitation maximum.

In equilibrium, for a maximum of precipitation at $y_p = y_p^\text{eq}$, the contributions of the different processes compensate each other:

$$
\dot{\beta}_y\mathcal{E}(y_p^\text{eq}) = 0.
$$

(13)

3. Results

a. Multiple equilibria: Symmetry breaking

We perform simulations with varying $k$, using different initial conditions. For $k < k_c$, the model has one stable equilibrium with a latitudinal distribution of precipitation symmetric about the equator where it has its maximum. For $k > k_c$, the model has three stable equilibria: one symmetric about the equator (in terms of precipitation) and the others asymmetric with respect to the equator, mirror images of one another. In the following, we will present results for the asymmetric equilibrium with the ITCZ in the Northern Hemisphere only. The other asymmetric equilibrium (with the ITCZ in the Southern Hemisphere) has identical properties. Figure 2 shows the precipitation in the symmetric equilibrium and the asymmetric equilibrium for different values of $k$.

In the symmetric equilibrium, there is one ITCZ on the equator; in the asymmetric equilibrium, there is one off-equatorial ITCZ. For values of $k$ close to $k_c$, the ITCZ is around 1000 km north of the equator, close to the observed mean latitude of the ITCZ over the central and eastern Pacific and in the Atlantic Ocean. Either flatter SST profiles or increases in the absolute value of the SST (e.g., by adding a constant offset) lead to the
instability of the asymmetric equilibria, resulting in intraseasonal oscillations similar to those described by Bellon and Sobel (2008b). For example, a uniform SST \( T_s = 28^\circ C \) similar to that used in GCM experiments (Barsugli et al. 2005; Chao and Chen 2004) yields one symmetric equilibrium with a very weak Hadley circulation and two asymmetric limit cycles characterized by a period in the intraseasonal range and a mean state with two off-equatorial ITCZs in the same hemisphere: one close to the equator and the other around 20°N (not shown). This precipitation is qualitatively similar to the observed (Sikka and Gadgil 1980) and simulated (Bellon and Sobel 2008b) pattern of the Asian monsoon mean state and intraseasonal variability. The existence of multiple equilibria is not sensitive to the wind-induced surface fluxes [although the intraseasonal oscillations are, as described by Bellon and Sobel (2008a,b)]. Sensitivity experiments using a constant surface wind \( V_s = 6 \text{ m s}^{-1} \) yield similar symmetric and axisymmetric equilibria (not shown).

One possible explanation for the existence of multiple equilibria could be that the ITCZ develops either above the SST maximum at the equator (because of higher evaporation there) or above the maximum of SST Laplacian \( \nabla^2 T_s \) away from the equator because of higher low-level convergence there following the Lindzen and Nigam (1987) theory (see also Sobel 2007). This explanation is not valid here. For \( k \) between 0.6 and 1, the Laplacian of SST is maximum between 29° and 33° latitude, much farther from the equator than the model off-equatorial ITCZ (see Fig. 2b). Also, when the contribution of the ABL temperature to the surface pressure (the effect described by Lindzen and Nigam) is removed following the method used in Sobel and Neelin (2006), the asymmetric equilibria still exist (not shown).

The essential result here is that, in our model, atmospheric processes alone contain symmetry-breaking mechanisms. Both the symmetry breaking and multiple equilibria are ascribable neither to cloud-radiative nor coupled ocean feedbacks, as neither is present in the model.

b. How is the position of the ITCZ determined?

1) Atmospheric processes controlling \( Y_p \) in equilibrium

To better understand the behavior of the model, we study the symmetric and asymmetric equilibria for \( k = 0.6 \). First, in equilibrium, we can study how the different terms of Eq. (13) equilibrate to determine the position of the precipitation maximum. In the symmetric equilibrium, all the terms are zero for reasons of symmetry. Figure 3a shows the different contributions in the asymmetric equilibrium, and Fig. 3b decomposes the advective term into its four components. In our model, the location of the asymmetric precipitation maximum results primarily from the balance between advection, which tends to promote convection away from the equator, and diffusion, which tends to promote it closer to the equator (Fig. 3a). The contribution of surface fluxes is much smaller than either advection or diffusion and tends to bring the precipitation maximum closer to the SST maximum at the equator. The contribution of radiation and mixing at the top of the ABL are negligible. The contribution of diffusion is proportional to the third latitudinal derivative of the precipitation (or \( \mathcal{E} \)). We can see from Fig. 2b that the precipitation decreases faster poleward of its maximum than it does equatorward. This results in part from the
SST being cooler poleward of \( y_p \) than equatorward of \( y_p \); it corresponds to a negative third derivative of \( E \) and therefore to an equatorward pull on the ITCZ.

The advective contribution results from the competition of the vertical advection by the barotropic mode, which pushes the ITCZ away from the equator, and by the baroclinic mode, which pulls the ITCZ closer to the equator (Fig. 3b). This corresponds to a maximum in ABL convergence north of the maximum of precipitation, and a maximum of upper-troposphere divergence south of the maximum of convection. The contribution of horizontal advection is small.

2) ATMOSPHERIC FEEDBACKS TO PERTURBATION

We perform additional experiments in which the equilibria are perturbed in the initial conditions and study the return to equilibrium. As initial conditions, we use the equilibrium fields shifted northward by 1° latitude. This experiment is used as an example to illustrate some of the feedbacks at play in the return to equilibrium, but it does not amount to a comprehensive feedback survey: other perturbations might shed light on other feedbacks.

Figure 4 shows the time evolution of the perturbation in the location of maximum precipitation \( \delta y_p = y_p - y_p^{eq} \) for both the symmetric and asymmetric equilibria. In both cases, the return to equilibrium is not monotonic: the perturbation starts to grow in the first few days before it decreases and eventually changes sign before disappearing. This shows that some damped oscillatory modes are excited by the chosen perturbation. We do not describe these modes; instead, we focus on the interplay between processes during the return to equilibrium.

Figure 5a shows the contributions to the movement of the precipitation maximum, that is, the different terms in Eq. (14), in the symmetric case. The time evolution of the location of the precipitation maximum results primarily from the competition between advection (which tends to slow down the return to equilibrium) and diffusion (which drives the return to equilibrium). The surface fluxes constitute a third, small contribution and the other processes have a negligible impact. After the initial growth of \( \delta y_p \), the advective contribution results from the combination of barotropic and baroclinic vertical advection (Fig. 5b), and the relationship between these two terms changes with time.

Figure 6a shows the contributions to the movement of the precipitation maximum in the asymmetric case. Again, the time evolution of the location of the precipitation maximum results primarily from the competition between advection (which here drives the return to equilibrium) and diffusion (which tends to increase the perturbation). Again, the surface fluxes constitute a small contribution and the other processes have a negligible impact. Compared to the symmetric case, the diffusion and advection have opposite roles, and the magnitude of the contributions is about four times larger. The advective term results from opposing contributions: the barotropic and baroclinic vertical advections. The former drives the return to equilibrium, while the latter opposes it. The horizontal advective contributions are smaller terms.

In summary, it appears that, in these experiments, the effect of the large-scale circulation competes with the effect of the horizontal diffusion of moisture. The latter
was originally introduced by Sobel and Neelin (2006) on a somewhat ad hoc basis to improve the realism of the solutions, but they suggested that it might be viewed as standing in for horizontal moisture transport by transient eddies. The observationally based analysis of Peters et al. (2008) supports this interpretation, providing some basis for further study of these solutions despite the crudeness of the diffusivity as a modeling device. The dynamical contribution results from a partial cancellation between the vertical advection by the barotropic and the baroclinic modes. This shows that the vertical structure of the wind produced by the model is crucial to the existence of multiple equilibria. It seems interesting to investigate the sensitivity of our results to the imposed wind profile \( V \). This profile is linked to the perturbation temperature profile \( a_1 \) (that is also, by construction, the imposed heating profile). We can therefore study the sensitivity of our model to \( a_1 \). Doing so, the sensitivity that we investigate is not restricted to that of the profile of the wind but also includes all the effects of the sensitivity to the temperature profile.

c. Sensitivity to the temperature profile

To investigate this sensitivity we choose to modify the temperature profile by increasing and decreasing the variations of \( a_1 \) with altitude while keeping the general shape of the profile. We replace \( a_1(p) \) by the following profile, \( a_1^l(p) \):

\[
a_1^l(p) = a_1(p_e) + l \times (a_1(p_e) - a_1(p_e)),
\]

where \( l \) is systematically varied between 0 and 2, with \( l = 1 \) being the control value. As examples, Fig. A1 shows \( a_1^l(p) \) for \( l = 0 \) and \( l = 1.5 \), as well as the corresponding horizontal and vertical wind profiles.

Figure 7 shows the location of the precipitation maximum in equilibrium as a function of the parameter \( l \) (\( k \) is still set to 0.6). It appears that a stable asymmetric equilibrium exists only for a limited range of \( l \) (0.67 to 1.07). Furthermore, the location of the precipitation maximum is very sensitive to \( l \): the latitude of the precipitation maximum is multiplied by a factor of 3 within this limited range. By comparison, the symmetric equilibrium is stable for a larger range of \( l \) (0 to 1.45).

Some elements of interpretation can be provided for the increase of the latitude of maximum precipitation with \( l \). The larger \( l \), the more top heavy the heating profile and the wind profile; increasing \( l \) thus yields more efficient vertical advections \( \text{adv}^0_V \) and \( \text{adv}^1_V \) for given barotropic and baroclinic divergences. This increases the influence of advection that, as a whole, tends to move the ITCZ poleward (see Fig. 3a). Because of the very intricate feedbacks at play, we do not understand well how the competition between baroclinic and barotropic vertical advections plays out to yield this response that is in line with the influence of advection in the control case.

This result is reminiscent of earlier GCM studies in which the role of the stratification was shown to be essential to the position of the ITCZ (Numaguti 1993) and in which the ITCZ dynamics were shown to be sensitive to the parameterization of convection (Numaguti 1993; Chao and Chen 2004; Frierson 2007). Different convective schemes yield different heating profiles, and changing
the parameterization of convection therefore changes the regime of Hadley circulation that can be simulated by the GCM in a similar way as changing the vertical structure of the temperature perturbation in our simple model. A recent experiment (Bacmeister et al. 2006) showed that increasing rain reevaporation reduces the double-ITCZ bias in the NASA GEOS GCM. We can speculate that rain reevaporation reduces the heating in the midtroposphere, therefore increasing the top-heaviness of the convective heating profile. The sensitivity of this GCM might result from the same mechanisms as in our simple model.

d. Free-tropospheric humidity–convection feedback

1) SENSITIVITY STUDY

The expression (2) of the convective available potential energy $E$ shows that convection is sensitive to the ABL moist static energy and the free-tropospheric humidity and temperature. The coefficients controlling these sensitivities are a function of the averaged perturbation profiles and critical profiles [see Eq. (A26)]. In the model, the sensitivity of convection to free-tropospheric humidity is due to downdraft effects that ventilate and dry the ABL. In nature, a large part of this sensitivity is also associated to the entrainment of midtropospheric environment air into updrafts, diluting their water vapor content.

We can vary this sensitivity systematically to understand the role of the free-tropospheric humidity–convection feedback in the existence of multiple equilibria. To do so, we vary $E_q$ keeping it arbitrarily proportional to its control value:

$$E_q = \lambda E_{q,\text{control}},$$

where $\lambda$ is a free parameter. Increasing $\lambda$ increases the impact of ambient free-tropospheric humidity on the convection and therefore tends to amplify the positive free-tropospheric moisture–convection feedback.

Figure 8 shows the sensitivity of the position of the ITCZ in the symmetric and asymmetric equilibria to varying $\lambda$. It appears that weakening the moisture–convection feedback (i.e., decreasing $\lambda$) reduces the asymmetry of the asymmetric equilibrium: the ITCZ gets closer to the equator. For $\lambda$ smaller than a critical value $\lambda_c \approx 0.71$, the asymmetric equilibrium collapses to the symmetric equilibrium. The existence of the asymmetric equilibrium therefore requires a sufficiently strong link between convection and free-tropospheric humidity.

To better understand the bifurcation and the feedbacks that allow the asymmetric equilibrium to arise, we study the equilibria for $\lambda = 0.72$, close to the bifurcation. Figure 9a shows the precipitation for both the symmetric and the asymmetric equilibria. The two equilibria are very similar and exhibit one ITCZ surrounded by dry regions. The fundamental difference between the two is that there is a region of suppressed convection in the asymmetric equilibrium, while the symmetric-equilibrium precipitation is positive everywhere in the tropics. In the asymmetric equilibrium, the suppressed convection...
in the southern tropics is associated with a northward shift of the precipitation pattern compared to the symmetric equilibrium.

Thinking of the symmetric equilibrium as a base state and of the asymmetric equilibrium as a perturbed state, we can investigate the difference between the two equilibria. Figure 9b shows the difference in convective available potential energy \( E \) between the asymmetric and symmetric equilibrium and the contributions of the differences in \( q_1, q_b, T_1, \) and \( s_b \) to the difference in \( E \). It appears that the suppression of convection in a few atmospheric columns of the southern tropics corresponds to a steady, almost antisymmetric perturbation in \( E \). The difference in \( E \) is driven by the difference in free-tropospheric humidity \( q_1 \) that is somewhat compensated by the difference in ABL humidity \( q_b \). The differences in temperature are small, which can be explained by the tendency of the large-scale circulation to reduce gradients of free-tropospheric temperature in the tropics and by the fact that surface air temperature is closely tied to the SST. We will therefore focus on the differences in humidity between the two equilibria.

If the symmetric equilibrium is perturbed so that a nonprecipitating region appears, the free troposphere dries up and the ABL moistens in that region because convection moistens the free troposphere and dries up the ABL. While the first effect tends to maintain the suppression of precipitation, the latter effect tends to reestablish convection. The amplitude of the first, positive feedback is proportional to \( E_q \) and the amplitude of the second, negative feedback is proportional to \( E_b \). Therefore, in order to maintain the region of suppressed precipitation, convection has to be sensitive to free-tropospheric humidity, that is, \( \lambda \) has to be large enough, particularly compared to its sensitivity to ABL humidity.

Further study of the thermodynamic budgets shows that the main terms in these budgets are vertical advection (with both baroclinic and barotropic components) and diffusion (not shown). The ABL divergence actually decreases in the region of suppressed convection in the asymmetric equilibrium partly owing to gradients of ABL temperature, and the response of the barotropic wind therefore tends to reinitiate convection. Conversely, the baroclinic convergence increases, corresponding to a positive feedback for the suppression of convection. This suggests that the equilibria of each column in the region where convection is suppressed (or not) can be simulated in a column model as long as the large-scale vertical velocity can be parameterized. The weak temperature gradient (WTG) approximation is a method designed to parameterize the large-scale vertical velocity in a one-column framework (Sobel and Bretherton 2000). In the next section, we apply this framework to our model and compare our WTG model to the columns of the full model in the dry subtropical regions.

2) COMPARISON TO A WTG MODEL

In the WTG approximation, the free-tropospheric temperature gradients are assumed to be very small and the horizontal advection of dry static energy is neglected. The temperature is assumed to be fixed by large-scale circulation and gravity waves and, therefore, to be constant. The large-scale vertical velocity is assumed to exactly balance the heating term in the temperature or dry static energy equation, and that assumed vertical velocity then is used to compute the large-scale vertical advection of moisture. Sobel et al. (2007) showed that a single-column model under WTG can under some conditions have two equilibria, a rainy and dry one, with the initial conditions determining which one is reached. Similar behavior can occur in a limited-area cloud-resolving model with periodic horizontal boundary conditions under WTG (Sessions et al. 2010).

In a one-column WTG model, the horizontal advection of humidity or ABL dry static energy is imposed or parameterized (Sobel et al. 2007; Sobel and Bellon 2009; Raymond and Zeng 2005). Here, as a first approximation, we neglect it. The resulting equations for the WTG model used here are given in the appendix. In the QTCM2 framework, these five equations (continuity, and budgets of energy and water in the free troposphere and the ABL) have three prognostic variables \((q_1, q_b, \) and \( s_b)\) and three diagnostic variables \((V \cdot \nu_b, V \cdot \nu_1, \) and \( V \cdot \nu_b)\). The system is thus underconstrained, and one must prescribe one of the variables to compute the equilibrium of the system. Here, we choose to prescribe the ABL divergence \( V \cdot \nu_b \) (which is equivalent to prescribing \( V \cdot \nu_b \) because of the continuity equation). It can be argued that at least some portion of the ABL divergence responds directly to SST gradients via the Lindzen–Nigam mechanism. This occurs exclusively in the boundary layer and thus can be considered an external forcing from the point of view of a WTG single-column model, which parameterizes the vertical velocity only in the free troposphere (Sobel 2007). Sensitivity studies show that the existence of WTG equilibria is not sensitive to this divergence as long as it is positive.

Figure 10 shows the value of the precipitation at its tropical minimum in the equilibria of the axisymmetric model as a function of \( \lambda \). In the symmetric equilibrium, the subtropical precipitation minimum decreases with \( \lambda \) down to zero for \( \lambda > 0.85 \), and the asymmetric equilibrium appears with a zero-precipitation minimum \( \lambda > \lambda_c \). Figure 10 also shows the precipitation in the WTG model as a function of \( \lambda \), with the ABL divergence fixed to its value at the precipitation minimum in the axisymmetric
model for each value of $\lambda$. The column model captures the behavior of the axisymmetric model fairly well, exhibiting multiple equilibria with a convective equilibrium for $\lambda \leq 0.8$ and a nonconvective equilibrium for $\lambda \geq 0.6$. The main discrepancy is that the precipitation is larger in the WTG model than in the axisymmetric QTCM2. The existence of multiple (dry and precipitating) equilibria in WTG models has been established in Sobel et al. (2007). Here, we observe that multiple equilibria of the global circulation in an axisymmetric model appear to be directly related to analogous multiple equilibria of the single column. We are not aware of other instances in which multiple equilibria of a spatially distributed dynamical system can be mapped onto multiple equilibria of a local approximation to that system at a single (albeit well-chosen) point. This result may perhaps be of some mathematical interest. In any case, it provides motivation for further study of the single-column WTG system.

e. Single and double ITCZ

Finally, we investigate the possible relevance of the multiple equilibria of the Hadley circulation on the problems of its simulation in the eastern Pacific. We perform two further simulations with a minimum of SST on the equator, a latitudinal distribution similar to the eastern Pacific SST. In practice, we use the latitudinal distribution defined by Eq. (1) with $k = 0.6$, to which an additional term, $-\delta T_s \cos([\pi/2]y/y_{mc})$, is added for $-y_{mc} < y < y_{mc}$, with $\delta T_s = 3$ K and $y_{mc} = 500$ km; this SST latitudinal distribution is illustrated in Fig. 1. As initial conditions, we use the symmetric and axisymmetric equilibria obtained with the original latitudinal distribution with $k = 0.6$. The two simulations reach distinct steady states. Figure 11 displays the steady-state precipitation in both cases. The symmetric initial conditions lead to an asymmetric equilibrium somewhat similar to the initial conditions, with one ITCZ around $10^\circ$N.

The differences between these multiple equilibria appear like a caricature of the discrepancy between the observed, asymmetric annual mean distribution of precipitation and its almost-symmetric simulation by GCMs. Our results suggest that the atmospheric component of the double-ITCZ syndrome could be interpreted as a misrepresentation of the atmospheric feedbacks that control the precipitation regimes, yielding a more symmetric regime in the GCMs compared to the real atmosphere–ocean system.

Attempts to mitigate the double-ITCZ bias have shown promises in changes of the convective parameterization (Zhang and Wang 2006) and changes in some parameters of existing parameterizations such as the lateral entrainment, reevaporation, or precipitation efficiency parameters (Terray 1998; Bacmeister et al. 2006; Li et al. 2007). These changes are a way to modify the feedbacks between humidity and parameterized convection and to modify the vertical profile of diabatic heating, hence that

![Fig. 10. (left) Subtropical precipitation minimum in the axisymmetric QTCM2 in the symmetric and asymmetric equilibria and (right) precipitation in the convective and nonconvective equilibria of the WTG model as a function of $\lambda$.](image1.png)

![Fig. 11. Precipitation in the symmetric (dashed) and asymmetric (solid) equilibria for a latitudinal distribution with a relative minimum at the equator.](image2.png)
of the wind. The previous sections show the importance of these factors in determining the regime of Hadley circulation and in controlling the position (and number) of ITCZ(s).

In particular, recent experiments using cloud-resolving models have shown that lateral entrainment in clouds is larger than previously expected (Kuang and Bretherton 2006), and its underestimation by current parameterizations of the convection results in a weak sensitivity of the parameterized convection to the free-tropospheric humidity (Derbyshire et al. 2004). In our model, decreasing the sensitivity of convection to free-tropospheric humidity can suppress the asymmetric equilibrium. For example, in the case of a relative SST minimum at the equator, this equilibrium disappears for $T_h' < \lambda_c T_{\text{control}}$ with $\lambda_c \approx 0.92$, and only the double-ITCZ equilibrium remains. The underestimation of this sensitivity in the GCMs might help explain why symmetric double-ITCZ solutions are sustained during longer periods in the models compared to observations.

4. Summary and discussion

We have used an axisymmetric model of the atmosphere with a truncated vertical structure in an aquaplanet configuration to show that the interaction of dynamics and convection can break the symmetry of the Hadley circulation and account for the existence of an off-equatorial ITCZ, even over an equatorially symmetric SST distribution. Our model exhibits multiple equilibria: one equilibrium with an ITCZ over the equator and two equilibria with an off-equatorial ITCZ; these two asymmetric equilibria are mirror images of each other with respect to the equator. If a relative minimum of SST is added on the equator, the symmetric equilibrium exhibits a double ITCZ while the asymmetric equilibria are almost unchanged.

It appears that dynamical feedbacks are crucial to maintaining an off-equatorial ITCZ in the axisymmetric case. In particular, frictional convergence does provide humidity to the ITCZ. In this respect, the mechanisms at play in our model are somewhat similar to the mechanisms at play in the frictional CISK mechanism. Our model is not a “CISK model” in that the convective closure is based on quasi equilibrium; the closure involves adjustment of the temperature and humidity profiles, rather than explicitly depending on moisture convergence. As a result, the model can behave in ways inconsistent with classical CISK theory. For example, in one of our experiments we shift the off-equatorial ITCZ northward, and the ABL convergence is a negative rather than positive feedback; it drives the return back to equilibrium rather than sustaining the northward shift. Another property that one might perhaps associate with CISK is the tendency for a negative gross moist stability so that regions of high moist static energy tend to import moist static energy, sustaining themselves without aid of surface fluxes or radiation. A negative gross moist stability sometimes, although not consistently, occurs in the ITCZ in our results (not shown): generally we have not found the multiple equilibria described here to be easily understood in terms of the moist static energy budget.

We further investigated the processes and feedbacks that explain the existence and stability of these equilibria. It appears that the vertical profile of the wind and that of the diabatic heating are crucial to the existence and stability of the asymmetric equilibria. Furthermore, it appears that the convection has to be quite sensitive to the free-tropospheric ambient moisture to sustain an asymmetric equilibrium. Various studies showed that the ITCZ regime in GCMs is sensitive to the parameterization of convection (Hess et al. 1993) and that the double-ITCZ bias can be mitigated by introduction of a new convective scheme (Zhang and Wang 2006) or by changes in the parameters of a given parameterization (Terray 1998; Bacmeister et al. 2006; Li et al. 2007). Also, the current parameterizations exhibit a weak sensitivity to the free-tropospheric humidity compared to cloud-resolving models (Derbyshire et al. 2004). Improving the parameterizations of convection, particularly in large-scale conditions typical of eastern tropical basins, still seems to hold some promise of cure to the double-ITCZ syndrome.

The multiple equilibria of the full model appear to be directly related to multiple equilibria of atmospheric columns in the dry subtropical regions, as described by a single-column model run using the weak temperature gradient (WTG) approximation at the point of the local tropical precipitation minimum. This indicates that the interaction between convection and large-scale dynamics essential to the existence of the multiple equilibria in the full model can be captured by the local, reduced-dimension approximation embodied by the WTG single-column model. This would seem to make the single-column multiple equilibria (in this model and others) worthy of further study.

The existence of multiple equilibria in our simple model as well as in GCM simulations (Chao and Chen 2004; Barsugli et al. 2005) calls for a systematic investigation of the response of our community’s models in aquaplanet configuration to various SST latitudinal distributions. The Aqua-Planet Experiment (APE) (Neale and Hoskins 2000) follows such an approach. Careful analysis of such simulations in a number of models might allow our community to better understand the feedbacks
at play in the control of the model tropical convergence zones and suggest solutions to the associated biases in the complete models.
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APPENDIX

Model Description

a. Vertical profiles

In the QTCM2, the temperature and humidity are expressed in energy units; that is, temperature in kelvin multiplied by the heat capacity of air at constant pressure $C_p$ and specific humidity (in kg kg$^{-1}$) multiplied by the latent heat of vaporization $L_v$. Also, note that the model is presented here in the axisymmetric version used in the present study: the variables do not vary with longitude.

In the free troposphere, the horizontal wind $\mathbf{v} = (u, v)$, temperature $T$, and humidity $q$ are expressed as follows:

$$ \mathbf{v}(y, p, t) = V_0(p)\mathbf{v}_0(y, t) + V_1(p)\mathbf{v}_1(y, t), $$

$$ T(y, p, t) = T_r(p) + a_1(p)T_1(y, t), $$

and

$$ q(y, p, t) = q_r(p) + b_1(p)q_1(y, t) \quad (A1) $$

for $p_t < p < p_c$, where $p_t$ ($p_c$) is the pressure at the tropopause (top of the ABL); $T_r(p)$ and $q_r(p)$ are reference profiles [$T_r(p) \text{ follows a moist adiabat}$], $b_1(p)$ is the perturbation structure function for humidity, and the perturbation structure function for temperature $a_1(p)$ is the perturbation of the moist adiabat up to 280 mb, above which cold top effects (Holloway and Neelin 2007) are considered to reduce the perturbation. These free-tropospheric reference profiles are the same as in QTCM1 (Zeng et al. 2000) but modified to begin at the top of the ABL rather than at the nominal surface. The profile for barotropic velocity $V_0(p)$ is constant in pressure: $V_0(p) = 1$. The profile for baroclinic velocity $V_1(p)$ is constructed to be consistent with $a_1$, assuming that the pressure gradient force obtained from $a_1$ by hydrostatic balance has the same vertical structure as the other linear terms in the momentum equation. Figure A1 shows the perturbation profiles $a_1$ and $b_1$ and the wind profile $V_1$.

To ensure mass continuity, the vertical velocity can be written

$$ \omega(y, p, t) = -\Omega_0(p)\mathbf{v}_0(y, t) - \Omega_1(p)\mathbf{v}_1(y, t), \quad (A2) $$

where

$$ \Omega_1(p) = \int_{p_t}^p V_1(p) \, dp, \quad p_t < p < p_c; \quad (A3) $$

The $V_0$ expression gives $\Omega_0(p) = p - p_t$ and, because $V_1$ represents the baroclinic mode, $\Omega_1(p_c) = 0$. $\Omega_1$ is shown in Fig. A1.

The ABL is considered well mixed. There, $\mathbf{v}$, $q$, and the dry static energy $s$ are expressed

$$ \mathbf{v}(y, p, t) = \mathbf{v}_b(y, t), $$

$$ s(y, p, t) = s_{rb} + s_b(y, t), $$

FIG. A1. Free-tropospheric basis functions for temperature $a_1$ and humidity $b_1$, horizontal wind $V_1$, and vertical wind $\Omega_1$ (solid); $a_1$ and the corresponding momentum functions $V_1$ and $\Omega_1$ are shown for $l = 0$ (dash–dotted) and for $l = 1.5$ (dashed).
and

\[ q(y, p, t) = q_{rb} + q_b(y, t) \tag{A4} \]

for \( p_e < p < p_s \), where \( p_s \) is the pressure at the surface; \( s_{rb} \) and \( q_{rb} \) are reference values for ABL dry static energy and specific humidity. The temperature follows a dry adiabat and can therefore be computed from \( s \).

### b. Model equations

The model continuity equation can be reduced to a simple expression: at \( p_e \), we have \( \omega(y, p_e, t) = \rho_0 - p_e \nabla \cdot \mathbf{v}_0(y, t) = \rho_0 - p_e \nabla \cdot \mathbf{v}_0(y, t) \), which yields

\[ p_F V \cdot \mathbf{v}_0(y, t) = -p_F V \cdot \mathbf{v}_0(y, t), \tag{A5} \]

where \( p_F = p_e - p_s \) is the depth of the free troposphere and \( p_B = p_s - p_e \) is the depth of the ABL. Furthermore, since the model is axisymmetric, \( \nabla \cdot \mathbf{v} = \partial \mathbf{v} \). By integrating from the extremity of the domain (the equatorial \( \beta \) plane’s “pole”) we can further write

\[ \mu_y(y, t) = -v_0(y, t) \tag{A6} \]

with \( \mu = p_B/p_F \).

For the free troposphere, we assume the vertical structures described above and perform vertical integrations to obtain the model equations, essentially a low-order Galerkin truncation. The model temperature, moisture, and barotropic momentum equations are obtained by vertical averaging of the respective three-dimensional equations over the free troposphere for those variables, while the baroclinic equation is obtained by first multiplying the momentum equation by \( V_1(p) \) and then averaging. The equations can be written in either flux or advective form with no significant consequence. As in Sobel and Neelin (2006), we write the equations for the boundary layer variables and the free-tropospheric barotropic velocity in flux form, while we write the equations for free-tropospheric temperature, moisture, and baroclinic velocity in advective form.

The resulting free-tropospheric temperature and moisture equations are

\[ \langle a_1^T \{ \partial_t T_1 + \mathbf{v}_0 \cdot \nabla T_1 \} + (M_{q0} + s_e - s_i) \nabla \cdot \mathbf{v}_0 \]

\[ + \langle a_1 V_1^F \nabla \cdot \mathbf{v}_1 \cdot \nabla T_1 \rangle + M_{q1} \mathbf{v} \cdot \mathbf{v}_1 = \langle Q_c^F + Q_{q}^F \right. \]

\[ + (s_{rb} + s_b - s_e) \tau_m^{-1} + \langle a_1^T k_q \nabla^2 T_1 \rangle \tag{A7} \]

and

\[ \langle b_1^T \{ \partial_t q_1 + \mathbf{v}_0 \cdot \nabla q_1 \} + (M_{q0} - q_e + q_1) \nabla \cdot \mathbf{v}_0 \]

\[ + \langle b_1 V_1^F \nabla \cdot \mathbf{v}_1 - M_{q1} \mathbf{v} \cdot \mathbf{v}_1 \]

\[ = \langle Q_q^F + (q_{rb} + q_b - q_s) \tau_m^{-1} + \langle b_1^T k_q \nabla^2 q_1 \rangle \tag{A8} \]

where \( \langle \cdot \rangle^F \) indicates the free-tropospheric average; subscript \( e \) indicates the total value just above ABL top and superscript \( \dagger \) the value used to calculate the vertical flux at the boundary layer top; \( Q_c, Q_q, \) and \( Q_R \) are, respectively, the convective heating, convective moistening, and radiative heating; the term in \( \tau_m^{-1} \) accounts for mixing at the top of the boundary layer; and \( k_q \) is the horizontal diffusivity coefficient for humidity and temperature. We have further defined the gross dry static stabilities and gross moisture stratifications for each mode:

\[
M_{q0} = M_{sq0} + M_{q1} T_1
\]

\[ = -\langle \Omega \partial_{p^*} T_1 \rangle^F - \langle \Omega_i \partial_{p^*} \rangle^F T_1, \tag{A9} \]

\[ M_{q1} = M_{sq1} + M_{q1} \langle \Omega_i \partial_{p^*} q_1 \rangle^F + \langle \Omega_i \partial_{p^*} b_1^\dagger q_1, \tag{A9} \]

where the index \( i \) can be either 0 or 1.

The equations for barotropic and baroclinic velocities are

\[ \partial_t \mathbf{v}_0 + \nabla \cdot (\mathbf{v}_0 \mathbf{v}_0) + \langle V_2^F \nabla \cdot (V_1 \mathbf{v}_1) \rangle - (\nabla \cdot \mathbf{v}_0) \mathbf{v}_1^\dagger \]

\[ + f k \times \mathbf{v}_0 = -\nabla (\kappa a_1^{i*} \tau_m + \kappa \langle a_1^T \rangle^T T_1 + \phi_s) \]

\[ + (\mathbf{v}_b - \mathbf{v}_e) \tau_m^{-1} + k_v \nabla^2 \mathbf{v}_0 \] \tag{A10}

and

\[ \phi_s \] is the surface geopotential, \( k_v \) is the horizontal diffusivity coefficient for momentum, and \( e_i \) is a coefficient that accounts for vertical mixing by small eddies. We
have also introduced the notational shorthand $V_{1e} = V_1(p_e)$. The coefficients $a_{b}^{+e}$ and $a_{i}^{e}$ come from integrating temperature to obtain the geopotential using hydrostatic balance, and are defined by

$$a_{b}^{+e} = \int_{p}^{p_f} a_{b}^{e} dp = a_{b}^{e}(p_e);$$

$$a_{i}^{e}(p) = \int_{p}^{p_f} a_{i}^{e}(p') dp.$$  \hspace{1cm} (A12)

For the boundary layer, the procedure is essentially the same, but simpler, as each variable has only one mode, and each prognostic variable $q, s, v$ is assumed uniform on the vertical. We thus have the following equations for ABL dry static energy and specific humidity:

$$\partial_{t} s_{b} + \mathbf{V} \cdot [s_{b}(s_{rh} + s_{b})] - s_{b} \mathbf{V} \cdot \mathbf{v}_{b} = \frac{g}{p_{B}} H + \langle Q_{R} \rangle^{b}$$

$$+ \langle Q_{e} \rangle^{b} - \frac{s_{rh} + s_{b} - s_{e}}{\mu \tau_{m}} + k_{q} \nabla^{2} s_{b},$$ \hspace{1cm} (A13)

and

$$\partial_{t} q_{b} + \mathbf{V} \cdot [q_{b}(q_{rh} + q_{b})] - q_{b} \mathbf{V} \cdot \mathbf{v}_{b} = \frac{g}{p_{B}} E + \langle Q_{q} \rangle^{b}$$

$$+ \langle Q_{e} \rangle^{b} - \frac{q_{rh} + q_{b} - q_{e}}{\mu \tau_{m}} + k_{q} \nabla^{2} q_{b},$$ \hspace{1cm} (A14)

where $E$ and $H$ are the surface fluxes of latent and sensible heat, respectively, and $\langle \cdot \rangle^{b}$ indicates averaging over the boundary layer.

The ABL velocity obeys

$$\partial_{t} \mathbf{v}_{b} + \mathbf{V} \cdot (\mathbf{v}_{b} \mathbf{v}_{b}) - \mathbf{v}^{\dagger} \mathbf{V} \cdot \mathbf{v}_{b} + f k \times \mathbf{v}_{b} = -\mathbf{V}(\langle a_{b}^{e} \rangle^{b} s_{b}$$

$$+ \phi_{e}) - (\mathbf{v}_{b} - \mathbf{v}) (\mu \tau_{m})^{-1} - \epsilon_{b} \mathbf{v}_{b} + k_{v} \nabla^{2} \mathbf{v}_{b},$$ \hspace{1cm} (A15)

where $\epsilon_{b}$ is a surface drag coefficient. The coefficient of the baroclinic ABL geopotential contribution $\langle a_{b}^{e} \rangle^{b}$ results from the integration of the hydrostatic equation to obtain the geopotential:

$$\langle a_{b}^{e} \rangle^{b} = \frac{g}{p_{B}} \int_{p}^{p_f} \int_{p}^{p_f} a_{b}^{e} dp dp.$$ \hspace{1cm} (A16)

Terms involving $\mathbf{v}^{\dagger}, q^{\dagger},$ or $s^{\dagger}$ represent vertical advective fluxes at the ABL top. We choose to use an upwind formulation of these terms:

$$X_{\dagger} = \begin{cases} X_{b} + X_{b} & \text{if } \mathbf{V} \cdot \mathbf{v}_{b} < 0 \\
X_{e} & \text{if } \mathbf{V} \cdot \mathbf{v}_{b} > 0 \end{cases}$$

with $X = s, q$, or $\mathbf{v}$ ($\mathbf{v}_{b} = 0$).

Using the continuity equation [Eq. (A6)], the surface geopotential gradient $\partial_{y} \phi_{e}$ can be diagnosed by adding the meridional components of Eqs. (A10) and (A15) weighted by the depth of the corresponding layer. The resulting expression for the surface geopotential is

$$(1 + \mu) \partial_{y} \phi_{e} = -\kappa \partial_{y} [ \langle a_{b}^{e} \rangle^{b} + a_{b}^{+e} s_{b} + \langle a_{i}^{e} \rangle^{F} T_{1} ]$$

$$- f (\mu u_{0} + u_{0}) - \epsilon_{s} \mu q_{b} - \mu (1 + \mu) \partial_{y} (v_{0}^{2}) - \langle V_{1}^{2} \rangle^{F} \partial_{y} (v_{1}^{2}).$$ \hspace{1cm} (A17)

In practice, Eq. (A17) is used with Eq. (A15) to compute $v_{b}$, and $v_{0}$ is diagnosed from $v_{b}$ using the continuity equation [Eq. (A6)].

c. Model physics

CONVECTION

The convective heating and moistening $\langle Q_{e} \rangle^{F}, \langle Q_{q} \rangle^{b},$ and $\langle Q_{b} \rangle^{b}$ are parameterized using the Betts–Miller scheme (Betts 1986; Betts and Miller 1986) as implemented in the prototype QTCM2 (Sobel and Neelin 2006). In the Betts–Miller scheme, precipitation is proportional to the convective available potential energy $\mathcal{E}$ if the latter is positive, and is zero otherwise. Here $\mathcal{E}$ is the column-integrated difference between a critical temperature profile and the actual temperature profile. When convection occurs, the temperature relaxes toward the critical profile, and humidity relaxes toward an empirically defined critical profile as well. These critical profiles are defined as follows:

$$T^{c}(p) = T^{c}_{i}(p) + A_{1}(p)(h_{b} + \delta h_{b})$$ \hspace{1cm} (A18)

and

$$q^{c}(p) = q^{c}_{i}(p) + B_{1}(p)(h_{b} + \delta h_{b}),$$ \hspace{1cm} (A19)

where $h_{b} = s_{b} + q_{b}$ and $\delta h_{b} (<0)$ is an adjustment variable that allows energy conservation and some downdraft effects. The critical profile of temperature follows a moist adiabat starting at the surface with a moist static energy $h_{b} + \delta h_{b}$ inferior to the ambient $h_{0}$ due to downdraft effects; $T_{i}^{c}$ and $A_{1}$ are therefore identical to the projection profiles: $T_{i}^{c} = T_{r}$ and $A_{1} = a_{1}$. Here, as in previous studies using the same model (Sobel and Neelin 2006; Bellon and Sobel 2008a,b; Bellon et al. 2008), the critical humidity profiles are taken identical to the basic profiles as well: $q_{c}^{c} = q_{r}$, and $B_{1} = b_{1}$.

This yields the following expression for the convective available potential energy:

$$\mathcal{E} = g^{-1}(p_{F} A_{1})^{F}(h_{b} + \delta h_{b}) - \langle q_{i} \rangle^{F} T_{1} + p_{B} \sigma \delta h_{b}).$$ \hspace{1cm} (A20)
where $\sigma$ is a parameter that partitions $\delta h_b$ in its temperature component $\alpha \delta h_b$ and its moisture component $(1 - \sigma) \delta h_b$. Here $\sigma$ therefore also partitions the convective cooling and drying in the boundary layer.

The convective contributions to the energy and water budgets are

\[
\langle Q_p \rangle^b = \mathcal{E} \varepsilon \left[ \langle A_i \rangle^F (h_b + \delta h_b) - \langle a_i \rangle^F T_1 \right],
\]

\[
\langle Q_q \rangle^b = \mathcal{E} \varepsilon \left[ \langle B_i \rangle^F (h_b + \delta h_b) - \langle b_i \rangle^F q_1 \right],
\]

\[
\langle Q_c \rangle^b = \mathcal{E} \varepsilon \sigma \delta h_b,
\]

and

\[
\langle Q_q \rangle^b = \mathcal{E} \varepsilon (1 - \sigma) \delta h_b,
\]

where $\varepsilon = \tau_c^{-1}$ is a large damping rate for the dissipation of buoyancy by convection and $\mathcal{E}$ is the Heaviside step function [$\mathcal{E}(x) = 0$ if $x < 0$, $\mathcal{E}(x) = 1$ if $x > 0$].

To obtain $\delta h_b$, we apply the energy constraint that the net moisture loss must equal the net (dry) enthalpy gain:

\[
p_B (\langle Q_c \rangle^b + \langle Q_q \rangle^b) + p_F (\langle Q_c \rangle^F + \langle Q_q \rangle^F) = 0,
\]

which yields the following expression for $\delta h_b$:

\[
\delta h_b = \frac{1}{\mu + \langle A_i \rangle^F + \langle B_i \rangle^F} \left[ -\langle A_i \rangle^F + \langle B_i \rangle^F h_b + \langle a_i \rangle^F T_1 + \langle b_i \rangle^F q_1 \right].
\]

Condensed water is considered to precipitate immediately, and the precipitation $P$ (in W m$^{-2}$) is therefore

\[
P = -g^{-1} (p_B \langle Q_q \rangle^b + p_F \langle Q_q \rangle^F) = g^{-1} (p_B \langle Q_q \rangle^b + p_F \langle Q_q \rangle^F) = \varepsilon \mathcal{E} \\varepsilon \mathcal{E},
\]

Also, combining Eqs. (A20) and (A23), we can be written as a linear function of $h_b, q_1$, and $T_1$:

\[
\mathcal{T} = \mathcal{T}_b h_b + \mathcal{T}_q q_1 + \mathcal{T}_T T_1
\]

with

\[
\mathcal{T}_b = \frac{p_B \langle A_i \rangle^F (1 - \sigma) - \langle B_i \rangle^F \sigma}{\mu + \langle A_i \rangle^F + \langle B_i \rangle^F},
\]

\[
\mathcal{T}_q = \frac{p_F \langle B_i \rangle^F \langle A_i \rangle^F + \mu \sigma}{\mu + \langle A_i \rangle^F + \langle B_i \rangle^F},
\]

and

\[
\mathcal{T}_T = -\frac{p_F \langle A_i \rangle^F \langle B_i \rangle^F + \mu (1 - \sigma)}{\mu + \langle A_i \rangle^F + \langle B_i \rangle^F}.
\]
The model is integrated over a domain of 20 000 km (10 000 km in each hemisphere), with a time step of 1 min and a spatial resolution of 50 km (400 grid points). As 1° latitude roughly equals 100 km, the latitude will be either given in degrees or kilometers. Increasing the temporal and spatial resolutions does not significantly alter the results. The model is integrated in time until it reaches a steady state (as determined by simple inspection).

Table A1 shows the parameters used in the present study, which are very similar to the parameters used in Sobel and Neelin (2006).

f. WTG model

In the WTG approximation, the temperature is assumed to be fixed by large-scale circulation and gravity waves that reduce the temperature gradients. The tendency and horizontal advection of dry energy are neglected. Here, as a first approximation, we neglect the horizontal advection of humidity because it is a small term in the axisymmetric model in the subtropical region of interest. Neglecting the diffusion tends to push the model in a chaotic regime so the diffusion is replaced by a relaxation toward a reference state with a time scale of $\epsilon^{-1} = 5$ days. Using these simplifications, the free-tropospheric budgets of energy and water can be simplified as follows:

$$(M_{s0} + s_e - s^3)\mathbf{v} \cdot \mathbf{v}_0 + M_{s1} \mathbf{v} \cdot \mathbf{v}_1 = \langle Q_c \rangle^F + \langle Q_b \rangle^F + (s_{rb} + s_b - s_e)\tau_m^1 - \epsilon T_1$$  \hspace{1cm} (A32)$$

and

$$\langle h_1 \rangle^F \partial_t q_1 - (M_{q0} - q_e + q^3)\mathbf{v} \cdot \mathbf{v}_0 - M_{q1} \mathbf{v} \cdot \mathbf{v}_1 = \langle Q_q \rangle^F + (q_{rb} + q_b - q_e)\tau_m^1 - \epsilon q_1.$$  \hspace{1cm} (A33)$$

The ABL budgets can also be simplified:

$$\partial_t s_b + (s_{rb} + s_b - s^3)\mathbf{v} \cdot \mathbf{v}_b = \frac{g}{\rho_B} H + \langle Q_R \rangle^b + \langle Q_c \rangle^b$$

$$- \frac{s_{rb} + s_b - s_e}{\mu \tau_m} - \epsilon s_b$$  \hspace{1cm} (A34)$$

and

$$\partial_t q_b + (q_{rb} + q_b - q^3)\mathbf{v} \cdot \mathbf{v}_b = \frac{g}{\rho_B} E + \langle Q_q \rangle^b$$

$$- \frac{q_{rb} + q_b - q_e}{\mu \tau_m} - \epsilon q_b.$$  \hspace{1cm} (A35)$$

The continuity equation (A6) can be used to relate the barotropic and the ABL divergence:

$$\mu \nabla \mathbf{v}_b = -\nabla \mathbf{v}_0.$$  \hspace{1cm} (A36)
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