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ABSTRACT

Although it is critical to assess the accuracy of attribution studies, the fraction of attributable risk (FAR) cannot be directly assessed from observations since it involves the probability of an event in a world that did not happen, the “natural” world where there was no human influence on climate. Instead, reliability diagrams (usually used to compare probabilistic forecasts to the observed frequencies of events) have been used to assess climate simulations employed for attribution and by inference to evaluate the attribution study itself. The Brier score summarizes this assessment of a model by the reliability diagram. By constructing a modeling framework where the true FAR is already known, this paper shows that Brier scores are correlated to the accuracy of a climate model ensemble’s calculation of FAR, although only weakly. This weakness exists because the diagram does not account for accuracy of simulations of the natural world. This is better represented by two reliability diagrams from early and late in the period of study, which would have, respectively, less and greater anthropogenic climate forcing. Two new methods are therefore proposed for assessing the accuracy of FAR, based on using the earlier observational period as a proxy for observations of the natural world. It is found that errors from model-based estimates of these observable quantities are strongly correlated with errors in the FAR estimated in the model framework. These methods thereby provide new observational estimates of the accuracy in FAR.

1. Introduction

Attribution is the process of evaluating the relative contributions of multiple causal factors to a change or event with an assignment of statistical confidence (Hegerl et al. 2010). By its nature, an attribution study requires some sort of model, statistically or physically based, in order to quantify how different factors could have contributed to an observed change. It is clear from this that the model must be evaluated to establish whether it is representative of the observed reality.

To do this, a range of model validation techniques have been included in attribution studies in the past, to assess the suitability of the simulation by comparing its properties to observations. These have included spectra of variability, distributions comparing the range of observed climatology to that of the models used, and reliability diagrams [examples of all these techniques can be found in Christidis et al. (2013)]. However, the use of the reliability diagram has at times been contentious, since its meaning to attribution is not fully understood. This paper aims to increase this understanding and advise on the best manner for its use.

a. Reliability diagrams and the Brier score

Reliability diagrams (Wilks 2011) were devised for seasonal forecasts to express the ability of probabilistic forecasts to reproduce the statistically observed frequency of observed events. To do this, they show observed climatological frequency of an event over a given threshold (e.g., above-average temperature or lower-decile rainfall) against its modeled or forecast probability, usually in a given season. Typically this is binned by forecast probability obtained across a model ensemble (Fig. 1, left), which then enables the observed fraction to be obtained over the whole climatology. However, using area-pooling techniques considering individual grid points in a homogeneous region (Lott et al. 2014), an unbinned diagram may also be produced (Fig. 1, right), with each point representing a different region and season. This technique has been employed in a number of previous studies (e.g., Annan and Hargreaves 2010; Van Oldenborgh et al. 2013),
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but here the method of Lott et al. (2014) is followed, which is summarized as follows:

1) Take the set of grid boxes within each study region and season as a data pool, as if each originated from a different ensemble member.

2) For the observations and for each model ensemble member, calculate the proportion of the region for which the event threshold is exceeded.

3) Calculate the mean proportion for all model ensemble members for that event. This is taken to represent the forecast probability of an event for locations in that region and season.

4) Plot the observed fraction of the region exceeding the threshold (representing its regional average frequency) against the modeled probability. This produces a figure with each point representing the studied region and season in each year.

The reliability of a forecast is indicated in these diagrams by how close the points lie to the 1:1 line. This may be summarized by a variety of statistics for different situations. For this study, the Brier score (Wilks 2011), calculated from the unbinned diagram, is chosen as a single figure to represent its reliability. As can be seen in Eq. (1.1), where \( k \) is the season of the year in question, \( n \) is the number of seasons per year, \( y \) is modeled probability, and \( o \) is observed frequency, it is essentially a mean-squared error, and therefore the score is better the closer it is to zero. (Note that the area-pool method changes the definition of the observed frequency, from what is usually a binary measure of whether the modeled event is observed to the fraction of the area in which the event is observed, assuming the homogeneity described above.) Unlike other statistics, Brier score does not need to be related to a model climatology. As will become clear, this is useful when applied to event attribution, as the climatology will often be changing with time:

\[
B = \frac{1}{n} \sum_{k=1}^{n} (y_k - o_k)^2.  \tag{1.1}
\]

**b. Event attribution**

Event attribution (Allen 2003; Stott et al. 2013) seeks to determine whether weather and climate events have been made more or less likely as a result of a given climate forcing. As with the reliability diagram, the event is defined as exceeding a given threshold. The forcing is most commonly that of human-induced climate change and will be examined as such from here on in. It considers not just the probability of an event happening in the actual world \( P_{\text{ALL}} \) (where all known external climate forcings, both natural and anthropogenic, are present) but also the probability of the same event happening in “the world that might have been” (i.e., that unaffected by anthropogenic climate change, where only natural forcings are present and whose probability is given by \( P_{\text{NAT}} \)). This is quantified using the fraction of attributable risk [FAR, or simply \( F \) in Eq. (1.2) and subsequent equations for brevity]:

\[
F = 1 - \frac{P_{\text{NAT}}}{P_{\text{ALL}}}. \tag{1.2}
\]

The common techniques to calculate these probabilities (Pall et al. 2011; Christidis et al. 2013; King et al. 2013) are to compare two different ensembles of modeled climate, simulating all forcings and the natural world, respectively, and count the fraction of those ensemble members in which that event manifests. Uncertainties on these values are either derived from bootstrapping.
from the model (Pall et al. 2011) or by comparison with other models (Lott et al. 2013; Christidis and Stott 2014). The problem with these techniques is that the observations only contribute through definition of the event (e.g., as a temperature or rainfall threshold) and through any bias correction undertaken. This means that estimates of uncertainties are always model based.

As described in the introduction, a range of model validation techniques have been included in event attribution studies to address this weakness by comparing various aspects of models to observations, including reliability diagrams. However, whether forecast reliability equates to attribution reliability has not previously been tested, and so the implications of such a diagram to the rest of the study are not fully understood. For example, while reliability for African climate prediction has been analyzed (Lott et al. 2014), its relationship to the positive attribution result of the East African drought of 2011 (Lott et al. 2013) has not yet been made clear (Lott et al. 2014). This is important because it has been argued that attribution does not require predictability because it is performed on past events (Christidis et al. 2013). Rather, an accurate, unbiased climatology in the worlds with and without human influence is thought to be required.

In seasonal forecasting, it has been found that realistic greenhouse gas forcings increase the reliability of probabilistic forecasts (Doblas-Reyes et al. 2006; Liniger et al. 2007) and that this is due to the presence of a trend (Scaife et al. 2009), which in some regions is the main contributor to predictability. It might be supposed that the presence or absence of this trend would make reliability a good indicator for the quality of attribution. However, seasonal forecasting does not have the same goal as attribution (i.e., to determine the probabilities with and without anthropogenic forcings, not just how much they or their associated variables have changed). Consequently, while a model’s ability to reliably estimate the probability of events in the world as observed \( P_{\text{ALL}} \) can be effectively compared with observations using techniques derived from seasonal forecasting (provided observations of such events exist), the probability of such an event in the counterfactual world of natural forcings only \( P_{\text{NAT}} \) has no direct observational comparison. How, then, does one evaluate an error in FAR, and how does one relate such errors to reliability diagrams? In the absence of a clear theory giving such a relationship, this paper attempts to address these gaps in knowledge in a quantitative and empirical manner.

2. Applicability of Brier score for assessing errors in FAR

To investigate whether the Brier score is related to errors in FAR, this study considers a perfect model experiment. In this experiment, “pseudo-observations” both of the actual world and the world that might have been are taken from a single pair of members of the model simulation ensemble. The same area-pool technique as that used in the reliability diagrams (Lott et al. 2014) may also be used to determine the probabilities that make up the FAR. By counting the proportion of grid boxes exceeding the event threshold for each world, analogs to \( P_{\text{NAT}} \) and \( P_{\text{ALL}} \) are obtained, and in turn a FAR can be calculated. If this pseudo-observational FAR (labeled \( F_{\text{pseudo}} \) in subsequent equations) is then compared to the estimate of the FAR in the rest of the ensemble, it becomes possible to calculate the error in the estimate of FAR using the model. This may then be compared to the Brier scores for the model runs in question.

To perform this experiment, the general circulation model from phase 5 of the Coupled Model Intercomparison Project (CMIP5) database (Taylor et al. 2011) with the largest number of members was selected. This was CSIRO Mk3.6.0 (Rotstayn et al. 2012), with 10 all-forcings members and 10 natural-forcings members. The first member was taken to be pseudo-observations, while the other members are used to represent normal “model” members. This constitutes a “perfect model” experiment, as the physics in the model perfectly match those found in the pseudo-observations, and differs only in its natural variability. It also does not include problems that might result from differing methods of measuring the observed variable. Thus it represents idealized conditions. The regions from the Special Report on Managing the Risks of Extreme Events and Disasters to Advance Climate Change Adaptation (SREX; IPCC 2012) were chosen as a global set, with the assumption that each of these approximate the regional homogeneity required by the area-pool technique (although in practice this homogeneity is highly variable with SREX region, and consequently this should be considered a relatively large approximation). The probabilities of an event in a given season are, for evaluation purposes, considered to be the fraction of that region in which the event occurs. This was considered for a fixed season (either December–February, March–May, June–August, or September–November) over all years between 1922 and 2011. The event itself is defined in the same way for both FAR and Brier score. In this study, upper-decile temperatures and lower-decile precipitation were considered as simple indices. These represented heat waves and droughts, respectively, although these are rough generalizations, and in practice both should be defined more rigorously in a full event attribution study, taking into account other variables such as soil moisture. In addition, deciles are not particularly statistically extreme and as such cannot fully represent the accuracy of
the model for the most severe events. However, this is all that can be considered in the framework of this experiment, as more extreme thresholds result in the sample of data being insufficiently large to make a meaningful study.

With $F_{\text{pseudo}}$ defined for one season and member, an individual FAR $F_m$ can be defined in turn for each model member $m$ of a total of $N$ members remaining (once the “observations” member is discounted). A mean-squared error over all the members $[E_{\text{FAR}}$ in Eq. (2.1)] can therefore be produced to represent the error in FAR, with a form close to that of the Brier score (i.e., a variance), which represents the error in forecast probability:

$$E_{\text{FAR}} = \frac{1}{N} \sum_{m=1}^{N} (F_m - F_{\text{pseudo}})^2. \quad (2.1)$$

Is it reasonable to suppose that Brier score represents a measure of the error in FAR? Bellprat and Doblas-Reyes (2016) indicate that statistically this should be the case, but does this extend to physical models? Figure 2 shows examples for temperature and precipitation, with each point representing a different season and region combination. Note that the point must be discarded if the event does not happen in one or more all-forcings members since this causes FAR, and in turn $E_{\text{FAR}}$, to become infinite. Similarly, log–log plots are used in this and all subsequent figures to make it easier to examine the pattern by eye, since the possible range of error in FAR is from 0 to infinity. (Pearson correlation statistics in this study will also assess the logarithmic correlation to prevent large error values greatly outweighing smaller ones in the statistics. The resultant $p$ values will only be given if they are significant at the 5% level.)

From this figure, it is notable that there is some correlation between Brier score and error in FAR (0.49 for precipitation), although it is particularly weak in the case of temperature (0.34). This difference between the two variables is likely because precipitation is, in general, more localized in nature than temperature (Palmer et al. 2008). In most cases, this leads temperature to be more predictable, and as will be seen, this aids some aspects of this study. However, in the case of Brier score here, it appears that instead this is reducing the effectiveness of the area-pool technique as a resampling method. This is due to the long temperature decorrelation length scale, which means that the grid boxes are no longer samples that are as independent as they would be were they each obtained instead from different ensemble members. This is likely made worse by inhomogeneities present in the SREX regions. In contrast, the area-pool assumptions still hold for precipitation here because of its shorter decorrelation length scale. It is reasonable to hypothesize that this gives the clear increase seen in correlation between Brier score and error in FAR for rainfall over that seen for temperature in Fig. 2.

Broader applicability—imperfect models

While the perfect model study provides an excellent proof of principle, it does not completely represent a real-world experiment, precisely because models are not perfect and cannot be expected to have dynamics identical to those of the observed physical world. To test how well such an observationally based measure of model skill represents a model’s ability to calculate FAR, an “imperfect model” experiment is conducted, in which one model is used to represent pseudo-observations and...
another model is used to calculate FAR. This takes account of imperfections in models’ abilities to represent climate variability and change, imperfections represented by the difference between the climate models. At the same time, the correct value of FAR is still known, since unlike in the real-world case, it is known what the world would have done absent anthropogenic forcings (although there will be sampling uncertainty within this). Figure 3 repeats the experiments of comparing Brier score and error in FAR, now using CNRM-CM5 (Voldoire et al. 2011) pseudo-observations (again from the CMIP5 archive) with the CSIRO Mk3.6.0 model data. The result is very similar to that seen for perfect model data, with correlations of 0.29 and 0.45 for temperature and precipitation respectively. (Similar figures were also produced using the HadGEM2-ES and Can-ESM2 models for pseudo-observations, with negligibly different results, and are not shown.) This provides validation for this technique and its results. Consequently, subsequent experiments in this study will continue to use the same imperfect model setup.

3. New methods for assessing the error in FAR

The relative weakness of the correlation between Brier score and error in FAR might be expected, given that Brier score is computed purely by comparing the all-forcings simulations with the observations. To calculate a measure of the errors in FAR it might be wiser to assume that the uncertainty on an attribution would depend on errors in both the all-forcings and natural probabilities of the event, given both are required to compute FAR. This study suggests two alternatives to the Brier score for this assessment. These are the climatological FAR and the combined pre- and postchange score, which will be detailed first.

a. Adapting Brier score to attribution

For any \( f = f(x, y, \ldots) \), standard propagation of errors (Hughes and Hase 2010) gives

\[
\varepsilon_f^2 = \left( \frac{\partial f}{\partial x} \right)^2 \varepsilon_x^2 + \left( \frac{\partial f}{\partial y} \right)^2 \varepsilon_y^2 + \ldots, \tag{3.1}
\]

where \( \varepsilon_n \) is the standard error on \( n \). Applying this to FAR, taking partial derivatives of Eq. (1.2) gives

\[
\frac{\partial F}{\partial P_{\text{ALL}}} = \frac{P_{\text{NAT}}}{P_{\text{ALL}}}^2 \text{ and } \frac{\partial F}{\partial P_{\text{NAT}}} = -1. \]

To complete the application to the error on FAR, it is then necessary to obtain the errors on \( P_{\text{NAT}} \) and \( P_{\text{ALL}} \). Since the previous section has found that there is some correlation of Brier score with the error on FAR as obtained with the area-pool method, it might be reasonable to assume that the Brier score, as a mean-squared error, can be taken to represent the error variance \( \varepsilon^2 \). It may be further supposed that there are separate Brier scores related to each of the all-forcings and natural-forcings worlds, \( B_{\text{ALL}} \) and \( B_{\text{NAT}} \), respectively. Substituting this into Eq. (3.1) gives

\[
B_{\text{FAR}} = \frac{P_{\text{NAT}}^2}{P_{\text{ALL}}^2} \cdot B_{\text{ALL}} + \frac{1}{P_{\text{ALL}}^2} \cdot B_{\text{NAT}}. \tag{3.2}
\]

This can be simplified by substitution of FAR from Eq. (1.2):

\[
B_{\text{FAR}} = B_{\text{NAT}} + \left( 1 - F^2 \right) \cdot B_{\text{ALL}}. \tag{3.2}
\]

The \( B_{\text{ALL}} \) should correspond to \( B \) in Eq. (1.1) since \( y \) and \( o \) values correspond to individual probabilities; however, \( B_{\text{NAT}} \) cannot be observed. However, it can be supposed
that the world with natural forcings only is closer to early
real-world observations when the climate had changed
less. Therefore this value can be approximated by dividing
up the record into prechange and postchange periods and
calculating $B_{\text{ALL}}$ for each section, calling them $B_{\text{pre}}$ and
$B_{\text{post}}$. Substituting these in for $B_{\text{NAT}}$ and $B_{\text{ALL}}$ in Eq. (3.2)
gives Eq. (3.3), an alternative score that should account for
both sets of forcings (where overbars denote ensemble
averages, which are necessary because of the area-pool
method used in this study):

$$B_{\text{FAR}} = \frac{B_{\text{pre}} + (1 - F)^2 B_{\text{post}}}{P_{\text{ALL}}^2}.$$ (3.3)

Ideally, observations from the preindustrial period would
be used to represent the natural world in this evaluation
technique. Of course, almost no measurements are avail-
able from this period. Depending on the variable and re-
region in question, the observation record may start as late as
the end of the twentieth century. A practical decision must
therefore be made as to what constitutes prechange. For
the initial purposes of this study, this period was chosen to
be 1922–51 because both temperature and precipitation are
well observed by that point. A corresponding 30-yr period,
1982–2011, was chosen as the postchange climatology.

b. A simpler alternative—climatological FAR

What if the assumption that Brier score may be used
as an analog for error in FAR does not hold true? It may
sometimes be found that the Brier score is sufficiently
abstracted from the process of calculating FAR that it
cannot be used in place of an error variance as assumed in
Eq. (3.2) onward. It is therefore worth considering a
simpler quantity. To do this, $F_{\text{pseudo}}$ in Eq. (2.1) is replaced
with $F_{\text{pre/post}}$, a more measurable quantity that estimates FAR using the pre- and postchange climatological
probabilities as defined in Eq. (3.4), to give the uncer-
tainty $E_{\text{pre/post}}$. In effect, this is now evaluating the error
between using the model to obtain FAR and using a
method based on the observational climatology. The
$F_{\text{pre/post}}$ is analogous to methods such as that of Van
Oldenborgh (2007), who uses observational information
without modeling to estimate changes in probabilities.

Therefore, by comparing $E_{\text{pre/post}}$ in Eq. (3.4) to $E_{\text{FAR}}$ in
Eq. (2.1), it will be possible to evaluate whether this is a
stronger or weaker method for evaluating error in FAR
than those that use the Brier score:

$$E_{\text{pre/post}} = \frac{1}{N} \sum_{m=1}^{N} (F_m - F_{\text{pre/post}})^2,$$
$$F_{\text{pre/post}} = 1 - \frac{P_{\text{pre}}}{P_{\text{post}}}.$$ (3.4)

4. Results

Following this analysis, the imperfect model experi-
ments were reexamined, now comparing error in FAR
to the prechange–postchange combined score and to the
error from climatological FAR, to assess whether either
outperforms Brier score. Note that once again, CSIRO
Mk3.6.0 is used for model members and CNRM-CM5
for pseudo-observations in the results that follow
(HadGEM2-ES and CanESM2 pseudo-observations
give very similar results and are not shown).

Beginning with the combined score [Eq. (3.3)], shown
in Fig. 4 against error in FAR, it is clear that there is
improvement for both temperature (correlation 0.71)
and precipitation (0.69). Notably, by eye this correlation
looks weaker for temperature. Any weakness in this
regard, again, seems likely to be due to the area-pool
approximations breaking down when correlation length scales become extended.

Turning to the simpler quantity of the climatological FAR \( E_{\text{pre/post}} \) in Eq. (3.4), it is plotted in Fig. 5 against the imperfect model error in FAR \( E_{\text{FAR}} \) in Eq. (2.1). While the correlation for precipitation is negligibly different to combined score (0.65), for temperature there is a strong relationship between errors calculated from the observationally based measure and the “true” error in FAR known from this being an imperfect model experiment, with only a few points straying from the 1:1 line (although these are enough to reduce the correlation to 0.63). Given the contrast to the detrimental effect that it appears to have in Figs. 2–4, it would seem that the area-pool method is not affected by decorrelation length for climatological FAR in the same detrimental way as the measures originating in reliability diagrams. Instead, the stronger effect is that of increased predictability for temperature over precipitation owing to its length scales, giving in turn a much reduced scatter for the temperatures in Fig. 5 compared to precipitation. Consequently, the observationally based measure of climatological FAR constitutes a very good check on the accuracy of modeled FAR values alongside the combined score or equivalent reliability diagrams.

5. Application to the satellite period

As discussed earlier, the observations in the region or variable of interest often do not extend back to a period that can really be considered to be before the climate has changed from its natural state. The ability to use a shorter period to evaluate the attribution must consequently be considered. The following figures consider a common scenario, where the data are satellite derived and consequently only start in the 1980s [such as the TAMSAT precipitation dataset (Tarnavsky et al. 2014; Maidment et al. 2014), which only starts in 1983]. This late start, combined with the fact that the time series is of insufficient length to support two 30-yr climatology periods for comparison, necessitates shortening the postchange period to 1997–2010 and moving the prechange period to 1983–96. This then makes it possible to reexamine the three measures (Brier score, prechange–postchange combined score, and climatological FAR) in this reduced dataset.

The reduction of the dataset from 90 years to a mere 28 years has a definite impact on the ability of the simple Brier score to represent error in FAR (Fig. 6), with the correlation reduced to 0.30 for precipitation and becoming insignificant for temperature.

For the prechange–postchange combined score, the reduction in data, and indeed the reduction in climate change taking place between the start and the end of the time series, might be expected to have a substantial negative effect on the correlation to error in FAR. As can be seen in Fig. 7, this proves not to be the case, with the correlation maintained at 0.70 for temperature and only sustaining a small drop to 0.59 for precipitation. This indicates that the change over the satellite period is still sufficient to represent the overall direction of change in the climate, if not its magnitude, and that this is what is necessary to reveal differences between the model and the observations.

As can be seen in Fig. 8, the correlation between climatological and imperfect model error in FAR actually appears enhanced by the shift to the satellite period, both for temperature (0.74) and for precipitation (0.67).
However, great care should be taken in concluding that there is an intrinsic benefit of a shorter climatology. For example, this might indicate that by chance some confounding noise from natural variability or forcings are not seen during the shorter period. Decadal variability will also play a role, so such short periods may not always be effective divining the difference between the pre- and postchange climatologies. Similarly, because this is a model study, variations in coverage do not come into play. However, with real observations, the increased observational coverage provided by satellites may also help considerably here, although the in situ gauge network is better for the earlier period so the relative usefulness of different climatologies may be found to vary between temperature and rainfall.

These results would seem to indicate that the two new diagnostics are complementary measures of the error in FAR and that they are still suitable for use in the satellite era. In turn, this would suggest that in the suite of attribution evaluation diagnostics used in future studies, a pair of reliability diagrams from the first and second halves of the time series in question should replace the single reliability diagram currently in use. This would give a graphic representation of the possible error in FAR and is particularly preferable for studies using short time series where the weaknesses of a single diagram appear magnified. Furthermore, when producing a FAR value from the simulations, this should be compared against a climatological FAR such as that can be produced by KNMI Climate Explorer (Van Oldenborgh 1999) as a secondary check of potential FAR errors. Note that the Climate Explorer calculations of climatological FAR are superior to the simplified versions used in this study since the climatology is fitted to a generalized extreme value (GEV) distribution with continuously varying parameters. This both avoids assuming stationary pre- and postchange worlds and enables the assessment of more extreme events than those seen in the climatology. The use of GEV distributions could also be used in the future to resample the axes of
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**FIG. 6.** As in Fig. 3, but for the period 1983–2010, for (left) temperature and (right) precipitation.
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**FIG. 7.** As in Fig. 6, but for prechange–postchange combined score. (Note the change in scales for the x and y axes.)
reliability diagrams, which would make it possible to assess events with much lower probability.

6. Discussion and future work

The results obtained regarding the relationship between reliability diagrams and FAR, as well as their improvement through use of the pre- and postchange climate, do not seem likely to be an artifact of this technique since Bellprat and Doblas-Reyes (2016) also show the relationship using a statistical model. Consequently, the use of the area-pool method to demonstrate the importance of accounting for changes in forcings through time should not imply that it must be used in all further calculations of reliability and FAR. While the technique is useful for increasing sample size and for obtaining the estimation of FAR error in this paper, area pooling nonetheless produces substantial complications through the necessity to assume the homogeneity of regions and the effects of varying decorrelation length scale. Provided there is sufficient sample size, it is preferable to use the more common means of constructing reliability diagrams (WMO 2002) and to base probability on intraensemble variability, which should be more statistically useful for full attribution studies. If data are still insufficient to sample for a reliability diagram, it may be worth considering alternate means, such as fitting generalized extreme value distributions to the model and observations and then producing reliability diagrams based on sampling from the distribution. This would also be a solution to the problem of there being insufficient observations to sample extremely rare events (a problem that area pool does not solve in any case).

Similarly, it should be considered that FAR is not always the best way of quantifying the change in event probability, even if it is the most common. Its asymmetry (where events only possible in the all-forcings world have a FAR of 1, but events only possible in the natural world have a negatively infinite FAR) has already been seen in this study to necessitate the application of logarithms to deal with the large variation in the scale of the error. The solution to this problem of asymmetry is to use a new metric that incorporates this logarithm, which is introduced here as difference of binary logarithms of probability (DBLP), or in mathematical notation $\Delta \log P$, where $\log$ is the binary (i.e., base 2) logarithm. This is simply related to risk ratio $P_{\text{ALL}}/P_{\text{NAT}}$, used elsewhere (e.g., Angéil et al. 2014), as shown by

$$\Delta \log P = \log P_{\text{ALL}} - \log P_{\text{NAT}} = \log \frac{P_{\text{ALL}}}{P_{\text{NAT}}}.$$  \hspace{1cm} (6.1)

The choice of binary logarithm over the natural logarithm or that of any other base is to ensure that DBLP remains a human-readable index. Its value increases by 1 each time the probability doubles, so an event that is twice as likely because of climate change has a DBLP of 1, while an event that is 4 times as likely has a DBLP of 2. Similarly, events that are a half or a quarter as likely have a DBLP of $-1$ and $-2$, respectively, and no change gives a DBLP of 0. Thus it is neither mathematically nor psychologically biased, as its use, unlike FAR, does not imply a greater interest in events whose probability increases with climate change [since FAR only represents a true conditional probability when it is positive (Hansen et al. 2014)]. Combing this with the symmetry, future studies should be able to relate these errors to their sources considerably more easily.

It is unfortunate, therefore, that DBLP is not suited to use in this study. While on face value it appears that its symmetry will clarify a number of calculations made in earlier chapters, in fact DBLP does not sit well with the area-pooled frequencies that are used to approximate...
probabilities. In Eq. (2.1), $E_{\text{FAR}}$ blows up for a given region and season if any member has no grid boxes that report the event in the all-forcings world, and that event must be discarded in the subsequent correlation plots. If a similar mean-squared error over all DBLP values $E_{\text{DBLP}}$ is formulated in its place, this blowup now also takes place for events not seen in any given natural member, which in a warming world is particularly likely to take place in upper-decile temperature events. With these points discarded in addition to those already lost from the $E_{\text{FAR}}$ plot, there remains insufficient data availability to correlate $E_{\text{DBLP}}$ using the area-pool method. If this method were replaced with the fitting of the region’s events to a function such as a generalized extreme value distribution, this would alleviate the problem, but this would also necessitate a change to every other calculation. Consequently, this is left as the possible subject of future studies.

7. Conclusions

By assuming that SREX regions are sufficiently homogeneous that the statistics of an area pool are equivalent to that of an ensemble averaged over that region, this paper shows that single reliability diagrams provide some indication of the accuracy of an estimate of fraction attributable risk (FAR). However, if instead, pre- and post-climate-change reliability diagrams are produced, they can be used to provide a much better indication of whether the modeled statistics of the all-forcings and natural worlds taken together provide attribution results consistent with the observed reality. An improved indication of uncertainty can also be achieved by calculating a FAR based upon climatological probabilities to compare with that derived from models. Using imperfect model experiments, this study shows that both techniques are good at representing the errors in modeled FAR that would be found were it possible to observe, in the present, a parallel world with only natural climate forcings. It is therefore recommended to always compare FAR (or a similar metric), which has been derived from a climate simulation, to its counterpart produced from observed climatology, as it is indicative of its grounding in reality. The use of pairs of reliability diagrams is also recommended to provide individual qualitative assessment of both the all-forcings and the naturally forced model against observations. Work is under way to provide an even closer quantitative relationship between these diagrams and the uncertainties within FAR, to enable the use of reliability in recalibration in a manner similar to that used for seasonal forecasting (e.g., Doblas-Reyes et al. 2005), and thus to apply it to provide tailored observation-based uncertainty estimates on specific event attribution studies.

Through the studies in this paper, it should be possible to better indicate the level of confidence that can be held in the results of event attribution studies in the future.
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