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ABSTRACT

The influence of atmospheric circulation on winter temperature and precipitation trends over Europe in the period 2006–50 is investigated in a 21-member initial condition ensemble from a fully coupled global climate model and in a multimodel framework consisting of 40 different models. Five versions of a dynamical adjustment method based on empirical orthogonal function analysis of sea level pressure are introduced, and their performance in removing the effect of atmospheric circulation on temperature and precipitation is tested. The differences in atmospheric circulation as simulated by different models in their control runs and under the historical and representative concentration pathway 8.5 (RCP8.5) forcing scenarios are investigated. Dynamical adjustment is applied to the multimodel ensemble to demonstrate that a substantial fraction of the uncertainty in projected European temperature and precipitation trends is explained by atmospheric circulation variability. A statistically significant response of sea level pressure to anthropogenic forcing is identified in the multimodel ensemble under the RCP8.5 scenario. This forced response in atmospheric circulation is associated with a dynamical contribution to the long-term multimodel mean temperature and precipitation trends. The results highlight the importance of accounting for the impact of atmospheric circulation variability on trends in regional climate projections.

1. Introduction

a. Uncertainty in climate change projections

Uncertainty in climate projections arises from three different sources, namely model uncertainty, the future evolution of emissions of greenhouse gases and aerosols, and internal climate variability (Knutti et al. 2008; Knutti and Sedláček 2012; Hawkins and Sutton 2009, 2011; Murphy et al. 2004). Internal (unforced) variability refers to fluctuations occurring in the absence of any external forcing as a result of the interaction between the various components of the climate system. It represents the dominant source of uncertainty for the first decade in regional climate projections everywhere on the globe, and for several decades ahead in many areas of the planet, both in global and regional simulations (Palmer et al. 2004; Shukla 1998; Deser et al. 2012a). The effect of anthropogenic climate change can be regionally obscured or enhanced by internal variability even on time scales of several decades (Saffioti et al. 2016; Deser et al. 2012b). As a consequence, the identification of the anthropogenic forced response is particularly difficult at small spatial and temporal scales (Deser et al. 2014, 2016; Solomon et al. 2011). The attention of the scientific community to the role of internal variability has therefore been increasing in recent years, also in relation to the concern of making available to policy makers reliable regional climate projections for the upcoming decades (Doblas-Reyes et al. 2013).

b. Internal variability and the forced response in model simulations

Model simulations can be used to identify the climate impact of external forcing factors such as greenhouse gases, tropospheric aerosols, and ozone-depleting substances. Initial condition ensembles are obtained by running the same climate model multiple times under the same forcing conditions but from different perturbed initial states. On the contrary, multimodel ensembles are obtained by running simulations from
different models. The identification of the forced signal in such simulations is usually carried out by removing the effect of internal variability through ensemble averaging (Tebaldi and Knutti 2007). If a sufficient number of model simulations are available, each of them characterized by a different realization of internal variability, the ensemble mean is usually taken as an estimate of the forced response. The effect of internal variability in each run of an initial condition ensemble from a single model can be identified as the departure of each simulation from the ensemble mean. However, this procedure is not applicable to a multimodel ensemble, in which differences between simulations are caused not only by internal variability but also by parametric and structural differences among models (Masson and Knutti 2011; Knutti et al. 2010; Collins et al. 2011; Murphy et al. 2004; Stainforth et al. 2005; Pennell and Reichler 2011; Jun et al. 2008). In addition, many models are not fully independent from each other, as they often share similar versions of the same components (Masson and Knutti 2011; Knutti et al. 2013). This common genealogy limits the effective number of degrees of freedom in a multimodel ensemble (Pennell and Reichler 2011). Nonetheless, there is a substantial diversity of model behaviors in representing the forced response, as well as variability from diurnal to decadal and centennial time scales (Randall et al. 2007; Stoner et al. 2009; Lucarini et al. 2007). Similarly, daily to interannual temperature variability in Europe has been shown to differ substantially between simulations (Kjellström et al. 2007; Fischer and Schär 2009; Jacob et al. 2007). Several previous studies highlighted the strong influence of atmospheric circulation on temperature and precipitation changes in model simulations (Deser et al. 2014; Frankcombe et al. 2015) and in observations (Hurrell 1996; Thompson et al. 2009; Smoliak et al. 2015; Cattiaux et al. 2010; Ceppi et al. 2012; Wallace et al. 1995; Vautard and Yiou 2009; Saffioti et al. 2016).

**c. Dynamical adjustment methods**

Dynamical adjustment methods identify and remove the contribution of atmospheric circulation from a field of interest, typically temperature or precipitation. A variety of approaches to dynamical adjustment are discussed in the literature. Among others, a constructed analog technique was applied to identify the dynamical contribution to multidecadal surface air temperature trends over North America as simulated by an initial condition ensemble from the Community Earth System Model (Deser et al. 2016). The constructed analog technique relies on a modified version of the constructed circulation analog method (Van den Dool 1994), which identifies and groups together similar circulation patterns (Lorenz 1969). A dynamically adjusted global mean temperature time series was estimated by accounting for the influence of the North Atlantic Oscillation and El Niño–Southern Oscillation (ENSO) (Hurrell 1995). The effect of ENSO on the global temperature record has been estimated using various approaches, including regression models (e.g., Trenberth 2002) and maximum covariance analysis (Yang and Schlesinger 2001). Several methods were applied by Thompson et al. (2009) to remove from the observed global mean temperature record the signature of natural climate variability related to ENSO and to the differential advection of warm and cold air masses over land and ocean. Principal component–based indices of the northern annular mode (NAM) and the Pacific–North American (PNA) pattern were used by Quadrelli and Wallace (2004) to identify their influence on observed temperature trends and variability. Principal component analysis was also applied by Thompson et al. (2000) to estimate the impact of the NAM on multidecadal temperature and precipitation trends in the Northern Hemisphere.

Smoliak et al. (2015) quantified the influence of atmospheric circulation on temperatures in the Northern Hemisphere using a dynamical adjustment approach based on partial least squares regression, a statistical method maximizing the covariance between the predictor and predictand fields (Abdi 2010; Smoliak et al. 2010). This was also adopted to assess the role of atmospheric circulation in the pronounced wintertime warming at high latitudes in the Northern Hemisphere observed in the late twentieth century (Wallace et al. 2012). Frankcombe et al. (2015) applied a scaling method to model simulations to separate the signature of internal variability from the externally forced climate response.

The approach of superposing internal variability upon the forced signal in multimodel projections is simple but relies on the assumption that forced changes in the amplitude and patterns of variability are small compared to its unforced properties, so that variability can be considered approximately additive to the forced response. There are cases, however, in which the assumption of linearity fails to hold (Corti et al. 1999; Palmer 1999; Hsu and Zwiers 2001; Stephenson et al. 2004; Gillett et al. 2005; Gillett and Fyfe 2013).

**d. Aims and outline of the study**

Here we describe five versions of an EOF-based dynamical adjustment method and we test their performance in quantifying the fractional uncertainty in trends induced by atmospheric circulation variability. To this end we disentangle the effect of atmospheric circulation...
from the forced response of temperature and precipitation over Europe as simulated by 40 models from phase 5 of the Coupled Model Intercomparison Project (CMIP5) (Taylor et al. 2012) in the period 2006–50. We show that the uncertainty in future projections of temperature and precipitation over Europe can be reduced by accounting for the effect of circulation. In addition, we identify a statistically significant response of atmospheric circulation to anthropogenic forcing in the CMIP5 multimodel ensemble, and we quantify its effect on projected temperature and precipitation trends over Europe. Several previous studies used empirical orthogonal function analysis to quantify the influence of internal variability on climatological fields (e.g., Quadrelli and Wallace 2004; Saffioti et al. 2016; Thompson et al. 2000), but to the best of the authors’ knowledge a systematic comparison of the various versions of such an approach has never been published. Most of the previous studies estimating the influence of internal variability on multidecadal trends analyzed this effect on North America (Deser et al. 2012a, 2016) or on a global scale (Deser et al. 2012b; Thompson et al. 2015). This work quantifies the effect of circulation on projected trends over Europe. Results obtained from both an initial condition ensemble and a multimodel ensemble are presented.

This study is structured as follows. The model simulations are described in section 2. In section 3 we introduce five versions of a dynamical adjustment method based on empirical orthogonal function analysis of sea level pressure (SLP) in the winter season [December–February (DJF)], and we compare their performance in reducing the uncertainty on future winter temperature and precipitation trends over Europe. In section 4 we investigate the differences in winter atmospheric circulation as simulated by 40 CMIP5 models in their control integrations and under historical and representative concentration pathway 8.5 (RCP8.5) forcing scenarios. Dynamical adjustment is then applied to the multimodel ensemble in order to identify the impact of atmospheric variability on winter temperature and precipitation trends over Europe in the period 2006–50. In section 5 we identify a statistically significant response of circulation to anthropogenic forcing as sampled from winter SLP data over the Euro-Atlantic sector. The implications of such a response for the application of dynamical adjustment are discussed. In section 6 conclusions are drawn.

2. Model simulations

We analyze a 21-member initial condition ensemble from the Community Earth System Model (CESM), version 1.0.4, using the Community Atmosphere Model, version 4 (CAM4), and fully coupled ocean, sea ice, and land components (Hurrell et al. 2013). Simulations are initialized on 1 January 1950 with slightly different atmospheric initial conditions and run through year 2100 under historical (1950–2005) and RCP8.5 (2006–2100) forcing. Details on the 21-member initial condition ensemble (hereafter named CESM-IC) are presented in Fischer et al. (2013).

Simulations from 40 models of CMIP5 are also analyzed (Taylor et al. 2012). These are initialized on 1 January 1850 and adopt historical forcing through year 2005 and the RCP8.5 scenario afterward. Table A1 in the appendix lists the 40 CMIP5 models included in this study. Only the first simulation (r1i1p1) from each of them is analyzed, and years prior to 1960 are excluded for consistency with CESM-IC.

We make use of the last 100 years of the preindustrial control simulations of all the models mentioned so far, together with their integrations for the years 1960–2009. To allow for a direct comparison, all simulations in the CMIP5 ensemble are interpolated to the latitude–longitude grid used in CESM-IC with a resolution of 1.9° × 2.5°.

3. Five versions of dynamical adjustment and their performance

Figure 1 shows the 2006–50 winter (DJF) temperature trends over Europe as simulated by the two runs from the 21-member CESM-IC, differing only in their atmospheric initial conditions, with the highest (ens02-im128; Fig. 1a) and lowest (ens01-im128; Fig. 1d) area-average trends over the region 33°–75°N, 10°W–40°E, along with the multimember ensemble average (Fig. 1g). Contour lines indicate the corresponding sea level pressure trends in the domain 25°–85°N, 40°W–70°E. The run with the strongest warming is characterized by an amplified European average trend of 0.44°C decade⁻¹, almost twice as large as the ensemble average trend (0.26°C decade⁻¹), while the run with the weakest warming has an area-average trend of 0.05°C decade⁻¹, with cooling over Scandinavia and central Europe.

Analogous results for precipitation are shown in Figs. 2a,d,g, reporting the results from the two simulations with the highest (ens04-im64) and the lowest (ens17-im64) area-average trends in precipitation. The influence of natural variability produces positive or negative area-average precipitation trends over Europe in the period 2006–50. The run with the strongest increase in precipitation (1.7% decade⁻¹; Fig. 2a) shows pronounced wetting over southern Europe. This is in contrast with the simulated ensemble average, characterized by drying over the Mediterranean region and wetting at higher latitudes resulting in a near-zero
area-average trend (Fig. 2g). The trends in the run with the most pronounced drying (−2.0% decade⁻¹; Fig. 2d) have a pattern similar to the ensemble average but are characterized by an enhanced drying over the Mediterranean region. The diversity of the trends simulated by CESM-IC is purely a consequence of internal variability and can largely be removed by dynamical adjustment as shown below.

a. Five versions of dynamical adjustment

We compare the efficiency of five versions of dynamical adjustment that share the same underlying method. In all of these versions the main modes of atmospheric circulation are identified by performing an empirical orthogonal function (EOF) analysis of simulated SLP data. The principal component time series of each EOF is then linearly regressed upon temperature and precipitation data at every model grid point, thus estimating the mean effect of each mode of SLP variability on the two fields. The time-varying contribution of each EOF on temperature and precipitation is computed by multiplying its regression maps by the corresponding principal component. This contribution is then removed from the original fields, obtaining a
new set of dynamically adjusted data. Note that analogous EOF-based approaches previously appeared in literature under the name of principal component regression (PCR), as described among others by Casty et al. (2005).

The five versions of dynamical adjustment are EOFs and regression maps computed from control data (CTL), from historical data (H), from historical and RCP8.5 data (HR), from detrended historical and RCP8.5 data (DET), and from trends from historical and RCP8.5 data (TRE). These five versions are applied to CESM-IC to test their efficiency in reducing the spread of winter (DJF) temperature and precipitation trends in the 45-yr period 2006–50 simulated by the initial condition ensemble. CESM-IC is composed of simulations affected by independent realizations of internal variability whose characteristics are common to all runs. This makes it the ideal framework for comparing the performance of the five versions of dynamical adjustment. The modes of winter circulation are identified by performing an empirical orthogonal function analysis on DJF monthly mean sea level pressure data over the region 25°–85°N, 40°W–70°E, encompassing Europe and the eastern sector of the North Atlantic Ocean. To weight variance by area, prior to performing the EOF analysis SLP data are multiplied by the square root of the cosine of latitude. Anomalies of winter SLP and temperature in the CESM control integration are computed as the differences from the corresponding monthly averages over the last 100 years of the simulation. Winter precipitation anomalies in the control are computed as percent change relative to monthly mean values in the last 100 years of the integration. In an analogous way,
For CTL, atmospheric circulation variability is sampled from the last 100 years of the control integration by performing an EOF analysis on DJF monthly SLP anomalies. The effect of each EOF is estimated by linearly regressing monthly temperature and precipitation anomalies from the last 100 years of the control integration on the corresponding principal component time series. A new set of principal components is computed for each run by projecting the DJF monthly SLP anomalies in the period 2006–50 on the EOFs computed from the control. These new principal components are also referred to as “pseudo–principal components.” The temperature and precipitation anomaly fields related to each mode of circulation are estimated by multiplying its pseudo–principal component by the regression maps from the control, and these time-varying contributions are subtracted from the original data. The adjusted winter temperature and precipitation trends in years 2006–50 are finally computed for each run. CTL is introduced with the aim of sampling unforced atmospheric circulation variability, thus excluding the influence of anthropogenic forcing or other effects (e.g., radiative imbalances caused by volcanic eruptions).

For H, as in the CTL version, but EOFs and regression maps are estimated from DJF monthly data in the period 1960–2005. H is introduced to study the performance of dynamical adjustment when this is applied to historical data (e.g., from model simulations, reanalysis, or observational datasets).

For HR, as in the CTL version, but EOFs and regression maps are estimated from DJF monthly data in the period 1960–2050. HR is introduced to test how the performance of dynamical adjustment changes if data from the adjustment period are included when sampling circulation and its effect on temperature and precipitation.

For DET, as in the H version, but linear detrending is applied to monthly DJF sea level pressure, temperature, and precipitation anomalies in the period 1960–2050. EOFs and regression maps are thus computed from data in the period 1960–2005, and principal components are defined in the period 1960–2050. DET is introduced in the attempt to remove the forced response from sea level pressure, temperature, and precipitation data before identifying the modes of circulation and their effect on the variables of interest. Note that the effect of natural variability on trends can be prominent, depending on the length of the period, the variable, and the region in study.

For TRE, in contrast to the monthly time series used in the other versions, trend patterns from an ensemble of simulations are used as a basis for the calculation of EOFs. Winter SLP, temperature, and precipitation trend patterns are computed from each of the 21 simulations in the two 45-yr periods 1960–2004 and 2006–50, thus obtaining a set of 42 trend fields for each variable. The adjusted 2006–50 trend from each CESM run is estimated after performing an EOF analysis on the 41 winter mean SLP trend patterns simulated by the 21 runs in the two periods, excluding the 2006–50 trend from the simulation to adjust. Principal components are computed by projecting the SLP trends on each EOF and are regressed on the 1960–2004 and 2006–50 winter mean temperature and precipitation trends simulated by the 21 runs at each grid point, again excluding the 2006–50 trends from the simulation to adjust. The contribution of atmospheric circulation is then removed from the 2006–50 winter temperature and precipitation trends. To avoid overfitting, the information from the trends to adjust is excluded for the dataset used for calibrating dynamical adjustment. The inclusion of trends in the period 1960–2004 is meant to increase the degrees of freedom of the dataset from which EOFs are computed. Note that the long-term response to anthropogenic forcing might cause a limited degree of correlation between trends in the two periods 1960–2004 and 2006–50 in each run. However, the diversity of trends simulated by CESM-IC in the period 2006–50 (Figs. 1a,d,g and 2a,d,g) suggests that internal variability dominates over the effect of anthropogenic forcing. Because of the chaotic nature of atmospheric circulation variability, the trends in the two periods can thus be considered largely uncorrelated. TRE is introduced to estimate how long-term changes in SLP affect long-term changes in temperature and precipitation, without accounting for monthly winter variability.

Note that when removing the contribution of circulation from temperature and precipitation data we do not account for the effect related to the lack of orthogonality of the pseudo–principal-component time series. This is not to be considered an issue, as the pseudo–principal
components are very weakly correlated in both the CESM-IC and the CMIP5 ensembles.

The study of these five versions of dynamical adjustment is motivated by the fact that 1) variability might change over time, 2) forced trends might project onto preexisting patterns of variability, and 3) the patterns in decadal variability (as estimated from trends by TRE) might differ from those at interannual time scales (as estimated by CTL, H, HR, and DET). All members of the CESM-IC ensemble are based on the same model and forcing, and they only differ in their realizations of internal variability. This ensemble thus represents an ideal framework for testing the five versions of dynamical adjustment.

b. The contribution of atmospheric circulation to CESM-IC temperature and precipitation trends

The CESM-IC ensemble averages of the 2006–50 winter temperature and precipitation trends (Figs. 3a and 4a) represent the best estimates of the forced response simulated by the model, and a measure of the effect that internal variability has on trends is given by their standard deviation (Figs. 3b and 4b). The ensemble averages and standard deviations of the dynamically adjusted trends are computed after removing the effect of the first four EOFs using the five versions. Results are affected by the number of EOFs included in the analysis. The leading mode of variability has the biggest effect, while the contributions from subsequent EOFs tend to get progressively smaller (see discussion below). By comparing the ensemble averages of the adjusted and of the original trends it is possible to identify regions where dynamical adjustment introduces an offset in the forced response. The offsets introduced by the five versions are compared for temperature and precipitation data in Figs. 3c,e,g,i,k and 4c,e,g,i,k, respectively, where they are shown as differences between the dynamically adjusted and the original ensemble average trends. The offsets introduced by CTL, H, and HR are of similar magnitude (Figs. 3c,e,g and 4c,e,g). The low values in Figs. 3i and 4i are explained by the fact that in DET the forced response of sea level pressure, temperature, and precipitation is largely removed through detrending. The offsets in Figs. 3k and 4k are small because TRE is less efficient than CTL, H, and HR in removing the forced response of sea level pressure.

Figures 3d,f,h,j,l and 4d,f,h,j,l show the percentage differences between the ensemble standard deviations of the adjusted and the original trends. All the five versions reduce the spread in temperature and precipitation trends over most of the region, and they have similar performances in removing the contribution of atmospheric circulation to temperature and precipitation.
trends. Figure 5 shows the area averages of the standard deviations of the original and adjusted winter temperature and precipitation trends after removing an increasing number of EOFs. The most pronounced reduction in the spread of trends is related to first EOF (EOF1). The standard deviation of the adjusted trends computed with CTL, H, DET, and TRE are characterized by a minimum and increase again when further EOFs are included in the adjustment. This is evident for TRE, while the minimum for the other three versions is reached at a higher number of EOFs (not shown). On the contrary, the standard deviations of the adjusted trends computed with HR continue to slowly decrease owing to overfitting. However, the performance of H and HR are comparable if only a
small number of EOFs are included in the analysis, suggesting that overfitting in HR is not a major issue. A disadvantage of TRE compared to the other methods is that it requires an ensemble of simulations, while the others can be applied to individual model runs and (with the only exception of CTL) to observations. In the five versions of dynamical adjustment the EOFs and their regression maps for temperature and precipitation are characterized by similar structures (Fig. S1 in the supplemental material). Analogous results are found for the subsequent modes of variability and regression maps (not shown). Here EOFs are taken as dimensionless, while principal components retain the physical unit of the field (hPa). When computing the effect of each EOF on temperature and precipitation data by linear regression we obtain regression maps whose units are degrees Celsius per hectopascal and percent per hectopascal, respectively. Note that regression maps shown in the supplemental material are computed after dividing the principal components by their standard deviations. Regression maps thus show the effect of each mode of circulation when its principal component has a value equal to its standard deviation.

The CTL method is applied to CESM-IC temperature and precipitation data. The choice of the number of EOFs to include in the analysis is to a large extent arbitrary (Hannachi et al. 2007; North et al. 1982). To define a consistent criterion, we account for the effect of the first EOFs cumulatively explaining at least 80% of the variability of sea level pressure in the last 100 winters of the preindustrial control simulation. This removes the effect of the first four modes of variability, cumulatively explaining about 81.4% of the overall SLP variance. The top panels in Fig. S2 of the supplemental material show the EOFs obtained for CESM-IC. Figures 1b,e,h and 2b,e,h show the dynamically adjusted winter temperature and precipitation trends over Europe in the period 2006–50 by the two CESM-IC runs with the highest and lowest area-average trends over the region, along with the ensemble average trends. Contour lines indicate the corresponding sea level pressure trends, which are greatly reduced by the adjustment. The dynamical contributions to the trends in temperature and precipitation are reported in Figs. 1c,f,i and 2c,f,i together with the corresponding SLP trends. These components are additive, so that the original trends are given by the sum of the dynamically adjusted trends and the corresponding dynamical contributions. Sea level pressure variability can either produce warming or cooling in individual simulations. Trends in the run with the weakest warming are primarily caused by SLP variability. In contrast, the positive temperature trends in the warmest run are mainly driven by thermodynamic processes, with the estimated effect of atmospheric circulation variability being positive but close to zero. This is related to the small SLP trends in the period. The ensemble average dynamical contribution to temperature trends (Fig. 1i) is small compared to the effect of circulation in individual runs. Analogous results are found for precipitation, with the run with the lowest area-average trend being strongly influenced by circulation (Fig. 2f) and the ensemble average dynamical contribution (Fig. 2i) being small compared to the effect of SLP variability in individual simulations. Dynamical adjustment reduces the spread of trends simulated by the ensemble. The percent change in the standard deviations of trends in sea level pressure after removing the effect of the first four EOFs with the CTL version is shown in Fig. S3 of the supplemental material. Analogous results for temperature and precipitation are reported in Figs. 3d and 4d. The spread of the adjusted temperature and precipitation trends is not very sensitive to the number of EOFs included in the adjustment (Fig. S4 in the supplemental material).

Dynamical adjustment is also applied on a hemispheric scale. This is done by sampling sea level pressure variability in the domain 15°–90°N for all longitudes and removing the effect of circulation from temperature and precipitation in the Northern Hemisphere extratropics (30°–90°N and all longitudes). The percent change in the standard deviations of trends in sea level pressure, temperature, and precipitation after removing the effect of the first four EOFs are shown in Fig. S5 of the supplemental material. Sampling atmospheric circulation on a hemispheric scale allows for a reduction of the spread of SLP, temperature, and precipitation trends. Note that these results are not directly comparable to those in Figs. 3d and S3, as the same number of EOFs are removed from two domains with different geographical extensions.

The residual difference between the dynamically adjusted trends can be largely attributed to variability not sampled by the EOF analysis of sea level pressure and thermodynamic processes such as those related to varying sea ice and snow cover affecting the surface energy budget (Deser et al. 2016).

4. Atmospheric circulation and its impact on temperature and precipitation trends in a multimodel ensemble

a. Differences in atmospheric circulation across CMIP5 models

Differences between trends simulated by an initial condition ensemble from a single model can be uniquely attributed to internal variability. On the contrary, the
spread of trends in a multimodel ensemble not only is related to different realizations of internal variability but also is a consequence of structural and parametric differences among models, which cause different responses to the same external forcing. Different models also have different representations of atmospheric variability as described by the main modes of circulation and their percentage contribution to the overall variance of sea level pressure. To highlight these differences, an empirical orthogonal function analysis is performed on monthly winter (DJF) SLP anomalies in the last 100 years of the control simulations of each of the 40 CMIP5 models included in the study. Additionally, the main modes of circulation are identified in the dataset obtained by merging the last 100 years from all the control runs. Values higher than 0.90 are found for the weighted pattern correlation (corr) between the multimodel EOF1 and EOF1 from each model, with the only exception of MIROC-ESM (corr = 0.81) and CSIRO Mk3.6.0 (corr = 0.88). These very high values suggest that the multimodel EOF1 is representative of the average circulation patterns across the ensemble and it is not strongly affected by circulation differences between models. Figure 6 shows the leading EOF over the Euro-Atlantic region in the CMIP5 multimodel case (top) and in each of the 40 models (remaining panels). In all cases the leading mode of circulation resembles the North Atlantic Oscillation (Hurrell 1995), although the position, the intensity, and the extension of its two pressure centers vary substantially across models. The percentage of the overall variance of SLP over the region accounted for by the first mode depends on the model, ranging from 30.0% (MIROC5) to 46.1% (NorESM1-M). In all cases, the leading EOFs in Fig. 6 result to be non-degenerate when applying North’s rule of thumb (North et al. 1982). They can thus be considered a robust estimate of the main mode of variability, not affected by large sampling fluctuations. Figures S6 and S7 in the supplemental material show the corresponding regression maps for temperature and precipitation computed by merging the last 100 years of the preindustrial control simulations of all CMIP5 models (top panels) and the first regression map from each (remaining panels). In all cases a positive phase of the leading mode depends on the model, ranging from 30.0% (MIROC5) to 46.1% (NorESM1-M). In all cases, the leading EOFs in Fig. 6 result to be non-degenerate when applying North’s rule of thumb (North et al. 1982). They can thus be considered a robust estimate of the main mode of variability, not affected by large sampling fluctuations. Figures S6 and S7 in the supplemental material show the corresponding regression maps for temperature and precipitation computed by merging the last 100 years of the preindustrial control simulations of all CMIP5 models (top panels) and the first regression map from each (remaining panels). In all cases a positive phase of the leading mode of circulation is associated with warming over most of the region and cooling over the southern part of the domain, although the intensity and the geographical features of this effect vary across models (Fig. S6). Analogous results are found for the first regression maps of precipitation, with a common pattern (positive and negative precipitation anomalies over the northern and southern part of the domain) whose details vary across the CMIP5 ensemble (Fig. S7). Differences in the structure of the leading EOF strongly affect its impact on temperature and precipitation, especially over regions where the regression maps change sign (i.e., over the Mediterranean area for temperature and over central Europe for precipitation). Analogous results are found for the subsequent modes of variability and their regression maps (not shown).

b. The effect of atmospheric circulation on CMIP5 temperature and precipitation trends

In a multimodel experiment like CMIP5 an important question is what fraction of the spread in the projected trends is due to internal variability and what fraction is due to model differences. We apply the CTL method to adjust temperature and precipitation trends in the period 2006–50 as simulated by the 40 CMIP5 models. CTL is chosen as it permits estimating the EOFs and the regression maps without including the influence of anthropogenic forcing. Atmospheric circulation and its regression maps are thus sampled from each control run separately and the first six EOFs are included in the adjustment, explaining at least 80% of sea level pressure variability in all control simulations. Note that by sampling atmospheric circulation from the control integration and adjusting trends computed from the RCP8.5 scenario we avoid the problem of dealing with discontinuities in the historical radiative forcing produced by volcanic eruptions, causing abrupt changes in the concentration of stratospheric aerosols (Robock 2000).

Figures 7a,d,g show the temperature trends simulated by the models showing the strongest (ACCESS1.0) and weakest (MPI-ESM-MR) warming in the ensemble, along with the multimodel average (as in Fig. 1 but for a multimodel rather than an initial condition ensemble). The dynamically adjusted trends (Figs. 7b,e,h) and the dynamical contributions (Figs. 7c,f,i) are also shown and the corresponding SLP trends are reported in contours. Analogous results for precipitation are shown in Fig. 8, with CanESM2 and FIO-ESM being the models respectively simulating the most pronounced positive and negative trends in precipitation. Figure 9 shows the percent change in the standard deviations of trends across all CMIP5 models after applying dynamical adjustment (six EOFs). Removing the effect of circulation allows an area-average reduction of the spread of trends over Europe of about 11% for temperature and 18% for precipitation. These performances can be compared to those obtained over the same domain when adjusting the CESM-IC ensemble (Figs. 3d, 4d, and S3).

The relative contribution of atmospheric circulation to the spread of temperature trends is more pronounced in CESM-IC than in the multimodel ensemble. The spread across CESM-IC trends only relates to internal
FIG. 6. The first EOF of monthly winter sea level pressure (dimensionless) computed (top) by merging the last 100 years of the preindustrial control simulations of all CMIP5 models and from the last 100 years of the control simulation of each model in the remaining panels. The percentage of the overall variance of sea level pressure explained by each EOF is indicated in parentheses.
variability, whereas the spread across trends in CMIP5 models also arises from parametric and structural differences leading to different forced warming rates. On the contrary, the reduction in the spread of trends simulated by CESM-IC and CMIP5 is similar for sea level pressure and precipitation data. This suggests that the effect of model differences on trend spread is more pronounced for temperature than for SLP and precipitation. The reduction in the spread of trends depends on the region. This is consistent with previous studies discussing the impact of internal variability on projections over different areas of the globe (Hawkins and Sutton 2009, 2011). A stronger reduction in the spread of trends is generally found for precipitation than temperature, as for the former the effect of natural variability is larger compared to the forced signal. Dynamically adjusted trends are closer to the multimodel average forced response, but in contrast to CESM-IC the spread reduction in the adjusted CMIP5 trends is not only caused by the removal of SLP variability. As the EOFs and the regression maps are sampled from each control run separately, the effect of different modes of atmospheric circulation as simulated by each of the CMIP5 models is removed from data.
Residual differences between the adjusted trends are related to the different large-scale responses of models to anthropogenic forcing and to other structural and parametric differences not accounted for by dynamical adjustment. After removing the effect of circulation, the dynamically adjusted trends are closer to the multi-model ensemble trends.

c. Sensitivity of the multimodel mean response of temperature and precipitation to the choice of the ensemble

We analyze the sensitivity of the forced multimodel mean response of temperature and precipitation to the ensemble size and to the choice of the models included. To this aim we compute the area-average trend from each model simulation and the ensemble-mean area-average trends from subsets of two models, three models, etc. The mean and the standard deviation of these trends give an indication of the most probable value and of the spread of the estimates of the forced response if only one, two, three, etc., simulations were available. When selecting subensembles of two models or more, intervals are constructed by choosing 780 random combinations from all the possible ones.

This analysis is performed on both the original and dynamically adjusted trends of winter temperature and precipitation simulated by the 40 CMIP5 models in the period 2006–50 over Europe, Scandinavia, and the Iberian Peninsula. Results from the unadjusted (blue) and adjusted (red) simulations are compared in Fig. 10. In all cases the interval width decreases nonlinearly with the number of model runs included in the subensembles, as expected. Furthermore, the trend spreads obtained from the adjusted subensembles are smaller than those
computed from the unadjusted simulations, as the effect of atmospheric circulation is removed. An offset between the average trends computed from the original and the adjusted runs is observed. This can be caused either by chance or by a nonzero multimodel response of atmospheric circulation to anthropogenic forcing, contributing to temperature and precipitation trends. In the first case the offset would originate from the removal of the effect of random realizations of unforced atmospheric variability not averaging out in the ensemble mean as a result of insufficient sampling. In this hypothesis the average values computed by the dynamically adjusted trends would represent a better estimate of the forced signal than those obtained from the original runs. Because of its purely statistical nature, such offset should tend to disappear as the size of the ensemble increases. In the second case, a multimodel response of atmospheric circulation to anthropogenic forcing would represent a caveat to the application of dynamical adjustment, as by applying this method a component of the forced response would be removed. This second hypothesis is investigated in the following section.

5. Identification of a forced response of atmospheric circulation in a multimodel ensemble

A forced response of atmospheric circulation might manifest itself through changes in the structure of the modes of sea level pressure variability, nonzero long-term trends in the principal components of preexisting modes, or changes in their amplitude and frequency. In the results presented so far atmospheric circulation is sampled from each model individually. To identify changes in the multimodel ensemble, however, a common set of multimodel EOFs is defined from the dataset obtained by merging the last 100 years of the control simulations of the models. Changes in the structure of circulation patterns are sought by comparing the leading EOFs of winter SLP variability over the Euro-Atlantic region in preindustrial simulations and under historical and RCP8.5 forcing conditions. To this end, multimodel EOFs are computed from the three datasets obtained by merging the last 30 winters of each of the 40 preindustrial control simulations, the winters in the periods 1961–90 and 2070–99, respectively. The four leading modes account together for about 77%–78% of the overall SLP variability in the three periods. Results show no indication of major changes in the structure of the first EOF of atmospheric circulation in response to the forcing (Figs. S8a–c in the supplemental material). An analysis of the regression maps suggests no major changes in the temperature and precipitation effect of the leading mode of variability (Figs. S8d–i) compared to the greater diversity across models (Figs. S6 and S7).

A statistically significant response of atmospheric circulation variability to anthropogenic forcing is identified...
FIG. 10. Mean (lines) and plus/minus one standard deviation (shading) values of area-average (left) temperature and (right) precipitation trends in the period 2006–50 as estimated from 40 CMIP5 models and from 780 multimodel means obtained from subensembles of an increasing number of simulations. Blue colors correspond to the original trends and red colors to the dynamically adjusted trends (CTL version, six EOFs included). Values are computed over (a),(b) Europe, (c),(d) Scandinavia, and (e),(f) the Iberian Peninsula.
in winter sea level pressure simulated by the multimodel ensemble in the period 2006–50. Figure 11 shows the multimodel mean dynamical contribution to the 2006–50 winter SLP trends, defined by the effect on sea level pressure trends of the first six EOFs (sampled for each model from the last 100 years of its preindustrial control simulation). This is characterized by enhanced anticyclonic circulation over central Europe, the Mediterranean Sea, and part of the Atlantic Ocean and by negative values north of Scandinavia. The Student’s t test is applied at each grid point to test whether the mean of the 40 trends is significantly different from zero. Areas where the multimodel mean values are different from zero at a 95% confidence level are highlighted by stippling. This only covers a region roughly corresponding to the southern center of action of the leading EOF. The dynamical contribution in the area of the northern center of action is found to be statistically significant at a 90% confidence level (not shown). This is because SLP variability is large compared to the dynamical response at higher latitudes. The trends in Fig. 11 are similar to the modeled response of sea level pressure to anthropogenic forcing already identified in previous studies (e.g., Gillett et al. 2003) and suggest a strengthening of the westerly flow over northern Europe. Trends in Fig. 11 are similar to the multimodel mean of winter SLP in the same period (Fig. S9 in the supplemental material) but exclude the thermodynamic response of sea level pressure, mainly consisting of an area of positive trends over Greenland forced by ice melting. Figure 11 thus only shows the dynamic response of sea level pressure to anthropogenic forcing. Note that Fig. 11 shows the same SLP trends appearing in contour lines in Figs. 7i and 8i.

The multimodel mean dynamical contributions to the 2006–50 winter temperature and precipitation trends are computed by including the effect of the first six EOFs sampled for each model from the last 100 years of its control simulation. The effect of sea level pressure variability on the ensemble average trends is shown in Figs. 12a,d, with the two patterns being very similar to the regression maps associated with the first EOF (Fig. S8). The multimodel mean forced dynamical response in SLP tends to increase the warming over most of the region and has a weak cooling contribution only over the southern part of the domain. A pronounced dipolar structure is observed for the multimodel mean dynamical contribution to precipitation trends. The forced SLP response enhances precipitation over Scandinavia and reduces it over the rest of Europe, generating pronounced drying over the southeastern part of the domain. The overall effect of the first six EOFs of SLP (Fig. 11) is consistent with the multimodel mean dynamical contributions to temperature and precipitation trends, producing warmer and wetter conditions over Scandinavia and drier conditions over central Europe (Figs. 12a,d). Note that Figs. 12a,d show the same temperature and precipitation trends in Figs. 7i and 8i. Figures 12b,e show the multimodel mean winter temperature and precipitation trends in the period 2006–50. As in the case of SLP trends in Fig. 11, stippled areas indicate significant changes at a 95% confidence level. Figures 12c,f show the ratios in percent between the multimodel mean dynamical contributions and the multimodel mean trends. These are computed by dividing the multimodel mean dynamical contributions by the multimodel mean trends and then multiplying by a factor of 100 to express the differences as percentages. The estimated dynamically forced contribution to temperature trends over Scandinavia reaches values up to 15%–20% of the multimodel mean response to warming, and even higher values are found for precipitation. Similar results are obtained for winter trends in the period 2006–99, with larger regions showing statistically significant changes (not shown). This indicates that the multimodel mean dynamical contribution in Fig. 11 is not time dependent and that it is a robust feature of the response of atmospheric circulation to anthropogenic forcing in the CMIP5 ensemble.

The estimates of the multimodel mean dynamical contributions to sea level pressure, temperature, and precipitation trends are mainly affected by the first few EOFs and are not critically sensitive to the number of modes included in the analysis. This is shown in Figs. S10–S12 of the supplemental material, reporting
the multimodel mean dynamical contributions to winter sea level pressure, temperature, and precipitation trends in the period 2006–50 computed from a different number of EOFs (1–10). Figures S13 and S14 in the supplemental material show the dynamical contributions to winter 2006–50 sea level pressure, temperature, and precipitation trends estimated from CESM-IC by removing the effect of the first four EOFs with the CTL version of dynamical adjustment. The response simulated by the initial condition ensemble is similar to the one computed from the 40 CMIP5 models.

The contribution of the forced SLP response to the area-average trends of temperature and precipitation over Europe, Scandinavia, and the Iberian Peninsula is quantified by the offsets introduced by dynamical adjustment in Fig. 10, which can be expressed as percentages of the original trends. The dynamical contributions to the multimodel ensemble average temperature and precipitation trends (Figs. 12a,d) are respectively equal to +6% and −45% over Europe (Figs. 10a,b; note that the multimodel mean precipitation trend is small). The forced response of circulation enhances trends over Scandinavia, causing an increase of the multimodel mean trends equal to +13% and +21% of the original temperature and precipitation trends, respectively (Figs. 10c,d). Circulation does not have a strong influence on temperature trends
over the Iberian Peninsula (−5%; Fig. 10e), while its effect on precipitation trends over the same region is particularly pronounced (−31%; Fig. 10f).

Several previous studies discussed the response of atmospheric circulation to anthropogenic forcing in CMIP5 models (e.g., Barnes et al. 2014; Gillett and Fyfe 2013; Corti et al. 1999). Barnes and Polvani (2013) identified a poleward shift of about 1° latitude north of the North Atlantic eddy-driven jet by the end of the twenty-first century in the RCP8.5 scenario. This effect could not be identified in the present work owing to the coarse resolution of the simulations in the multimodel ensemble, which were interpolated to the latitude–longitude grid used in CESM-IC, with a resolution of 1.9° × 2.5°.

CMIP5 models are affected by systematic biases in several features of atmospheric circulation such as blocking frequency and duration (Dunn-Sigouin and Son 2013) and North Atlantic cyclones (Zappa et al. 2013). These biases might influence the structure of the dynamical contributions to temperature and precipitation trends shown in Fig. 12. Consequently, the atmospheric circulation response to anthropogenic forcing remains uncertain (Shepherd 2014).

### 6. Summary and conclusions

The influence of atmospheric circulation on simulated temperature and precipitation trends is analyzed by sampling monthly winter sea level pressure variability in a CESM initial condition ensemble and in a CMIP5 multimodel ensemble. Dynamical adjustment reduces the spread of simulated trends by removing the effect of internally generated and externally forced circulation changes. Five versions of an EOF-based adjustment method are described, and their performance in reducing the spread of simulated temperature and precipitation trends are compared.

The version of dynamical adjustment calibrated on the preindustrial control simulation (CTL) is applied to the CMIP5 multimodel ensemble to reduce the uncertainty on the mean response to anthropogenic forcing of winter temperature and precipitation over Europe in the period 2006–50. Although an analysis on CMIP5 monthly winter
sea level pressure over the Euro-Atlantic sector reveals no indication of changes in the structure of the main modes of atmospheric circulation, a statistically significant forced response of sea level pressure is identified in the period 2006–50. This is associated with nonzero dynamical contributions to winter temperature and precipitation trends. Deser et al. (2012b) showed that atmospheric circulation can critically affect individual realizations of future climate. Our results indicate that the dynamical contribution to the 2006–50 multimodel mean trends over Europe is relatively small for temperature but substantially higher for precipitation. The multimodel forced response of atmospheric circulation results in a slightly amplified warming and in a reduced wetting over Europe. Its impact depends on location and is pronounced over Scandinavia for both temperature and precipitation and over the Iberian Peninsula for precipitation.

The effect of atmospheric circulation internal variability on temperature and precipitation trends can be considered largely independent and additive to the forced response only in regions where the effect of anthropogenic forcing on sea level pressure variability is small. Over such regions dynamical adjustment can be applied to estimate the forced temperature and precipitation response with higher accuracy, or with the same accuracy using fewer simulations. The SLP response to anthropogenic forcing represents a caveat to the application of dynamical adjustment, as by using this method a component of the forced response in temperature and precipitation might be removed. Dynamical adjustment is applied assuming that changes in sea level pressure drive a component of temperature and precipitation variability. The regression approach on which the method is based, however, does not strictly assume causality, and there are circumstances in which sea level pressure is affected by temperatures, especially over land (Fischer et al. 2007).

This work contributes to the understanding of the impact of atmospheric circulation in CMIP5 models and to the quantification of its effect as a source of uncertainty on future trends at the regional and local scales. Our findings are in line with those from previous publications (e.g., Thompson et al. 2015; Deser et al. 2016) in showing that internal variability gives rise to large uncertainty in climate projections. The identification of a statistically significant multimodel response of atmospheric circulation to anthropogenic forcing adds to the ongoing debate on human-induced changes in internal variability. Further analysis might extend to the two hemispheres and to other vertical levels in the atmosphere and might focus on the nature of the projected trends of sea level pressure, with the aim of determining to what extent these changes in circulation are contributed by a thermodynamic response to increased temperatures.
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APPENDIX

CMIP5 Models

CMIP5 models included in the analysis of the multimodel ensemble are listed in Table A1.
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