Transient Climate Sensitivity Depends on Base Climate Ocean Circulation
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ABSTRACT

There is large uncertainty in the simulation of transient climate sensitivity. This study aims to understand how such uncertainty is related to the simulation of the base climate by comparing two simulations with the same model but in which CO2 is increased from either a preindustrial (1860) or a present-day (1990) control simulation. This allows different base climate ocean circulations that are representative of those in current climate models to be imposed upon a single model. As a result, the model projects different transient climate sensitivities that are comparable to the multimodel spread. The greater warming in the 1990-start run occurs primarily at high latitudes and particularly over regions of oceanic convection. In the 1990-start run, ocean overturning circulations are initially weaker and weaken less from CO2 forcing. As a consequence, there are smaller reductions in the poleward ocean heat transport, leading to less tropical ocean heat storage and less moderated high-latitude surface warming. This process is evident in both hemispheres, with changes in the Atlantic meridional overturning circulation and the Antarctic Bottom Water formation dominating the warming differences in each hemisphere. The high-latitude warming in the 1990-start run is enhanced through albedo and cloud feedbacks, resulting in a smaller ocean heat uptake efficacy. The results highlight the importance of improving the base climate ocean circulation in order to provide a reasonable starting point for assessments of past climate change and the projection of future climate change.

1. Introduction

Climate models project a large range of surface warming from greenhouse gas forcing. As documented in the Intergovernmental Panel on Climate Change Fifth Assessment Report (IPCC 2013), the transient climate response (TCR), defined as the global-mean surface temperature increase at year 70 of the 1pctCO2 experiment, varies by more than a factor of 2. The large intermodel spread in transient warming emanates from not only the uncertainty in radiative forcing and atmospheric feedbacks (e.g., Hansen et al. 1984; Raper et al. 2002) but also the uncertainty in the rate of heat uptake by the ocean (Meehl et al. 2005; Stouffer et al. 2006b; Boé et al. 2009) and the efficacy of that heat uptake (Winton et al. 2010; Geoffroy et al. 2013).

A considerable amount of heat taken up by the ocean resides in the deep ocean (Gregory 2000; Raper et al. 2002; Kostov et al. 2014; Exarchou et al. 2015;
Rugenstein et al. 2016b), which is continuously filled by polar sinking water masses through the overturning circulation. As a result, the formation of deep water plays an important role in setting the ocean heat content and heat transport. In addition, during the transformation of surface water into dense sinking water, heat is released into the atmosphere, warming the surface climate at high latitudes (e.g., Winton 2003; Frierson et al. 2013). Changes in circulation, including the convection, are an important factor in the projection of transient warming (Rugenstein et al. 2013; Winton et al. 2014).

In the Northern Hemisphere, the sinking water is primarily formed in the Labrador Sea and Nordic seas and flows southward as part of the Atlantic meridional overturning circulation (AMOC). Models have shown that AMOC is important in regulating the pace of surface warming. The representation of AMOC varies greatly among models, contributing substantially to the uncertainty in transient warming (e.g., Gregory et al. 2005; IPCC 2007; Medhaug and Furevik 2011). Particularity, it has been shown that models with a stronger AMOC (Kostov et al. 2014) and a greater AMOC decline (Xie and Vallis 2012; Rugenstein et al. 2013; Winton et al. 2013, 2014) tend to project a slower transient warming.

In the Southern Hemisphere, convection primarily occurs in the Weddell and Ross Seas and along the Adélie coast to produce the Antarctic Bottom Water (AABW; Orsi et al. 1999), which fills the wide abyssal ocean. Observations between the 1980s and 2000s indicate a reduction of the AABW production and an associated warming of AABW, which accounts for most of the ocean heat uptake below 2000 m (Purkey and Johnson 2010, 2012, 2013). Unfortunately, this process cannot be accurately represented by climate models because of their large biases in Southern Ocean circulation (e.g., Russell et al. 2006; Downes et al. 2015). For example, the second phase of the Co-ordinated Ocean–Ice Reference Experiments shows a large spread in AABW formation from state-of-the-art climate models, ranging from 20 Sv (1 Sv = 10^6 m^3 s^-1) to nonexistent (Farneti et al. 2015). The surface climatic impact of Southern Hemisphere convection is far less studied compared to its Northern Hemisphere counterpart, and the extent to which the simulation of AABW formation influences the global transient warming is yet to be determined.

To examine the impact of high-latitude convection on transient climate sensitivity, we compare two global warming experiments with the same model but initialized from different control runs: the one that starts from the preindustrial control run has a stronger initial AMOC and AABW production than the one that starts from the present-day control run. Compared to the traditional approach of multimodel comparison, our approach is more effective at narrowing down the uncertainty to the simulation of the base climate as the responses in both experiments are governed by the same formula. This procedure can be used to determine the specific physical processes that need to be constrained for accurately projecting transient climate sensitivity. For a more pragmatic purpose, this study also aims to examine whether the climate sensitivity observed or simulated from a low greenhouse gas condition can be directly applied to the contemporary climate change. For example, the preindustrial condition has been commonly used as the starting point for projecting TCR (e.g., Taylor et al. 2012). This is a convenient choice since the preindustrial climate can be assumed as an equilibrium state. However, because the base climate has changed substantially since the preindustrial era, it is unclear to what extent the preindustrial-based TCR can be used to inform about future warming. Our study will help clarify this matter by comparing the TCR simulated from preindustrial and present-day base climates.

2. Model simulation

The experiments used in this study are conducted with the GFDL Forecast-Oriented Low Ocean Resolution (FLOR) model. The FLOR model is built from the high-resolution Climate Model, version 2.5 (CM2.5; Delworth et al. 2012), by retaining its atmosphere and land resolution (approximately 50 km) and reducing its ocean and sea ice resolution from approximately 1/4° to approximately 1°. The combination of high-resolution atmosphere and relatively low-resolution ocean was originally designed for enhancing regional climate forecasting while maintaining a reasonable computational cost, as detailed by Vecchi et al. (2014). The version of the FLOR model used in this experiment is the one labeled FLOR-B01 in Vecchi et al. (2014) and Winton et al. (2014).

We conduct a preindustrial control run with 1860 atmospheric composition and a present-day control run with 1990 atmospheric composition. Both control runs are initialized with 1990 ocean and atmosphere observations; instead, we hope to obtain the model’s climates under the 1860 and 1990 forcings for the respective perturbation runs. This normally requires a long spinup from each control run. As shown in Fig. S1 of the supplemental material, both control runs experience drastic adjustments in the first few decades and
remain relatively stable after 100 years. We perform two realizations of the 1pctCO2 simulations branching off each control run after year 100. In the 1pctCO2 simulations, CO2 increases by 1% yr$^{-1}$ for 70 years until doubling is achieved and is held fixed afterward for another 170 years.

With the 100-yr spinup, models still experience climate drift during the 1pctCO2 simulations: both the 1860 and 1990 control runs have a global-mean surface warming of about 0.15 K (100 yr)$^{-1}$. This remains a caveat in the interpretation of our results. To minimize the impact of climate drift, we report all perturbation quantities as the difference between the corresponding years of the perturbed and control runs. Although the lack of sufficient spinup is not ideal, our goal is to study the impact of differences in the base climate ocean circulation, which are essentially not affected by the climate drift (see the supplemental material). We also conduct the 1pctCO2 simulations with an additional 400-yr spinup, which yields consistent results (see the supplemental material).

3. Results

a. Overview of transient warming

The 1990-start run warms substantially more than the 1860-start run for the duration of the 1pctCO2 simulations (Fig. 1). The warming difference is seen in both ensemble members and develops primarily during the CO2 increasing period. The increase in global-mean surface temperature averaged over the last 50 years of the simulation (years 191–240) is 27% larger in the 1990-start run. The difference in TCR (estimated as the warming averaged over years 61–80) is 0.25 K, which is comparable to the CMIP5 multimodel standard deviation of 0.35 K (Gregory et al. 2015). Therefore, in this model, the projection of transient surface warming depends strongly on its starting point.

Figure 2 shows the spatial pattern of surface temperature changes. A polar amplification can be found in both simulations and is substantially stronger in the 1990-start run. The increase in global-mean surface temperature averaged over the last 50 years of the simulation (years 191–240) is 27% larger in the 1990-start run. The difference in TCR (estimated as the warming averaged over years 61–80) is 0.25 K, which is comparable to the CMIP5 multimodel standard deviation of 0.35 K (Gregory et al. 2015). Therefore, in this model, the projection of transient surface warming depends strongly on its starting point.

On a global scale, the transient surface warming can be thought of as being determined by three parameters: the equilibrium climate sensitivity (ECS), the ocean heat uptake efficiency, and the ocean heat uptake efficacy (Winton et al. 2010):

$$
\delta T = \text{ECS} \frac{R}{R + \text{ECS} \varepsilon \gamma},
$$

where $\delta T$ is the transient surface warming, $R$ is the radiative forcing of doubled CO2 (estimated as 3.5 W m$^{-2}$ for both simulations from radiation code), $\varepsilon$ is the ocean heat uptake efficacy, and $\gamma$ is the ocean heat uptake efficiency.

The ocean heat uptake efficiency is defined as

$$
\gamma = \frac{N}{\delta T},
$$

where $N$ is the net heat uptake, which is dominated by the ocean. The ocean heat uptake efficiency largely reflects the effectiveness of the deep ocean in absorbing the excess heat from radiative forcing, and a large efficiency acts to slow down surface warming (Gregory and Mitchell 1997; Raper et al. 2002).

---

**Fig. 1.** Global-mean surface temperature (TS) change from the 1990-start (red) and 1860-start (blue) runs. Black lines show the difference between 1990-start and 1860-start runs. Thin lines are from the individual ensembles, whereas thick lines are the two ensemble mean. Data are plotted as the 15-yr running mean. The thin vertical line indicates the time of CO2 doubling, after which CO2 is held fixed.
The ocean heat uptake efficacy is defined as the global surface temperature impact of heat uptake relative to the impact of CO$_2$ radiative forcing (Winton et al. 2010): \[ e = \frac{R/ECS}{N/(ECS - \delta T)}. \] (3)

It is essentially the ratio between the equilibrium radiative feedback and feedback of the ocean heat uptake. The efficacy reflects how ocean heat uptake affects the surface temperature through surface heat flux pattern–induced feedback response, and a large efficacy acts to slow down surface warming (e.g., Rugenstein et al. 2016a).

The ECS and the ocean heat uptake efficiency and efficacy are visualized in Fig. 3. A linear extrapolation of the surface temperature–top of the atmosphere (TOA) radiation relationship following Gregory et al. (2004) indicates roughly equal ECS (3.27 K for the 1860 start and 3.30 K for the 1990 start) and equilibrium radiative feedbacks from the 1990-start and 1860-start runs.

The average ocean heat uptake efficiency for the CO$_2$ stabilizing period is shown as the slope of the dashed line in Fig. 3, which connects the point of average surface temperature change and average TOA radiation change with point (0, 0). The efficiency is lower in the 1990-start run throughout the simulation and 28% lower during the CO$_2$ stabilizing period. The heat uptake efficacy for the CO$_2$ stabilizing period is shown as the ratio of the CO$_2$ radiative forcing (3.5 W m$^{-2}$) to the y-intercept of the solid lines in Fig. 3. The efficacy is 1.47 for the 1990-start run and 2.01 for the 1860-start run. Therefore, both the smaller heat uptake efficiency and the smaller efficacy in the 1990-start run account for its larger transient warming.

b. Ocean heat uptake and heat transport

The ocean heat uptake pattern is shown in Fig. 4. In the Northern Hemisphere, heat uptake primarily occurs in the North Atlantic convective regions (Figs. 4a,b) and is overall smaller in the 1990-start run (Fig. 4c). In the Southern Hemisphere, heat uptake is spread over most
of the Southern Ocean. The most noticeable difference between the two runs is in the Weddell Sea, where only the 1860-start run shows positive heat uptake. Some quantitative differences can also be found throughout the Southern Ocean, with somewhat complex structures. Since high-latitude convection is often associated with heat being released into the atmosphere, the smaller heat uptake at convective regions in the 1990-start run indicates a smaller weakening of convection.

Figure 5 shows the climatology and changes of mixed layer depth, which is defined as the depth where the buoyancy difference with respect to the surface level is greater than or equal to 0.0003 m s\(^{-2}\) and can be used as a measure of convection (Stouffer et al. 2006a). As shown in Figs. 5d–f, both the 1990-start and 1860-start runs project a general reduction in mixed layer depth, particularly at convective regions, indicating a weakening of convection. Consistent with the differences in heat uptake (Fig. 4c), the 1990-start run shows a smaller weakening of convection in the North Atlantic and the Weddell Sea (Figs. 5d–f). The smaller weakening is associated with the weaker initial convection, as the difference in the change (Fig. 5f) is almost exactly the opposite of the control climatology (Fig. 5c). This is consistent with previous studies (Gregory et al. 2005; Weaver et al. 2007; Newsom et al. 2016), which found that the weakening of convection largely depends on its initial strength.

To complement the high-latitude mixed layer depth, we present the zonally integrated meridional overturning circulation (MOC) in Fig. 6. The climatological MOC consists of an upper cell dominated by the AMOC and a lower cell dominated by the AABW formation (Figs. 6a,b). As shown in Fig. 6c, the 1990 control run has a weaker and shallower AMOC. Although the 1990 control run shows a stronger upwelling poleward of 50°S, it has a weaker lower cell as a result of its weaker convection in the Weddell Sea (Fig. 5c). In addition, the two control runs have little difference in the Antarctic Circumpolar Current transport (only 1.7% stronger in the 1990 control run), likely due to the cancellation between wind forcing and eddy adjustment (Meredith et al. 2012; Morrison and Hogg 2013). In the 1pctCO2 simulations, both the AMOC and the AABW formation weaken. The weakening is smaller in the 1990-start run (Fig. 6f), which is again consistent with its weaker initial circulation (Fig. 6c).

To understand the connection between the circulation changes and transient sensitivity, we compare hemispheric surface warming, MOC weakening, and changes in poleward heat transport for the two 1pctCO2 simulations (Fig. 7). The AMOC index is defined as the maximum streamfunction at 40°N, whereas the AABW index is defined as the minimum streamfunction multiplied by \(-1\) at 69°S. These latitudes are chosen because they exhibit the strongest AMOC and AABW formation, respectively, in the FLOR model’s preindustrial control run; using a wider range of latitudes for the definition of the indices would yield similar results (not shown). Changes in the global poleward heat transport are calculated at 40° latitude. We treat this latitude as the lower bound of high-latitude regions mainly because AMOC is the strongest at 40°N, but our results are not very sensitive to this choice. Because subgrid-scale heat transport was not saved, we calculate poleward heat transport as the residual between ocean heat content.
tendency and changes in surface heat flux averaged poleward of 40°. We note that this is not an exact calculation because we did not account for the varying thickness of the top and bottom grid cells when obtaining the ocean heat storage. We will further discuss this caveat in section 3c.

As shown in Figs. 7a and 7d, the Northern and Southern Hemispheres (primarily at high latitudes, Fig. 2c) contribute about equally to the global difference in transient warming. For the Northern Hemisphere, the AMOC weakens initially and stabilizes around year 100 when the CO₂ concentration is stabilized (Fig. 7b). The AMOC in the 1860-start run is initially 4 Sv stronger and eventually reaches similar amplitude as that in the 1990-start run, which means a greater weakening in the 1860-start run. As a result, it has a larger reduction in poleward ocean heat transport (Fig. 7c), leading to a more moderated northern high-latitude warming (Figs. 7a and 2c). In addition, the temporal variability of Northern Hemisphere warming and heat transport change is generally consistent with the variability of AMOC change (black lines in Fig. 7). For example, during the first 35 years, the 1860-start run undergoes a faster AMOC weakening; correspondingly, it shows a faster reduction in poleward ocean heat transport and a slower warming. During years 130–160, the AMOC recovers in the 1860-start run, leading to a recovery in poleward heat transport and an accelerated Northern Hemisphere warming, which does not occur in the 1990-start run. These results are consistent with Rugenstein et al. (2013), who found a similar relationship between AMOC weakening and high-latitude warming in two pairs of closely related GFDL models.

In the Southern Hemisphere, the warming difference shows a steady development during the first 140 years (Fig. 7d), similar to the difference in AABW decline (Fig. 7e). After year 140, the AABW formation stabilizes at similar amplitudes and the separation in surface warming slows down. This relationship is consistent with the fact that much of the Southern Hemisphere warming difference is concentrated over the Weddell Sea (Fig. 2c), where the 1860-start run shows a reduction in upward surface heat flux (Fig. 4b) and a surface cooling (Fig. 2b).

The cause and effect in the concurrence of AABW weakening and reduced surface heat loss are yet to be determined, and it is likely that they assist in each other’s development. That is, the reduced surface heat
loss could weaken convection through buoyancy forcing (Newsom et al. 2016), whereas the weakening of the overturning circulation could also reduce the upward heat release by decreasing poleward ocean heat transport, similar to the process in the northern high latitude (e.g., Winton et al. 2013; Rugenstein et al. 2013). Indeed, the Southern Hemisphere poleward heat transport shows a greater reduction in the 1860-start run. This is consistent with its greater weakening of the lower cell, which is the dominant difference in Southern Hemisphere MOC (Fig. 6f). Differences in the upper cell, albeit smaller, may also be important, considering the much larger temperature gradient in the upper ocean. Further studies are needed to understand these processes.

c. Global ocean heat budget

To summarize the relationship between ocean heat transport and transient warming, we present the ocean heat budget for the northern and southern high latitudes.
and the tropics (Fig. 8). The three regions are bounded by the 40° latitude. For each region, we calculate changes in surface heat flux and ocean heat storage tendency directly from the model output and estimate changes in ocean heat transport as the difference between the two. Because we did not account for the varying thickness of the top and bottom grid cells when calculating the ocean heat storage, there is a small difference (less than 2%) between the global surface heat flux change and ocean heat storage tendency. As indicated by the colored arrows, the ocean circulation transports heat poleward from the tropics and eventually releases it into the atmosphere at high latitudes. As the circulation weakens, the poleward heat transport is
reduced, and less heat is released into the high-latitude atmosphere, thereby moderating high-latitude warming.

In the 1860-start run, the circulation is initially stronger and weakens more, leading to a larger reduction in poleward heat transport and a slower high-latitude warming. Correspondingly, there is more heat uptake at high latitudes. Most of the high-latitude heat uptake is stored in the tropics through the reduced poleward heat transport. The large high-latitude heat uptake relative to the tropics in the 1860-start run is also consistent with its large heat uptake efficacy, as studies have shown that the cooling impact of heat uptake is more effective at high latitudes than the tropics (Kang and Xie 2014; Rose et al. 2014).

d. Heat uptake efficacy and transient feedback

The greater high-latitude warming of the 1990-start run induced by its smaller reduction in poleward heat transport can be further amplified by atmospheric radiative feedbacks, as indicated by its smaller ocean heat uptake efficacy (Fig. 3). To determine the source of the efficacy difference, we calculate the transient radiative feedbacks for the CO2 stabilization period using the GFDL model for radiative kernels (Soden et al. 2008).

As shown in Table 1, the kernel-based transient radiative feedback is 0.15 W m⁻² K⁻¹ higher in the 1990-start run. This is an underestimation compared to those directly calculated using the average TOA radiation and surface temperature change, which yields a 0.29 W m⁻² K⁻¹ higher feedback in the 1990-start run. The disparity is likely caused by the uncertainty in the cloud radiative kernels, but the uncertainty in other radiative kernels and the CO2 radiative forcing may also contribute. Here, we assume the accuracy of the kernel-based temperature, water vapor, and albedo feedbacks and show the corrected cloud feedback and total feedback in the parentheses.

The higher transient feedback in the 1990-start run is partly associated with the higher albedo feedback and mainly with the greater cloud feedback. This is consistent with previous studies (Winton 2003; Rose et al. 2014; Trossman et al. 2016; Zhang et al. 2010), which showed that cloud feedback is the dominant radiative feedback mechanism that responds to ocean circulation change. The larger cloud feedback in the 1990-start run is primarily associated with its greater reduction in high-latitude low clouds (figures not shown). The greater low-cloud reduction is possibly caused by the larger decrease in high-latitude tropospheric stability (Winton 2003) associated with the higher polar amplification (Fig. 2).

4. Conclusions and discussion

In this study, we compared the transient warming in the 1pctCO2 simulations initialized from an 1860 control run and a 1990 control run. Previous studies showed that TCR could be sensitive to the differences in initial conditions that result from internal variability and model drift (Sen Gupta et al. 2012; Liang et al. 2013a,b). The main objective of this study is to understand the specific model biases in the simulation of base climate ocean circulation that potentially degrade the projection of transient climate sensitivity.
The global-mean surface temperature increases substantially faster in the 1990-start run compared to the 1860-start run. The greater transient warming is attributed to the smaller ocean heat uptake efficiency and smaller ocean heat uptake efficacy. In the 1990-start run, the overturning circulations are initially weaker and thereby weaken less from CO$_2$ forcing. As a result, there is a smaller reduction in poleward heat transport leading to a faster high-latitude warming. The warming disparity is further amplified partially through albedo feedback and primarily through cloud feedback.

The initial circulation difference in the two simulations is dominated by their differences in the AMOC and the AABW formation. The stronger initial AMOC and AABW formation in the 1860-start run allows a larger weakening, which leads to a surface cooling in the convective regions and a moderated high-latitude warming in the corresponding hemispheres. This cooling effect of ocean circulation is much less appreciable in the 1990-start run since the circulation is already substantially weakened at the beginning of the simulation. One may think of the slower transient warming in the 1860-start run as being delayed by the weakening of circulation. However, such “delay” becomes less effective as the climate continues to warm.

Since most climate models project a weakening of the overturning circulation, their TCRs, which are often simulated from a preindustrial starting point, are affected by the delay and should be smaller than future warming under the same radiative forcing. Other factors, such as ocean thermal stratification and the increase in radiative feedbacks, may also contribute to the delay (e.g., Gregory et al. 2015). Although we have used the 1860 and 1990 control runs to illustrate the importance of the starting point, the ideal initialization for projecting future TCR should be taken from the present-day simulation, in which warming is already under way, instead of a control run, which would induce a cold-start retardation (Hasselmann et al. 1993).

Although the initial circulation differences in our simulations were artificially created by modifying the radiative forcing, they are well within the intermodel spread (Gregory et al. 2005; Farneti et al. 2015). These circulation differences, even imposed upon the same model, would result in differences in TCR that are comparable to the intermodel spread. This suggests that biases in the base climate ocean circulation, particularly AMOC and AABW, need to be constrained for accurate projections of transient warming. The importance of AMOC has been widely addressed (e.g., Meehl et al. 2005; Rugenstein et al. 2013; Kostov et al. 2014). In comparison, the climatic impact of AABW formation has received far less attention, partially because it is too weak or even nonexistent in many models (Frölicher et al. 2015; Farneti et al. 2015; Rugenstein et al. 2016b). In addition, the lack of observation on the strength of Antarctic convection makes model improvement rather difficult. However, the Weddell Sea polynya of the 1970s gave evidence of deep convection in the historical period. De Lavergne et al. (2014) found that almost one-third of the CMIP5 climate models do not have such convection in their preindustrial simulations. Our results suggest that this might result in an overestimation of Southern Ocean warming in these models. A recent study (Newsom et al. 2016) showed that the AABW formation is substantially stronger when the resolution of ocean model increases from 1° to 0.1°. Such studies are encouraged for better understanding the uncertainty in the simulation of AABW.
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