Evaluating SST Analyses with Independent Ocean Profile Observations
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ABSTRACT

The difficulty in effectively evaluating sea surface temperature (SST) analyses is finding independent observations, since most available observations have been used in the SST analyses. In this study, the ocean profile measurements [from reverse thermometer, CTD, mechanical bathythermograph (MBT), and XBT] above 5-m depth over 1950–2016 from the World Ocean Database (WOD) are used (data labeled pSSTW). The biases of MBT and XBT are corrected based on currently available algorithms. The bias-corrected pSSTW over 1950–2016 and satellite-based SST from the European Space Agency (ESA) Climate Change Initiative (CCI) over 1992–2010 are used to evaluate commonly available SST analyses. These SST analyses are the Extended Reconstructed SST (ERSST), versions 5, 4, and 3b, the Met Office Hadley Centre Sea Ice and SST dataset (HadISST), and the Japan Meteorological Administration (JMA) Centennial In Situ Observation-Based Estimates of SST version 2.9.2 (COBE-SST2). Our comparisons show that the SST from COBE-SST2 is the closest to pSSTW and CCI in most of the Pacific, Atlantic, and Southern Oceans, which may result from its unique bias correction to ship observations. The SST from ERSST version 5 is more consistent with pSSTW than its previous versions over 1950–2016, and is more consistent with CCI than its previous versions over 1992–2010. The better performance of ERSST version 5 over its previous versions is attributed to its improved bias correction applied to ship observations with a baseline of buoy observations, and is seen in most of the Pacific and Atlantic.

1. Introduction

Sea surface temperature (SST) is a key parameter in the ocean–atmosphere system, and is widely used in atmospheric simulations and weather forecasting. Studies showed that there is a threshold of SST in triggering tropical convection, cyclone genesis, and hurricane development (e.g., Fu et al. 1990; Dutton et al. 2000; McTaggart-Cowan et al. 2006; Johnson and Xie 2010; Dare and McBride 2011). These studies indicated that the accuracy of SST analyses may critically affect climate simulation and weather forecasting. The in situ observations from ships and buoys are typically used in...
SST analyses (e.g., Kennedy et al. 2011a,b; Hirahara et al. 2014; Huang et al. 2015, 2017). Most recently, the observations from Argo floats are also added to an SST analysis (Huang et al. 2017). Satellite observations derived from the Advanced Very High Resolution Radiometer (AVHRR) and other instruments are included in some blended SST analyses in the satellite era (Rayner et al. 2003; Reynolds et al. 2002, 2007).

The accuracy of SST analyses is mostly dependent on how the biases of observations from different instruments are corrected (Kent et al. 2017). The study of Huang et al. (2017) suggested that the globally averaged SST in the Extended Reconstructed SST, version 5 (ERSST.v5), is about 0.1°C systematically lower than the previous version, ERSST.v4 (Fig. 1, solid black and red lines). The lower SST in ERSST.v5 results from the biases of ship observations adjusted to more accurate or homogeneous buoy observations. However, the SSTs in ERSST.v5 and earlier versions have not fully been evaluated by independent observations, particularly before the 1990s. In this study, near-surface (0–5-m depth) temperatures derived from independent ocean profile measurements from 1950 to 2016 are used to evaluate the commonly available SST analyses including ERSST.v5 and ERSST.v4. These profile measurements are from reversing thermometers (RT; attached to Nansen–Niskin hydrographic bottles), conductivity–temperature–depth (CTD), mechanical bathythermographs (MBT), and expendable bathythermographs (XBT). RT and CTD data (RT/CTD hereinafter) are considered highly accurate (currently to 0.002°C) and with no known systematic bias. CTD data are routinely calibrated to concurrent reversing thermometer measurements.

The paper is organized as follows: SST datasets from available SST analyses and evaluation datasets from ocean profile measurements and satellite-based observations are described in section 2. The evaluation datasets are compared with in situ observations from ships, buoys, and Argo floats to ensure their quality in section 3. The SST analyses are evaluated against those ocean profile measurements and satellite-based measurements in section 4. The study is summarized and discussed in section 5.

2. Data

a. SST analyses

The following SST analyses will be assessed in section 4: ERSST versions 5, 4, and 3b (Huang et al. 2017; Huang et al. 2015; Smith et al. 2008), the Met Office Hadley Centre Sea Ice and Sea Surface Temperature dataset (HadISST; Rayner et al. 2003), and the Japan Meteorological Agency (JMA) Centennial In Situ Observation-Based Estimates of SST, version 2.9.2 (COBE-SST2; Hirahara et al. 2014). The globally averaged SSTs from these analyses (Fig. 1) are generally consistent, but differences are seen in some periods resulting from unique bias-correction schemes (Huang et al. 2015).

The ERSST.v5 is based upon ERSST.v4, with improved bias correction to ship observations using more homogeneous buoy observations as a baseline. ERSST.v5 has a better representation of spatial and temporal variations in high-latitude oceans and El Niño and La Niña activities in the tropical Pacific (Huang et al. 2017). ERSST.v4 is based upon ERSST.v3b by correcting the biases of ship observations after the 1940s, which is neglected in ERSST.v3b, and therefore ERSST.v4 has a better representation of global SST warming trends in the most recent decades (Karl et al. 2015; Hausfather et al.
The nighttime marine air temperature (NMAT; Kent et al. 2013) is used in correcting the biases of ship observations in all ERSST versions. The bias-corrected in situ SSTs are reconstructed using localized empirical orthogonal teleconnection (EOT) modes on a monthly and global $2^\circ \times 2^\circ$ grid from 1854 to the present. ERSST.v5, ERSST.v4, and ERSST.v3b use in situ ship and buoy observations; Argo observations above 5-m depth are added in ERSST.v5. The reason for including Argo observations; Argo observations above 5-m depth are added in ERSST.v5. The reason for including Argo observations in ERSST.v5 is that the number of observations from Argo floats has rapidly expanded over the global oceans since 2000. By including Argo observations, the coverage of in situ data increases by approximately 10% since 2006 (Huang et al. 2017), and therefore the operational SST analysis becomes more reliable at regional scale while the globally averaged SST remains close.

The HadISST includes ship and buoy observations as well as satellite AVHRR observations. The biases of ship observations are corrected before 1941 based upon a bucket model of Folland and Parker (1995), and no bias correction is applied after 1941 (Kent et al. 2013). One of the difficulties in applying the bucket model is that metadata of bucket types are not always available in the historical record, although new methods to improve metadata have recently been developed (Carella et al. 2018). Therefore, the bucket type is randomly selected in case of unknown type of buckets in HadISST. The resolution of HadISST is monthly on a global $1^\circ \times 1^\circ$ grid from 1870 to 2016. This bucket model was also implemented in the Met Office Hadley Centre SST, version 3 (HadSST3; Kennedy et al. 2011a,b), which includes in situ observations only. The advantage of HadISST over HadSST3 is that HadISST is reconstructed with gaps filled over the global oceans using empirical orthogonal function (EOF) modes. In contrast, HadSST3 is reconstructed on the monthly $5^\circ \times 5^\circ$ grids where in situ observations are available, and no reconstruction/interpolation is made on the grids without in situ observations. Therefore, HadISST is selected and averaged to the same grids ($2^\circ \times 2^\circ$) of ERSST for comparison purposes.

The COBE-SST2 includes in situ ship and buoy observations only. The same bucket model of Folland and Parker (1995) is used to calculate the biases of ship observations before 1941. After 1941, the mean biases for insulated buckets, uninsulated buckets, and engine room intake are first calculated. The ship biases are then derived by weighting the mean biases of insulated buckets, uninsulated buckets, and engine room intake. The weighting is determined by assuming that the anomaly of the unknown type of observations is equivalent to the anomaly of other known types of observations within a $5^\circ \times 5^\circ$ grid box (Hirahara et al. 2014). The in situ observations are finally reconstructed using EOF modes on a monthly global $1^\circ \times 1^\circ$ grid from 1850 to 2016. The COBE-SST2 is box-averaged to $2^\circ \times 2^\circ$ grids for this comparison study.

b. pSSTW from the World Ocean Database

The SST data from profile measurements by RT/CTD, MBT, and XBT at a depth of 0–5 m over 1920–2016 are from the World Ocean Database (WOD) (Boyer et al. 2016), and the data are labeled as pSSTW hereinafter. Near-surface transients in XBT profiles are accounted for in three ways: reporting, quality, and bias correction. Often the top 2.7 m of an XBT trace are not reported, or reported as missing values in order to avoid the noise of near-surface transients. XBT data are assigned quality flags from data originators. There are two major categories of bias corrections: 1) for depth and 2) for temperature measurements. The details of the bias corrections are described in section 3a.

A pair of pSSTW are downloaded: one without bias correction and the other with bias correction. The pSSTW data undergo a quality-control procedure used in ERSST.v5 that filters out outliers departing four standard deviations or more from the ERSST.v5 analysis (Huang et al. 2017). The quality-controlled SST data are bin-averaged to $2^\circ \times 2^\circ$ grid boxes at monthly time scale from 1920 to 2016, and globally integrated numbers and area coverages of observations are calculated. The area coverage is a ratio of the total gridbox area containing observations over the total ocean area. Calculations show that numbers of observations are solely from RT/CTD over 1920–40, dominantly from MBT and RT/CTD over 1940–70, and mostly from XBT and RT/CTD over 1970–2010 (Fig. 2a). Coverages (as high as 25%) are solely from RT/CTD over 1920–40, mostly from MBT and RT/CTD over 1940–70, and dominantly from XBT over 1970–2010 (Fig. 2b).

The recorded depths of these pSSTW are usually shallower than 0.5 m before the 1980s, and increase to 1–3 m over 1990–2010 (Fig. 2c). These pSSTW data within the depth of 0–5 m are considered as SSTs; this is to be consistent with the fact that the Argo measurements of 0–5 m depth were treated as SSTs (Roemmich et al. 2015; Huang et al. 2017). It should be noted that RT/CTD depths before the 1990s may have been recorded as 0 m when actual depths are deeper than 0.5 m because of the logistics of obtaining a near-surface measurement from the profiling instruments (JPOTS 1991, 25–26). Furthermore, the first recorded depth of XBT is approximately 0.7 m, taken 0.1 s after the probe has hit the water surface. The depths of pSSTW observations differ from those of drifting buoys (0.2–0.3 m), moored buoys
and ships (1–10 m) (Reynolds et al. 2002; Lumpkin and Pazos 2007; Barale et al. 2010; Matthews 2013). The difference in observing depths may impact the observed SSTs. For example, the recorded depth of RT/CTD measurements increases from 1 m in the late 1980s to 3 m in the 2010s (Fig. 3, red line). The observed temperatures from RT/CTD are lower than buoy observations at a nominal depth of 0.2 m by 0.05$^\circ$C over 1990–2010 (Fig. 3, black line).

These pSSTW data from RT/CTD, MBT, and XBT profiles are merged onto $2^\circ \times 2^\circ$ grid boxes by weighting their number of observations. The SSTs derived from other types of profiles are not included because of their low observation numbers, low area coverages, or short time periods. One advantage of this pSSTW collection is its relatively long period of data, from the 1920s to the 2010s, while its area coverage is in a range of 5%–25% from the 1950s to the 2010s. The other advantage is that it is independent from currently available SST analyses described in section 2a, and can therefore be used to assess these SST analyses. To our knowledge, these pSSTW data are rarely used in evaluating these SST analyses. The profile measurements before 1950 are very sparse (Figs. 2a,b) and therefore not used in validating SST analyses in section 4. Since Argo observations have been included in ERSST.v5 and are no longer independent of ERSST.v5, they are not used as evaluation data.

c. In situ SST from ships, buoys, and Argo floats

Since in situ SSTs are independent from pSSTW, they are first used to assess pSSTW to ensure the quality of pSSTW as an evaluation dataset. The qualified pSSTW is then used to assess SST analyses in section 4. For this purpose, the in situ SSTs are merged from observations from ships, buoys, and Argo floats (hereinafter ShipBuoyArgo). The ShipBuoyArgo is averaged on monthly $2^\circ \times 2^\circ$ grid boxes over the global oceans from 1854 to 2016 (Huang et al. 2017). The ship and buoy SSTs are from the International Comprehensive Ocean–Atmosphere Data Set (ICOADS) release 3.0 (Freeman et al. 2017), and Argo temperatures are from the Argo Global Data Assembly Centre (Argo 2000). The ShipBuoyArgo
SST is derived as follows (Huang et al. 2017): First, the SSTs from ship and Argo float observations are corrected using buoy observations over 1990–2010 as a baseline; the corrections account for the differences caused by instrument and depth changes. Second, the corrected (buoy baselined) ship and Argo SSTs are merged with buoy SSTs by weighted averaging. The weights for ship, buoy, and Argo SSTs are 1, 6.8, and 6.8 times the number of their observations in every 2° × 2° grid box, respectively. The weights are determined according to the ratio of random-error variances of ship and buoy observations (Reynolds and Smith 1994), and it is assumed that the random-error variance of Argo observations is equivalent to that of buoy observations (Huang et al. 2017). The ShipBuoyArgo SST represents an estimation of available in situ observations in the global oceans and is used to reconstruct temporal and spatial variations of SST over the global oceans in ERSST (e.g., Huang et al. 2015, 2017).

In addition to the merged ShipBuoyArgo SST, the baseline buoy observations are also used in comparing pSSTW and the satellite-based SST from the European Space Agency (ESA) Climate Change Initiative (CCI) because of their high-quality and relatively uniform distribution over the global oceans. The area coverage of buoy observations increases from approximately 5% in the late 1980s to approximately 35% in the late 2000s (Huang et al. 2017).

d. CCI SST

The SSTs from the ESA CCI, level 4 version 1.1 (Merchant et al. 2014), are used first to compare pSSTW (section 3b) and then to evaluate selected SST analyses (section 4). The original resolution of CCI SSTs is daily 0.05° × 0.05°, which is processed into monthly 2° × 2° resolution for comparison purpose. The CCI SSTs represent a near-surface temperature at depths of 0.2 m where most drifting buoys also measure SSTs. The CCI SSTs at depths of 0.2 m are derived by adding an adjustment to the skin temperature. The adjustment is estimated according to ocean skin effect and near-surface thermal stratification (Donlon et al. 1999).

As described in Merchant et al. (2014), the CCI SSTs were derived from both AVHRR and Along-Track Scanning Radiometer (ATSR) observations using a reduced-state-vector optimal estimation algorithm. CCI SSTs are almost independent from in situ observations from ships, buoys, and Argo floats, since no in situ observations are used in estimation of CCI SSTs but ocean reanalysis data are used as a background field in the absence of observations. Earlier comparisons (e.g., Huang et al. 2017) showed that CCI SSTs are very consistent with buoy observations, suggesting that the quality of CCI SSTs is comparable with buoy SSTs. Therefore, CCI SSTs are used to validate SST analyses based on in situ observations in section 4.

Likewise, CCI SSTs are independent from pSSTW. Therefore, CCI SSTs are used to validate the quality of pSSTW in section 3b. The validation of pSSTW using CCI SSTs is to ensure a qualitative assessment of SST analyses in section 4. The advantage of CCI SSTs is their high spatial coverage of near 100% over the global oceans, which can provide an extra validation in areas where no pSSTW observations are available. However, the disadvantage is their short time period—from September 1991 to December 2010.

3. Biases in XBT and MBT observations and intercomparisons

a. Bias correction to XBT and MBT

Biases are found in XBT observations resulting from a depth offset and temperature observations. The study of Levitus et al. (2009, hereinafter L09) provided an adjustment for temperature observations, and the study of Cheng et al. (2014, hereinafter C14) provided adjustments for both the depth offset and temperature observations. The surface correction for most years is larger than the correction at the next nearest depth (10 m) despite the expectation of a positive relationship between the temperature correction and increased depth. The larger surface correction results from near-surface transients as described in section 2b.

The studies of L09 and C14 indicated that the magnitude of the warm bias of XBT observations is approximately 0.1°–0.2°C over 1960–90 and 0.05°C over 2000–10 (Fig. 4, solid black and red lines), which is consistent with other studies (e.g., Gouretski and Koltermann 2007; Reverdin et al. 2009; DiNezio and...
Fig. 4. Estimated annually averaged median biases of near-surface (0–5 m) XBT (solid black) and MBT (solid green) from L09 and XBT from C14 (solid red). The estimated biases of XBT and MBT in L09 are derived relative to RT/CTD and Argo measurements. The estimated bias of XBT in C14 is derived as the difference between XBT datasets without and with the correction of C14 in the WOD.

Goni 2010; Gouretski and Reseghetti 2010; Cowley et al. 2013; Goes et al. 2015; C14; Cheng et al. 2016). A warm bias (approximately 0.1°C) of MBT is identified by L09 over 1950–75 (Fig. 4, solid green line), while the higher biases in the early 1990s are associated with sparse MBT and RT/CTD–Argo comparison pairs. These biases largely result from inaccurate depths of temperature measurements (i.e., depth error) and inaccurate temperature measurements themselves (i.e., temperature error) (Cheng et al. 2016). The XBT depths are calculated according to a fall-rate equation and the time lapse since the instrument hits the ocean surface (Reverdin et al. 2009; Ishii and Kimoto 2009; DiNezio and Goni 2010). The inaccuracy of the fall-rate equation is mainly responsible for the depth error, and the temperature error is due to a combination of errors in temperature thermistor, recording system, and so on.

The difference of XBT bias corrections between L09 and C14 is notable. The XBT biases fluctuate in L09 before 2000, and are relatively smooth in C14, which may result from their methods in calculating the biases. The biases of XBT (or MBT) observations in L09 were calculated with respect to RT/CTD and Argo observations as follows: First, averaged SST anomalies with respect to the same monthly climatology were calculated in RT/CTD and Argo, XBT, and MBT each year within a 5-yr data window over the global oceans on 4° × 2° grids, and then the median differences between RT/CTD and XBT (or MBT) over the global oceans were defined as the biases. In contrast, the XBT biases in C14 were calculated using RT/CTD–Argo and XBT pairs on monthly 1° × 1° grid. By using the pairs, C14 modeled and corrected the depth and temperature errors separately, which vary with time, ocean temperature, and probe types (C14). The data from C14 in Fig. 4 are retrieved in this study by the annually and globally averaged difference between XBT SSTs without and with the bias correction of C14, and are available from the WOD.

b. Bias-corrected XBT and MBT versus ShipBuoyArgo and satellite SST

The quality of bias-corrected pSSTW is assessed by comparing it with independent ShipBuoyArgo observations. To make a fair comparison, the colocated SST differences between the two datasets over the global oceans are calculated on monthly 2° × 2° grids where both datasets have valid observations. Comparisons show that the differences between bias-corrected pSSTW and ShipBuoyArgo are approximately 0.1°C over 1950–85, decreasing to near zero over 1990–2010, increasing to 0.1°C by 2016 (Fig. 5, solid red line). These differences are similar to an earlier estimation between surface and near-surface observations before 2010 (Gouretski et al. 2012, their Fig. 1c).

The reduced difference between 1985 and 1995 may be associated with a more accurate bias correction applied to ship observations by using buoy observations as a baseline after 1985 in ERSST.v5 (Huang et al. 2017). Therefore, the merged ShipBuoyArgo becomes closer to pSSTW after 1985. The high difference in the 2010s may be associated with the overall reduced number and area coverage of pSSTW after 2010 (Figs. 2a,b), particularly in the central Pacific (not shown in figure).

Our test shows that the high difference between 2010 and 2016 reduces to near zero (not shown in figure) when Argo observations are removed from ShipBuoyArgo and added to pSSTW. The reasons for the near-zero difference are that Argo observations are very close to corrected ship and buoy observations, and that the area coverage of pSSTW increases by 10%–35% while area coverage of ShipBuoyArgo decreases by 10% (Huang et al. 2017). Our test implies that the difference between ShipBuoyArgo and pSSTW would be small if the area coverage of pSSTW before the 1990s was high, since the instruments in Argo floats and CTDs are made with the same specifications.

The pSSTW is also compared against independent CCI SST over 1992–2010 and independent baseline buoy SST over 1985–2016. Comparisons show that the difference between pSSTW and CCI (Fig. 5, purple line) are very close to that between pSSTW and baseline buoy observations (Fig. 5, green line). It should be noted that the disagreement between pSSTW and baseline buoy observations fluctuates near 1995, which may be largely associated with changes in the area coverage of combined pSSTW and baseline buoy observations and their geographic locations. Calculations indicate (not shown in figure) that the area coverage decreases in the central Pacific from 1992 to 1995, and increases in the western...
Atlantic near 1995. However, the disagreement between CCI and pSSTW between 1992 and 1995 is clearly not associated with the high area coverage of pSSTW during that period of time (Fig. 2b). Comparisons between CCI and baseline buoy observations indicate that CCI is very consistent with baseline buoy observations between 1995 and 2010, but exhibits a cold bias in the early period of 1992–95 (Fig. 5, black dotted line). This cold bias explains why all five SST analyses are warmer than CCI during this period of time, as shown by Huang et al. (2017, their Fig. 14, and later in Fig. 9a).

These comparisons indicate that the bias-corrected pSSTW is slightly colder than ShipBuoyArgo, particularly over 1950–90. The averaged (1950–90) difference is 0.093° ± 0.012°C. As analyzed earlier in section 2b (Fig. 3), the colder pSSTW may be associated with the fact that the XBT and MBT are corrected according to RT/CTD and Argo, and RT/CTD and Argo observations are colder than buoy observations near the ocean surface because the depths of RT/CTD and Argo observations are deeper than those of the buoy observations. For the same reason, the SST derived from Argo near-surface (0–5 m) measurements is approximately 0.03°C colder than buoy measurements, as reported earlier, and the offset was corrected when Argo data were infused into the ERSST.v5 (Huang et al. 2017). The colder pSSTW in comparison with buoy measurements may also be potentially associated with the diurnal effect near the ocean surface (Gille 2009), since the baseline buoy SST near the surface may be heated more than RT/CTD and Argo measurements at deeper depth during the daytime. However, our test using data during nighttime (between times of 1 h after sunset and 1 h after sunrise) indicates that these differences remain, suggesting that the diurnal effect may be overwhelmed by the difference in observing depths.

If the large difference between pSSTW and ShipBuoyArgo in Fig. 5 is solely associated with deeper observing depths of RT/CTD and Argo, the question is why the difference between pSSTW and ShipBuoyArgo is larger before the 1990s. The RT/CTD observations deviated from any surface observations should be smaller before the 1990s, since RT/CTD observing depths are reported shallower (Fig. 2c). There are potentially three reasons to explain the relatively large difference between pSSTW and ShipBuoyArgo:

1) The actual RT/CTD depths before the 1990s are deeper than those shown in Fig. 2c, since the RT/CTD depths may had been set to zero when it was near the surface (JPOTS 1991, 25–26).

2) The biases of XBT and MBT may not be completely corrected before the 1990s. The biases of XBT and MBT in L09 and C14 are based on the median difference, not the averaged difference between XBT (MBT) and RT/CTD–Argo, over the global domain. Therefore, the bias correction based on the median difference may partially retain the biases when bias-corrected XBT and MBT are merged with RT/CTD and averaged over the global oceans.

3) The ShipBuoyArgo SSTs are warm-biased. The ShipBuoyArgo SSTs before the 1990s are mostly based on ship observations at a depth of 1–10 m. The biases in ship observations are corrected based on...
on NMAT and readjusted by buoy SSTs over the baseline period of 1990–2010 (Huang et al. 2015, 2017), which may have uncertainties (Kent et al. 2017). It is interesting to note that the differences between bias-uncorrected pSSTW and bias-corrected ShipBuoyArgo are actually very small before the 1990s, which suggests that both of them could be biased warm or biased cold at the same time.

4. Evaluation of SST analyses

a. Comparison with bias-corrected pSSTW

By removing the biases of XBT using the C14 method and of MBT using the L09 method, the SST analyses are evaluated against bias-corrected pSSTW. The collocated differences between SST analyses and pSSTW are calculated over the global oceans on $2^\circ \times 2^\circ$ grids where both analyses and pSSTW have valid data (Fig. 6a). Figure 6a shows that the globally averaged differences are overall positive over 1950–2016 with substantial interannual variations, indicating that pSSTW is generally colder, as shown in Fig. 5. The colder pSSTW may result from a deeper observing depth, as discussed in section 3b. The differences are smaller in ERSST.v5 than ERSST.v4, ERSST.v3b, and HadISST, and are the smallest in COBE-SST2. The averaged differences over 1950–2010 are $0.064 \pm 0.014^\circ C$, $0.152 \pm 0.012^\circ C$, $0.148 \pm 0.016^\circ C$, $0.137 \pm 0.019^\circ C$, and $0.002 \pm 0.014^\circ C$ (Table 1, second row) in ERSST.v5, ERSST.v4, ERSST.v3b, HadISST, and COBE-SST2, respectively. The small deviation in COBE-SST2 may be attributed to its unique SST bias correction for unknown-type ship observations described in section 2a.

To account for random noise in pSSTW and SST analyses, root-mean-square differences (RMSDs) between

![Fig. 6. (a) Globally averaged SST differences between analyses and pSSTW with bias correction of C14 for XBT and L09 for MBT, and (b) as in (a), but for RMSD. A 12-month running average has been applied for plotting.](image-url)
SST analyses and bias-corrected pSSTW are calculated. The RMSDs are generally much larger than the arithmetic average because of the inclusion of noise. The RMSDs decrease from 1.2°C in the 1950s to 0.8°C over the 1990s–2010s because of increased coverage of pSSTW over 1950–90 (Fig. 2b). The RMSDs are slightly higher over 2000–14 than 1990–2000 because of a reduced number of pSSTW observations. The averaged (1950–2010) RMSDs are 0.93°C, 0.95°C, 0.95°C, 0.96°C, and 0.89°C (Table 2, second row) in ERSST.v5, ERSST.v4, ERSST.v3b, HadISST, and COBE-SST2, respectively. The RMSDs confirm that ERSST.v5 improves over its previous versions 4 and 3b, and slightly less than in ERSST.v3b (0.014°C), HadISST (0.016°C), and COBE-SST2 performs the best among those SST products.

The differences between those SST analyses and pSSTW vary over the global oceans. The averaged differences between 1950 and 2016 show that those SST analyses are overall warmer than pSSTW in most of the Pacific, Atlantic, and Southern Oceans (Fig. 7). The positive differences in these regions are clearly weaker in COBE-SST2 and ERSST.v5 than in ERSST.v4, ERSST.v3b, and HadISST, which is consistent with the globally averaged differences shown in Fig. 6a and Table 1. The SST differences in the Arctic and Indian Ocean differ a lot among those SST analyses. Large positive differences are found in the Arctic region in COBE-SST2 (Fig. 7e) and HadISST (Fig. 7d). Negative differences are found in the Arctic in ERSST.v5 (Fig. 7a), ERSST.v4 (Fig. 7b), and ERSST.v3b (Fig. 7c), and are found in the Indian Ocean in ERSST.v5 (Fig. 7a), HadISST (Fig. 7d), and COBE-SST2 (Fig. 7e).

The magnitude of the differences between 1950 and 2016 is quantified by the RMSD between SST analyses and pSSTW (Fig. 8). The distributions of RMSDs over the global oceans are very similar among those SST analyses. The magnitude of RMSDs is systematically large in the northwestern North Pacific, eastern equatorial Pacific, northwestern North Atlantic, Arctic, and Southern Ocean where in situ observations (ship, buoy, Argo, and pSSTW) are sparse. In contrast, the RMSDs are relatively small in most of the tropical oceans between 30°S and 30°N.

b. Comparison with CCI SST

As CCI SSTs over 1992–2010 are independent from ShipBuoyArgo SSTSs (Merchant et al. 2014), CCI SSTSs are used to evaluate the SST analyses from ERSST.v5, ERSST.v4, ERSST.v3b, HadISST, and COBE-SST over the global oceans (Fig. 9a). Figure 9a clearly shows that, on global average, the disagreement from CCI is much less in ERSST.v5 (0.034°C ± 0.015°C; Table 1, third row) than in ERSST.v4 (0.127°C ± 0.013°C), ERSST.v3b (0.107°C ± 0.015°C), and HadISST (0.080°C ± 0.024°C), and slightly less than in COBE-SST2 (0.042°C ± 0.007°C). The RMSDs are smaller in ERSST.v5 (0.51°C; Table 2, third row) than ERSST.v4 (0.54°C), ERSST.v3b (0.54°C), and HadISST (0.55°C), and slightly higher than COBE-SST2 (0.46°C). Therefore, the performance of ERSST.v5 is in a better agreement with independent CCI SSTSs than its previous versions 4 and 3b over 1992–2010. Overall, the differences and RMSDs of SST analyses deviated from CCI SST are smaller than those from pSSTW, which may largely be associated with much higher area coverage of CCI SST (near 100%) than pSSTW (5%–25%).

The spatial distributions of the averaged difference (Fig. 10) and RMSDs (Fig. 11) between SST analyses and CCI are very similar to those between SST analyses and pSSTW. The SST analyses are warmer than CCI in the northern North Pacific, northern North Atlantic, and Southern Ocean. However, the SST analyses are lower than CCI in the Indian Ocean, tropical Pacific, and tropical Atlantic in ERSST.v5 (Fig. 10a), HadISST (Fig. 10d), and COBE-SST2 (Fig. 10e). The magnitude of RMSD is higher in the northern North Pacific, northern North Atlantic, Arctic, and Southern Ocean (Fig. 11), which is very similar among selected SST analyses. The magnitude of averaged differences and RMSDs are clearly lower

| Table 1. Averaged difference and its uncertainty at 95% confidence level (°C) of SST analyses with respect to bias-corrected pSSTW (1950–2010) and CCI (1992–2010), respectively. |
|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|
| Corrected pSSTW (1950–2010) | ERSST.v5 | ERSST.v4 | ERSST.v3b | HadISST | COBE-SST2 |
| CCI SST (1992–2010) | 0.064 ± 0.014 | 0.152 ± 0.012 | 0.148 ± 0.016 | 0.137 ± 0.019 | 0.040 ± 0.014 |
|                   | 0.034 ± 0.015 | 0.127 ± 0.013 | 0.107 ± 0.015 | 0.080 ± 0.024 | 0.042 ± 0.007 |

| Table 2. RMSDs of SST analyses with respect to bias-corrected pSSTW (1950–2010) and CCI (1992–2010), respectively (°C). |
|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|
| Corrected pSSTW (1950–2010) | ERSST.v5 | ERSST.v4 | ERSST.v3b | HadISST | COBE-SST2 |
| CCI SST (1992–2010) | 0.93 | 0.95 | 0.95 | 0.96 | 0.89 |
|                   | 0.51 | 0.54 | 0.54 | 0.55 | 0.46 |
in COBE-SST2 than in other SST analyses in the Southern Ocean, which results in a lower RMSD of global average in COBE-SST than other SST analyses, as shown in Fig. 9b and Table 2. Overall, the differences between SST analyses and CCI are smaller than those between SST analyses and pSSTW, which is consistent with the globally averaged results shown in Figs. 6b and 9b.

5. Summary and discussion

The pSSTW data from ocean profile measurements of RT/CTD, MBT, and XBT over 1920–2016 are retrieved from the WOD at depth of 0–5 m. The numbers of monthly pSSTW data range from $10^3$ to $10^4$, and their global area coverages over $2^\circ \times 2^\circ$ grid boxes range from 5% to 25% over 1950–2016. The biases of MBT and
XBT measurements are corrected according to L09 and C14, respectively. The pSSTW data from 1950 to 2016 are used to evaluate commonly available centennial-scale SST analyses of ERSST.v5, ERSST.v4, ERSST.v3b, HadISST, and COBE-SST2. The averaged (1950–2010) difference from pSSTW is 0.06°C in ERSST.v5, which is smaller than those in ERSST.v4, ERSST.v3b, and HadISST (0.14°–0.15°C), but slightly larger than that in COBE-SST2 (0.04°C). Over 1992–2010, the ESA CCI SSTs are used to evaluate these SST analyses. The averaged difference from CCI is as small as 0.03°C in ERSST.v5, which is much smaller than those in ERSST.v4, ERSST.v3b, and HadISST (0.08°–0.13°C), and slightly smaller than that in COBE-SST2 (0.04°C).

The disagreement between five SST analyses and pSSTW (or CCI) is large in the northern North Pacific, eastern equatorial Pacific, northern North Atlantic,
and Southern Ocean, and smaller in most of the tropical oceans between 30°S and 30°N. These structures are directly associated with the availability of pSSTW in those regions. The disagreement in the Pacific and Atlantic is relatively smaller in COBE-SST2 and ERSST.v5 than in the other three SST analyses when they are compared against pSSTW. In contrast, the disagreement in the Southern Ocean is relatively smaller in COBE-SST2 than in the other four SST analyses when they are compared against CCI.

Previous studies (e.g., Gouretski and Koltermann 2007; L09; C14) showed that pSSTW exhibits biases due to XBT and MBT measurements. These biases are usually determined by the difference between XBT–MBT and RT/CTD–Argo measurements. However, our comparison shows that the bias-corrected pSSTW is slightly colder than ShipBuoyArgo SSTs near the ocean surface over 1950–90. XBT and MBT biases are corrected to RT/CTD and Argo data, while RT/CTD and Argo data usually do not measure to the surface. ShipBuoyArgo data are corrected to drifting buoys at 0.2–0.3-m depth measurement. Therefore, the colder pSSTW may be associated with the deeper observing depth by pSSTW than that by buoys. This difference should be accounted for when using pSSTW (and Argo) in SST reconstruction and evaluation, which may be assessed by comparisons of pSSTW (Argo) and more accurate/homogenized buoy observations (Huang et al. 2017).

In conclusion, the recent ERSST.v5 represents a better analysis and is closer to independent bias-corrected pSSTW and satellite-based measurements than its previous versions over 1950–2010. The accuracy of ERSST.v5 benefits from using a bias correction of ship SSTs with reference to a baseline of accurate buoy SSTs, as well as the advanced knowledge and techniques in reconstructing the temporal
and spatial variations of SSTs at centennial and global scales (Huang et al. 2017). It is worth noting that, even at a global scale, there remains a difference of 0.08–0.2°C between SST observations and SST analyses. Such a difference potentially has many sources, as noted, but it suggests a lower limit on uncertainty in SST analyses until such a time when these sources can be attributed.
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