Future Projections of Antarctic Ice Shelf Melting Based on CMIP5 Scenarios
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ABSTRACT

Basal melting of Antarctic ice shelves is expected to increase during the twenty-first century as the ocean warms, which will have consequences for ice sheet stability and global sea level rise. Here we present future projections of Antarctic ice shelf melting using the Finite Element Sea Ice/Ice-Shelf Ocean Model (FESOM) forced with atmospheric output from models from phase 5 of the Coupled Model Intercomparison Project (CMIP5). CMIP5 models are chosen based on their agreement with historical atmospheric reanalyses over the Southern Ocean; the best-performing models are ACCESS 1.0 and the CMIP5 multimodel mean. Their output is bias-corrected for the representative concentration pathway (RCP) 4.5 and 8.5 scenarios. During the twenty-first-century simulations, total ice shelf basal mass loss increases by between 41% and 129%. Every sector of Antarctica shows increased basal melting in every scenario, with the largest increases occurring in the Amundsen Sea. The main mechanism driving this melting is an increase in warm Circumpolar Deep Water on the Antarctic continental shelf. A reduction in wintertime sea ice formation simulated during the twenty-first century stratifies the water column, allowing a warm bottom layer to develop and intrude into ice shelf cavities. This effect may be overestimated in the Amundsen Sea because of a cold bias in the present-day simulation. Other consequences of weakened sea ice formation include freshening of High Salinity Shelf Water and warming of Antarctic Bottom Water. Furthermore, freshening around the Antarctic coast in our simulations causes the Antarctic Circumpolar Current to weaken and the Antarctic Coastal Current to strengthen.
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1. Introduction

Phase 5 of the Coupled Model Intercomparison Project (CMIP5) (Taylor et al. 2012) comprises the most comprehensive suite of future climate projections to date. A variety of Earth system models, consisting of coupled components for the atmosphere, ocean, sea ice, and land surface, simulated future climate scenarios forced by standardized representative concentration pathways (RCPs). These range from RCP2.6, a “best-case scenario” where greenhouse gas concentrations stabilize by the mid-twenty-first century, to RCP8.5, a “business-as-usual scenario” where concentrations continue to accelerate. Global emissions of greenhouse gases are currently following the RCP8.5 pathway (Sanford et al. 2014).

However, none of the Earth system models participating in CMIP5 included ice shelf interactions. Ice shelves, the floating extensions of the Antarctic Ice Sheet, buttress upstream glaciers and ultimately slow down sea level rise (Dupont and Alley 2005). The fate of ice shelves, and consequently the ice sheet, in the twenty-first century and beyond largely depends on the oceanic transport of heat into ice shelf cavities (the regions of the ocean between ice shelves and the seafloor) and resulting basal melting. Here we employ an ocean model, the Finite-Element Sea Ice/Ice-Shelf Ocean Model (FESOM; Wang et al. 2014; Danilov et al. 2015; Timmermann et al. 2012), which includes ice shelf cavities and simulates ice shelf basal melting and refreezing. FESOM is one of a number of ocean models that simulate ice shelf thermodynamics in this manner [see Dinniman et al. (2016) and references therein], but future projections with these models have so far been limited. By forcing FESOM with atmospheric output from the CMIP5 experiments, we obtain projections of ice shelf melt rates throughout the twenty-first century, as well as continental shelf water mass properties, sea ice processes, and Southern Ocean circulation.

FESOM has previously been used for future projections of ice shelf melting, forced with CMIP3 model output (the previous generation of climate projections to CMIP5). Timmermann and Hellmer (2013) presented FESOM simulations forced by output from the HadCM3 and ECHAM5 models, both present-day (the “20C” scenario) and future (the “E1” and “A1B” scenarios). The two CMIP3 models produced very different responses in FESOM, with the HadCM3 experiments exhibiting more realistic twentieth-century salinities on the continental shelf, higher present-day melt rates, and a much larger response to twenty-first-century warming, particularly for the Filchner-Ronne Ice Shelf (FRIS). Timmermann and Goeller (2017) repeated the HadCM3 A1B scenario, as well as an extended 20C control experiment, with FESOM coupled to a regional ice sheet model over the FRIS catchment. However, it is unclear to what extent these projections of ice shelf melting are affected by systematic biases in the CMIP3 models. Given the strong sensitivity to model choice shown by Timmermann and Hellmer (2013), as well as the known issues with CMIP simulations in the Southern Ocean region (see section 2), careful selection of CMIP5 models as well as bias correction of the atmospheric forcing fields seems warranted.

In this study, we select CMIP5 models based on their climatological agreement with atmospheric reanalyses over the Southern Ocean (section 2). We linearly bias-correct the CMIP5 output by applying anomalies in each variable over the twenty-first century, rather than their absolute values (section 3b). By forcing FESOM with two different RCPs and two choices of CMIP5 models, we assess the sensitivity of changes in ice shelf basal mass loss to the forcing scenario (section 4a). We investigate the mechanisms of warming in ice shelf cavities, with a particular focus on the Amundsen Sea (sections 4c and 4d). We also assess water mass properties, with respect to ice shelf cavities (section 4b) as well as dense water exported from the continental shelf (section 4e). Changes in large-scale Southern Ocean circulation (section 4f) and sea ice (section 4g) are also discussed.

2. Selection of CMIP5 models for future forcing

CMIP5 models are well known to exhibit biases in the Southern Ocean region during their twentieth-century (“historical”) simulations. For example, every single model analyzed by Sallée et al. (2013b) has a warm bias in Southern Ocean water masses, particularly near the surface. As a result, many CMIP5 models underestimate Antarctic sea ice extent, especially in summer (Turner et al. 2013). Furthermore, mixed layers in the Southern Ocean are too shallow year-round (Sallée et al. 2013a). Biases specific to the atmosphere have also been identified. In particular, the Southern Hemisphere westerly winds are consistently too far north in CMIP5 models, and frequently too weak (Bracegirdle et al. 2013; Swart and Fyfe 2012). This bias is concerning for our simulations, since water masses near the Antarctic continental shelf break may be particularly sensitive to the position and strength of the westerlies (Schmidtko et al. 2014; Spence et al. 2014, 2017).

Given these biases, forcing an ocean model such as FESOM with raw atmospheric CMIP5 output may be problematic and introduce additional uncertainties into our results. Furthermore, we spin up present-day FESOM simulations with the ERA-Interim atmospheric
reanalysis (Dee et al. 2011). Switching from ERA-Interim to raw CMIP5 output would then introduce an undesirable step change in forcing at the beginning of each RCP.

To avoid these problems, rather than forcing FESOM with CMIP5 output directly, we instead force with CMIP5 anomalies during each RCP, added to the ERA-Interim present-day climatology. This method assumes that projected changes are not state dependent, that is, that the magnitude of future change does not depend on the simulated present-day climate. Projected changes in Southern Ocean temperature and salinity do not appear to be state dependent, as shown by Sallée et al. (2013b). However, no such analysis has been conducted for atmospheric variables. Therefore, to minimize the risk of state-dependent future changes distorting our forcing fields, we choose CMIP5 models with the smallest possible biases in their present-day simulations.

Here we evaluate the performance of CMIP5 models compared to the ERA-Interim reanalysis for 10 atmospheric variables over the Southern Ocean, in a monthly climatology calculated over 1992–2005. We follow the method of Gleckler et al. (2008), which uses the root-mean-square (rms) error as a metric of model skill. Rather than calculating the rms error over the entire globe, we restrict our analysis to the region 30°–80°S. It is important to note that ERA-Interim is not a perfect baseline for evaluation, as some biases are known to exist in its simulation of the Antarctic region. In particular, there are concerns regarding ERA-Interim’s Southern Ocean cloud cover leading to a positive bias in summertime shortwave radiation (Naud et al. 2014). On the other hand, Nicolas and Bromwich (2011) showed that ERA-Interim provides the most realistic surface hydrological cycle of any atmospheric reanalysis over the Southern Ocean.

Models are selected based on availability of the 10 atmospheric variables required to force our FESOM configuration (see caption of Fig. 1), with monthly averages for the historical, RCP4.5, and RCP8.5 simulations. A total of 19 models fit these criteria (Fig. 1), and for each model we analyze a single ensemble member. We also apply the analysis to the multimodel mean (MMM) of the 19 models. For each model and each variable, we calculate the monthly climatology over 1992–2005 and linearly interpolate to the ERA-Interim grid. Following the equations of Gleckler et al. (2008), we calculate the rms error for each model and variable with respect to ERA-Interim over 30°–80°S, as well as the “relative error,” which normalizes units across different variables. A relative error of 0.5, for example, indicates that the given model has an rms error 50% higher than the median across all models (excluding the multimodel mean), for the given variable. Similarly, a relative error of −0.5 indicates an rms error 50% lower than the median. Models in best agreement with ERA-Interim will consistently have relative error scores that are the most strongly negative.

Figure 1 summarizes relative error for all models and variables in a portrait plot [as in Fig. 3 of Gleckler et al. (2008)], where the best-performing models are dominated...
by blue squares. Notably, the multimodel mean has lower relative error than any of its component models for most variables. The tendency of individual model errors to cancel out in the multimodel mean was also discussed by Gleckler et al. (2008). However, the multimodel mean is not necessarily dynamically consistent or conservative. Among the individual models, ACCESS-1.0 generally has the lowest relative errors, with ACCESS-1.3 not far behind. This result agrees with Agosta et al. (2015), who found ACCESS-1.3 and ACCESS-1.0 to be the CMIP5 models in best agreement with atmospheric reanalyses over the Antarctic continent. Based on our analysis, we chose to construct two sets of future forcing fields for FESOM, using output from either the CMIP5 multimodel mean or ACCESS-1.0. The details of constructing these forcing fields are given in section 3b.

3. Model description and experimental design

Simulations are performed with FESOM, a global ocean model notable for its unstructured mesh. Triangular elements allow for variable horizontal resolution, so that small-scale processes such as sub–ice shelf circulation can be resolved, while coarse resolution elsewhere in the domain minimizes computational expense. The ocean component of FESOM is described by Wang et al. (2014), the sea ice component by Danilov et al. (2015), and the ice shelf component by Timmermann et al. (2012). Here we use the same configuration and parameter choices as in Naughten et al. (2018) but do not apply surface salinity restoring. Instead, as in previous publications with FESOM (Timmermann and Hellmer 2013), surface salt fluxes are corrected such that the global mean is zero.

Ice shelf thermodynamics (i.e., heat and salt fluxes at the ice shelf base due to melting and refreezing) are simulated by FESOM using the three-equation parameterization (Hellmer and Olbers 1989; Holland and Jenkins 1999), with velocity-dependent heat and salt transfer coefficients as detailed in Naughten et al. (2018). However, ice shelf geometry remains constant throughout all simulations, because any assumptions about changes in ice shelf draft would require coupling with an ice sheet model. This has recently been achieved with FESOM for the Filchner-Ronne region (Timmermann and Goeller 2017) but is not yet operational for the entire continent. It is likely that ice shelf geometry will indeed change throughout the twenty-first century, due to thinning and increased calving. Furthermore, FESOM does not consider the effects of tides, which are known to influence ice shelf melt rates (Makinson et al. 2011; Mueller et al. 2018), water mass exchanges at the ice shelf front (Arzeno et al. 2014), and transport of heat onto the continental shelf (Stewart et al. 2018).

a. Resolution

The FESOM mesh used in this study is the “high-resolution” option from Naughten et al. (2018). It has coarsest resolution in the abyssal Pacific, Atlantic, and Indian Oceans, ranging from 150 to 225 km (Fig. 2a). Resolution is finer near coastlines, reaching approximately 75 km at low-latitude coastlines and 50 km for the Arctic and North Atlantic. The Southern Ocean contains the bulk of the computational nodes, with resolutions of 50 km or finer throughout the Antarctic Circumpolar Current (ACC). Resolution continues to refine south of the ACC and averages 5–7 km on the Antarctic continental shelf, including ice shelf cavities (Fig. 2b).
Amundsen Sea has still finer resolution, of approximately 4 km. Note that this is still insufficient to resolve mesoscale eddies around Antarctica, which are understood to be a major source of heat transport onto the continental shelf (Stewart and Thompson 2015; Stewart et al. 2018).

Vertical discretization comprises a hybrid sigma-z coordinate system. Sigma coordinates, with 22 vertical levels, are employed south of the 2500-m isobath surrounding Antarctica. This region covers the entire continental shelf, all ice shelf cavities, and part of the continental slope. The rest of the domain uses z coordinates, with 38 unequally spaced levels weighted toward the surface. All topographic data (bathymetry, ice shelf drafts, land–sea masks) are provided by the global 1-min Refined Topography dataset (RTopo-1.05; Timmermann et al. 2010).

We use the same initial conditions as in Naughten et al. (2018). Temperature and salinity are provided by the ECCO2 reanalysis (Menemenlis et al. 2008; Wunsch et al. 2009) for January 1992 and extrapolated into ice shelf cavities. For the sea ice, initial conditions are based on the NOAA–NSIDC climate data record for passive microwave sea ice concentration (Meier et al. 2013) for January 1992. Wherever observed sea ice concentration exceeds 0.15, the model is initialized with a concentration of 1, ice thickness of 1 m (in the Antarctic) or 2 m (in the Arctic), and snow thickness of 0.2 m. Initial sea ice velocity, ocean velocity, and sea surface height are set to zero.

Present-day atmospheric forcing is provided by the ERA-Interim reanalysis (Dee et al. 2011) and consists of 6-hourly fields for near-surface air temperature, dewpoint temperature, pressure, and winds and 12-hourly fields for incoming longwave and shortwave radiation, precipitation (split into rain and snow), and evaporation. We also apply an estimate of surface freshwater fluxes from iceberg melt, using the monthly climatology of Martin and Adcroft (2010).

Future simulations are forced using a combination of CMIP5 model output and ERA-Interim fields. The aim of this approach is twofold: to account for biases in the CMIP5 models’ simulation of the mean climate state (as evaluated in section 2) and to maintain the presence of submonthly variability in the atmospheric forcing. Variability at the submonthly time scale, particularly for winds, has been shown to be important for the accurate simulation of Antarctic sea ice (Kim and Stössel 1998). However, the availability of CMIP5 atmospheric output at time scales finer than monthly averages is inconsistent. In fact, not a single CMIP5 model had submonthly output for all the variables and simulations we needed. For this reason, submonthly variability in our RCP forcing is derived from ERA-Interim, under the assumption that such variability will not change in an altered climate state.

The construction of the future forcing fields starts with monthly-averaged values for each variable. For each month of the RCP as simulated by a given CMIP5 model, we subtract that model’s monthly climatology, calculated over the period 1992–2005 during the CMIP5 historical simulation. It is replaced by the ERA-Interim monthly climatology calculated over the same period. That is, we force FESOM with future anomalies as calculated by the CMIP5 model, rather than the absolute fields. Mean-state biases in the historical simulation as compared to ERA-Interim are therefore corrected in a linear fashion.

On to these monthly-averaged fields we superimpose variability on the 6- and 12-h time scales, as derived from ERA-Interim. For each 6- or 12-h time step in the period 1994–2005, we calculate the anomaly from the monthly mean (for the given year, not the monthly climatology) as derived by ERA-Interim. These anomalies are added to the monthly fields described above, in a repeating 12-yr cycle throughout the RCP. The 12-yr period 1994–2005 was chosen (rather than 1992–2005 as for the climatology) so it is aligned with the 4-yr cycle of leap years. Since 2100 is not a leap year, the 12-yr cycle is broken in 2100 and advanced by 1 year.

Freshwater fluxes from iceberg melting remain unchanged during the future simulations; the same monthly climatology is applied as for the present-day simulations. This design assumes that iceberg calving rates, as well as the spatial distribution of iceberg melting, will not change during the twenty-first century.

c. Experiments

We performed five simulations, summarized in Table 1. First, the present-day CONTROL simulation is forced

<table>
<thead>
<tr>
<th>Experiment</th>
<th>Years</th>
<th>Forcing</th>
<th>Initialization</th>
</tr>
</thead>
<tbody>
<tr>
<td>CONTROL</td>
<td>1992–2005, repeated</td>
<td>ERA-Interim</td>
<td>ECCO2 and NSIDC</td>
</tr>
<tr>
<td>RCP4.5 MMM</td>
<td>2006–2100</td>
<td>RCP4.5 (multimodel mean)</td>
<td>Third repetition of CONTROL</td>
</tr>
<tr>
<td>RCP4.5 ACCESS</td>
<td>2006–2100</td>
<td>RCP4.5 (ACCESS 1.0)</td>
<td>Third repetition of CONTROL</td>
</tr>
<tr>
<td>RCP8.5 MMM</td>
<td>2006–2100</td>
<td>RCP8.5 (multimodel mean)</td>
<td>Third repetition of CONTROL</td>
</tr>
<tr>
<td>RCP8.5 ACCESS</td>
<td>2006–2100</td>
<td>RCP8.5 (ACCESS 1.0)</td>
<td>Third repetition of CONTROL</td>
</tr>
</tbody>
</table>
solely with ERA-Interim, for which the forcing period 1992–2005 is repeated 10 times. The first two repetitions (i.e., 28 years) are considered spinup; after this time, ice shelf melt rates have stabilized. The third repetition of the forcing is treated as the genuine 1992–2005 period. RCP simulations (2006–2100) split off from the end of the third forcing repetition, but the control simulation continues parallel to these RCP experiments, to provide an estimate of model drift. Experiments RCP4.5 MMM and RCP8.5 MMM are forced with the RCP4.5 and RCP8.5 scenarios respectively, using output from the CMIP5 multimodel mean. The RCP4.5 ACCESS and RCP8.5 ACCESS simulations instead use output from the ACCESS 1.0 model.

For both RCPs, ACCESS 1.0 simulates greater twenty-first-century warming over the Southern Ocean than the multimodel mean. Therefore, in the results to follow, the RCP4.5 ACCESS simulation displays somewhat stronger changes than RCP4.5 MMM, and similarly for RCP8.5. Additionally, the atmospheric forcing derived from ACCESS 1.0 exhibits interannual and decadal variability that is absent from the multimodel mean, which is reflected in our FESOM simulations. The multimodel mean averages out the variability in each of the 19 component models, including interannual and decadal modes of variability, which typically occur out of phase between different CMIP5 simulations. This means that projected future changes in these modes of variability, such as El Niño events (Cai et al. 2014), which may affect the Amundsen Sea (Steig et al. 2012; Smith et al. 2017), also will not be captured by the MMM simulations.

d. Present-day evaluation

A comprehensive evaluation of this FESOM configuration was completed by Naughten et al. (2018). However, a brief summary of FESOM’s performance and present-day biases around Antarctica is warranted.

First, simulated Antarctic sea ice extent agrees with observations in winter but melts back too much in summer. The simulated pattern of sea ice formation generally agrees with observations, but sea ice production is too strong in the Amundsen, Ross, and Weddell Seas, while the small coastal polynyas of the Australian sector are not well captured. Simulated transport of the Antarctic Circumpolar Current is slightly weaker than most recent observations.

With respect to ice shelf mass loss, our FESOM configuration underestimates total basal melting by nearly a factor of 2 compared to observational estimates. This is largely a regional bias confined to the Amundsen Sea, Bellingshausen Sea, and Australian sectors. By contrast, FESOM overestimates melting from the Amery and Ross Ice Shelves. Simulated melt rates from the Filchner-Ronne Ice Shelf, the Larsen Ice Shelves, and the eastern Weddell sector generally agree with observations. However, the simulated circulation in the FRIS cavity is less realistic. A point of concern with this FESOM configuration is the amount of topographic smoothing necessary for numerical stability, and the effect this may have on the model’s cavity geometry.

As previously mentioned, the only difference between the configuration of Naughten et al. (2018) and the configuration presented here is the treatment of surface salt fluxes (surface salinity restoring versus global correction). This difference has virtually no effect on total ice shelf mass loss from Antarctica. However, some regional differences are more pronounced. The present-day control simulation analyzed here shows higher melt rates in the Amundsen Sea sector (by up to 19% for Pine Island Ice Shelf) compared to the simulation of Naughten et al. (2018). This result suggests that surface salinity restoring contributes to the erosion of warm bottom water, a process discussed more fully in section 4d. The increased melting in the Amundsen Sea is offset by reduced melt rates downstream in the eastern Ross Sea, including the Sulzberger and Nickerson Ice Shelves.

4. Results

a. Ice shelf basal mass loss

In our RCP simulations, total basal mass loss from all Antarctic ice shelves increases by between 41% and 129% depending on the scenario. These percentages are calculated by comparing the 2091–2100 average (last 10 years of the RCPs) to the 1996–2005 average (10 years preceding the RCPs). The increased melting is more pronounced in the simulations forced with ACCESS 1.0 (67% and 129% for RCP4.5 and RCP8.5, respectively) than in the simulations forced with the multimodel mean (41% and 90%). This tendency can be attributed to the greater atmospheric warming in ACCESS 1.0, as noted in section 3c.

Figure 3 partitions the increased mass loss into eight sectors: the Filchner-Ronne Ice Shelf, the eastern Weddell region (all ice shelves between FRIS and the Amery), the Amery Ice Shelf, the Australian sector (all ice shelves between the Amery and the Ross), the Ross Sea, the Amundsen Sea, the Bellingshausen Sea, and the Larsen Ice Shelves. The largest increases in ice shelf melting are seen in the Amundsen Sea, particularly in the RCP8.5 simulations where basal mass loss triples to quadruples. The regional processes causing this increased melting are discussed further in section 4d. The Ross Sea is the least affected sector in all four simulations,
Percent change in ice shelf basal mass loss by sector, 2091-2100 with respect to 1996-2005

with increases from 16% to 71%. Changes here are smaller due to strong convection in the Ross Polynya, which erodes the heat content of any warming onshore flow (see section 4c).

To assess the significance of the changes shown in Fig. 3, we have also calculated linear trends over the RCP simulations (2006–2100). These trends are significant at the 95% level for all sectors and all RCP scenarios, with the exception of the Larsen sector for which the trend is not significant during RCP4.5 MMM and RCP4.5 ACCESS. In the control simulation, the only significant trend in basal mass loss is for the Bellingshausen Sea sector, where melt rates increase at approximately one-fifth of the rate seen in the least dramatic RCP simulation (RCP4.5 MMM).

b. Water masses in ice shelf cavities

Changes in ice shelf basal mass loss can be better understood by examining the evolution of different water masses in ice shelf cavities during the twenty-first century. Figure 4 defines six different water masses based on discrete temperature and salinity boundaries.
Ice Shelf Water (ISW), below the surface freezing temperature, is the product of melting at the ice shelf base. Antarctic Surface Water (AASW) is relatively fresh and is warmed by the sun in the absence of sea ice. Low Salinity Shelf Water (LSSW) and High Salinity Shelf Water (HSSW) are the products of sea ice formation, with temperatures near the surface freezing point; HSSW is more affected by brine rejection, and thus has higher salinity. Circumpolar Deep Water (CDW), which upwells in the offshore Southern Ocean, is the warmest water mass in ice shelf cavities. As it crosses the continental shelf, it can be modified to varying degrees by mixing with colder water masses, forming Modified Circumpolar Deep Water (MCDW).

Note that in Fig. 4, the only threshold with physical significance is the surface freezing point. Other boundaries are somewhat arbitrary, such as the threshold salinity differentiating LSSW from HSSW, or the temperature range of MCDW. Here we use the same definitions as Naughten et al. (2018), with the addition of CDW as a separate water mass from MCDW. The salinity thresholds are also the same as in Galton-Fenzi (2009).

For each water mass in ice shelf cavities, we calculated its heat content relative to the in situ freezing point, hereafter abbreviated as HCF:

\[
HCF = \int (T - T_{if}) \rho c_{pw} dV, \tag{1}
\]

where \(T\) is potential temperature (°C), \(T_{if}\) is the in situ freezing point (°C), \(\rho\) is the potential density (kg m\(^{-3}\)), \(c_{pw} = 4180 \text{ J K}^{-1} \text{ kg}^{-1}\) is the specific heat of seawater, and \(dV\) is the volume (m\(^3\)) of the given cell (a triangular prism). The integral is performed over all cells in ice shelf cavities in the given region (e.g., the Ross Sea), whose temperature and salinity values satisfy the definition of the given water mass. The in situ freezing point is calculated as follows:

\[
T_{if} = -0.0575 S + 0.0901 - 7.61 \times 10^{-4} z, \tag{2}
\]

where \(S\) is salinity (psu) and \(z\) is depth (m; positive). In Eqs. (1) and (2), \(T, \rho, S, \) and \(z\) are averaged over the six vertices of the given cell.

Note that HCF is influenced by the volume of the given water mass as well as its temperature and its position in the water column (which affects the in situ freezing point). HCF represents the amount of energy (in joules) available to melt ice at the given depth, but changes in total HCF are not equivalent to changes in basal mass loss, because the latter is also influenced by the flushing rate and by ocean velocities at the ice–ocean interface. Note that even ISW generally has a positive HCF, since its temperature typically lies between the surface and in situ freezing points.

Time series of HCF for each water mass in ice shelf cavities, for the eight sectors defined in Fig. 3 as well as the total for all ice shelves, are shown in Fig. 5 for the RCP8.5 MMM simulation. The time series have been scaled as percentages of the initial (1992–2005 mean) total HCF of all water masses in the given region.

Beneath the Filchner-Ronne Ice Shelf, HSSW is replaced by fresher LSSW during the twenty-first century, due to weaker sea ice formation. ISW also declines, which could indicate a shorter residence time with faster flushing of the cavities and/or a warmer source water mass from which the heat is not fully extracted, so that the volume of water cooled below the surface freezing point is reduced. All three water masses exhibit slight warming (not shown), but total HCF in the cavity only increases by 20% (2091–2100 mean), which is relatively low compared to other cavities. The changes in HCF of individual water masses are therefore dominated by changes in proportional volume rather than temperature. The Ross Sea exhibits similar behavior, with total HCF increasing by only 6%, which indicates an even greater dominance of volume over temperature.

The Amery Ice Shelf cavity is initially dominated by LSSW, but during the first half of the twenty-first century this is replaced by relatively cool MCDW just above the \(-1.5°C\) threshold. During the second half of the twenty-first century, this MCDW warms so that its HCF continues to rise; by 2091–2100, total HCF in the cavity has increased by 56%. An increasing presence of fresh AASW is also evident. The Australian sector is initially more dominated by MCDW but exhibits a loss of LSSW similar to the Amery. Enhanced HCF from AASW is more evident in this region, due to increases in both volume and temperature.
In both the eastern Weddell region and the Bellinghausen Sea, HCf from MCDW slightly increases during most of the twenty-first century. The volume of MCDW is actually stable or declining during this time, as some of it is replaced by fresher AASW, but its temperature is increasing. During the last 20 years of the simulation, this warming reaches the point where the HCf of MCDW declines due to replacement by CDW.

The most pronounced changes are seen in the Amundsen Sea, where total HCf doubles during the twenty-first century. The cavities in this region are initially dominated by LSSW and cool MCDW, but substantial warming of MCDW (by approximately 1°C) causes its HCf to increase throughout the twenty-first century, with an eventual contribution from CDW. This occurs despite a decrease in the volume of MCDW, due to replacement by fresher AASW (related to the increasing stratification described in section 4d). That is, more heat is contained in a smaller volume of MCDW, as it is less modified.

The Larsen Ice Shelves show the least pronounced changes in HCf, with a slight shift from MCDW to AASW due to freshening. There is very little contribution from warming, as total HCf increases by only 6%.

c. Mechanisms of warming in ice shelf cavities

Enhanced ice shelf basal melting is primarily the result of ocean warming in ice shelf cavities, but this
warming can occur through several different processes. Figure 6 highlights these processes for a single scenario (RCP8.5 MMM), comparing the period 2091–2100 to 1996–2005 as before. Figure 6a plots the maximum warming attained at any depth for each horizontal point in ice shelf cavities (note the nonlinear color scale), while Fig. 6b plots the fractional depth below the ice shelf base of this maximum warming (0 is the ice shelf base, 1 is the seafloor). Figure 6c plots a seasonality metric based on monthly climatologies (defined in the figure caption), where 0 indicates no seasonality in the warming signal.

Two main mechanisms of warming can be identified: 1) surface-dominated and 2) bottom-dominated warming [corresponding to mode 3 and mode 2 ice shelf melting respectively, as in Jacobs et al. (1992)]. Surface-dominated warming is characterized by fractional depths near 0 and high seasonality. Warming in this case is driven by a decline in summer sea ice cover, which exposes a greater fraction of the ocean surface to incoming solar radiation and changes in incoming long-wave radiation. This surface water warms and may subduct beneath ice shelves. Regions affected by surface-dominated warming include the Filchner, Larsen, and Wilkins Ice Shelves, the eastern half of the eastern Weddell region, the Australian sector, and the Ross Ice Shelf front.

Conversely, bottom-dominated warming has fractional depths near 1 and low seasonality. This type of warming indicates an increased presence of CDW or MCDW, whose temperature is unaffected by the seasonal cycle. Bottom-dominated warming tends to have a larger magnitude than surface-dominated warming in our simulations, as seen by larger values in Fig. 6a. The Amundsen Sea is the most affected region and is explored in more detail in the next section. Also affected are the Abbot and Amery Ice Shelves, the western half of the eastern Weddell region, and the Ronne Ice Shelf.

Unlike other twenty-first-century projections with FESOM, which were forced with output from the HadCM3 model (Timmermann and Hellmer 2013; Timmermann and Goeller 2017), our simulations do not show a redirection of the Antarctic Coastal Current beneath the Filchner-Ronne Ice Shelf. Comparing FESOM results between experiments forced with HadCM3 and ECHAM5 output, Timmermann and Hellmer (2013) showed that the occurrence of this transition is highly sensitive to the atmospheric forcing. Our simulations show a combination of processes driving melting beneath FRIS. The largest increases in melt occur immediately east of Berkner Island, due to inflow of warmer AASW. The Ronne Ice Shelf cavity is also slightly affected by bottom-dominated warming, due to
an eastward shift in sea ice formation near the ice shelf front (see section 4g). Reduced convection in the Ronne Depression allows a warmer bottom layer to develop, consisting of warm LSSW or highly modified MCDW (maximum temperature of $-1.4^\circ C$ in RCP8.5 ACCESS), which subsequently flows into the Ronne Ice Shelf cavity.

d. CDW in the Amundsen Sea

A region of particular interest in our simulations is the Amundsen Sea sector, which experiences the largest increase in ice shelf basal mass loss of any Antarctic region, due to strong bottom-dominated warming. Prior to the RCPs (1996–2005), our FESOM configuration exhibits a cold bias in the Amundsen Sea, with bottom water temperatures around $-1^\circ C$ on the continental shelf (Fig. 7a). By comparison, observations in this region suggest temperatures around $1^\circ C$ (Jacobs et al. 2011; Jenkins et al. 2010; Dutrieux et al. 2014). As a result, our FESOM configuration underestimates ice shelf melt rates in the Amundsen Sea compared to observation-based estimates (Naughten et al. 2018). This model bias is largely due to unrealistically strong sea ice formation in the Amundsen Sea, which fills the continental shelf with cold LSSW and erodes most of the warm signal from MCDW in the bottom layer. Other possible contributors to this cold bias are a spuriously large mixing along sigma coordinate lines (Nakayama et al. 2014), as well as unresolved mesoscale eddies that would otherwise transport heat across the shelf break (Stewart and Thompson 2015).

By the end of all four RCP simulations, this cold bias has been largely overtaken by warming. Significant warm anomalies are apparent in bottom water temperature on the Amundsen Sea continental shelf, particularly in front of the Pine Island and Thwaites Ice Shelves (Fig. 7a). The RCP8.5 ACCESS simulation experiences the strongest warming, of up to $1.8^\circ C$. Ice shelf melt rates...
increase (Fig. 7b), with total basal mass loss from the Pine Island and Thwaites Ice Shelves approximately quadrupling during the RCP8.5 ACCESS simulation. The warm anomalies coincide with salinification of up to 0.15 psu in the bottom layer (Fig. 7c). This combination of increased temperature and salinity indicates that the warming is due to an enhanced presence of CDW on the continental shelf.

This increase in CDW is driven by stratification, as shown in Fig. 8 with meridional slices of temperature and salinity through 104°W, during September when convection is strongest. Prior to the RCPs (1996–2005, left column), temperature and salinity on the continental shelf are relatively uniform with depth. Sea ice formation has destabilized the entire water column, so the warmth of the bottom layer is lost to the atmosphere due to deep convection. However, by the end of RCP8.5 ACCESS (2091–2100; right column), the water column has stratified. The cold surface water is now too fresh to form a deep mixed layer, so the underlying CDW (>0°C) is preserved. Analysis of the surface freshwater budget reveals the primary cause of this freshening to be reduced sea ice formation.

In reality, the present-day Amundsen Sea may not be capable of experiencing much further warming, since it is already inundated with unmodified CDW. The warming seen in our simulations should therefore be interpreted as the reversal of a model bias, rather than as a reliable projection for the Amundsen Sea region. However, the mechanism of warming—reduced sea ice formation stratifying the water column and permitting greater onshore transport of CDW and MCDW—is still valid and could apply to many regions of Antarctica. In our simulations, this mechanism is visible to a lesser extent in the Bellingshausen Sea, the Amery Ice Shelf cavity, and the western half of the eastern Weddell region (Brunt, Riiser-Larsen, Ekstrom, Jelbart, and Fimbul Ice Shelves). It is also useful to note that the model’s Amundsen Sea cold bias is sensitive to atmospheric forcing (as also found by Nakayama et al. (2014) for a different configuration of FESOM), and is not necessarily an intrinsic feature of this model configuration.

Transport of CDW onto the continental shelf can also be affected by changes in wind stress, which affect Ekman upwelling at the shelf break (Schmidtke et al. 2014). In particular, strengthening and poleward shifting of the Southern Hemisphere westerly winds has been suggested as a mechanism to cause warming on the continental shelf of West Antarctica (Spence et al. 2014, 2017). Among our experiments, the RCP8.5 MMM scenario experiences the most pronounced changes in winds. Here the bias-corrected atmospheric forcing shows a similar strengthening, but a smaller southward shift, of the Southern Hemisphere westerlies compared

![Fig. 8. Meridional slices of (top) temperature (°C) and (bottom) salinity (psu) interpolated to 104°W through the Amundsen Sea (line of longitude marked in Fig. 7b). Results are shown for the September monthly average, in (left) the 1996–2005 climatology and (right) the 2091–2100 climatology, for the RCP8.5 ACCESS simulation. The black lines show potential density contours for 1027.45 and 1027.55 kg m⁻³.](image-url)
to the idealized wind changes applied by Spence et al. (2014). To quantify the effects of changing wind stress on ice shelf melting in our simulations, we performed an additional experiment identical to RCP8.5 MMM, but with no changes in the winds. That is, the wind fields were held fixed at the 1992–2005 monthly climatology, with submonthly variability superimposed as before, but zero monthly anomalies throughout the RCP. By 2091–2100, ice shelf basal mass loss from the Amundsen Sea sector was 2.8% lower than in the original RCP8.5 MMM simulation, and basal mass loss from the entire continent was 0.6% higher. Therefore, the changes in ice shelf melting we simulate during the twenty-first century do not appear to be primarily caused by changes in wind stress. This is in agreement with the results of Donat-Magnin et al. (2017), who found that including ice shelf thermodynamics in a regional model of the Amundsen Sea reduced the sensitivity of continental shelf temperatures to changes in the winds.

e. Changes in HSSW and AABW

Temperature–salinity distributions of water masses south of 65°S are shown in Fig. 9, averaged over the period 1996–2005 (left column) as well as 2091–2100 for each RCP experiment and the control experiment. Figure 9a zooms into the HSSW part of the distribution, which freshens in all four RCP scenarios. The magnitude of this freshening ranges from approximately 0.05 psu in RCP4.5 MMM to almost 0.5 psu in RCP8.5 ACCESS. In fact, by the end of RCP8.5 ACCESS no water at all would be classified as HSSW using the definition in Fig. 4 (salinity ≥ 34.5 psu), neglecting the seasonal cycle. By contrast, HSSW in the control simulation becomes slightly saltier, by approximately 0.05 psu.

HSSW is the product of strong sea ice formation and the resultant brine rejection, and its decline in the RCP simulations is driven by warmer winter air temperatures causing weaker sea ice formation (section 4g). The resulting water masses shift toward LSSW properties, which are less affected by brine rejection, and consequently fresher and less dense. Export of cold water down the continental slope, which feeds AABW, is therefore inhibited, and AABW would be expected to warm as a result.

Figure 9b zooms into the AABW part of the distribution, which is characterized by a double-forked feature. The fresher fork is Weddell Sea Bottom Water (WSBW), and the saltier fork is Ross Sea Bottom Water (RSBW) (Naughten et al. 2018). Both forks display warming during the RCP simulations, as expected. This
warming is more pronounced for RSBW, with changes of approximately 0.5°C in the RCP8.5 ACCESS simulation.

In the CONTROL experiment, no significant drift is seen for the cold WSBW and RSBW forks, but the warmer varieties of AABW and CDW (>0°C) become warmer as well as saltier. This drift is affected by deep ocean processes operating on centennial to millennial time scales, which are not expected to stabilize during our relatively short spinup of 28 years.

**f. Changes in large-scale circulation**

Our simulations show a weakening of the ACC in response to twenty-first-century climate change. Over the period 1996–2005, the mean transport through Drake Passage (67°W) is 144 Sv (1 Sv = 10⁶ m³ s⁻¹). By 2091–2100, this has weakened by 13%, 16%, 13%, and 17% in RCP4.5 MMM, RCP4.5 ACCESS, RCP8.5 MMM, and RCP8.5 ACCESS, respectively. The absolute reductions in transport are 19, 23, 19, and 24 Sv, respectively. The control simulation also shows a weakening of 8% (11 Sv), which may be due to diapycnal mixing in the deep ocean (Naughten et al. 2018). The more pronounced ACC weakening seen in the RCP simulations indicates that forced changes, as well as drift, are underway. These changes cannot be attributed to weakening of the Southern Hemisphere westerly winds, because in fact these winds strengthen slightly in all four forcing scenarios. Rather, near-surface freshening around Antarctica reduces the density gradient across the Southern Ocean, causing zonal transport to weaken. The same phenomenon was apparent in the climate change simulations of Hattermann and Levermann (2010), although after 150 years it was overwhelmed by the effects of deep ocean warming, which ultimately drove a strengthening of the ACC.

While freshening around Antarctica reduces the density gradient across the Southern Ocean, it strengthens the density gradient across the continental slope, which in our simulations causes the Antarctic Coastal Current to strengthen. We estimate the speed of this current in 1° longitude bins by selecting the maximum time-averaged surface speed of all nodes within the given bin that are south of 64°S with bathymetry shallower than 2500 m. For the 1996–2005 average, the mean Antarctic Coastal Current speed across all longitude bins is 0.13 m s⁻¹. During each RCP scenario, the mean percentage increase in speed across all longitude bins (2091–2100 vs 1996–2005) is 11%, 27%, 29%, and 52% for RCP4.5 MMM, RCP4.5 ACCESS, RCP8.5 MMM, and RCP8.5 ACCESS, respectively. The largest changes occur between 80°W and 180°, which contains the Bellingshausen, Amundsen, and eastern Ross Seas. Since the Amundsen and Bellingshausen Seas exhibit the greatest increases in ice shelf basal melting (section 4a), it is logical that the resulting meltwater would strengthen the coastal current locally as well as immediately downstream in the eastern Ross Sea. During the same period in the CONTROL experiment, residual drift causes the Antarctic Coastal Current to slightly slow, by an average of 3% over all longitude bins.

Because of the counteracting effects of the weakening ACC and strengthening coastal current, our simulations show no consistent trends in subpolar gyre strength for either the Ross or Weddell Sea. The Ross Gyre weakens in RCP4.5 MMM but strengthens in RCP8.5 MMM (both significant at the 95% level), with no significant trends in the simulations forced with ACCESS. Conversely, the Weddell Gyre strengthens in RCP4.5 ACCESS and weakens in RCP8.5 ACCESS, with no significant trends in the simulations forced with the multimodel mean. Both gyres weaken during the CONTROL experiment, due to the weakening ACC but stable coastal current.

**g. Changes in sea ice**

Our configuration of FESOM underestimates the present-day Antarctic sea ice minimum by approximately a factor of 2 (Naughten et al. 2018), which is a common bias among coupled ocean–sea ice models (Downes et al. 2015). In some years of the control simulation, February Antarctic sea ice extent is near zero. With very little summer sea ice left to lose, analyzing changes in the Antarctic sea ice minimum during the RCP experiments would be of limited use.

Changes in the sea ice maximum are more robust, as our FESOM configuration more or less reproduces observed September sea ice extent (Naughten et al. 2018). Figure 10 plots September sea ice concentration averaged over 1996–2005, as well as the anomalies during 2091–2100 for each RCP simulation and the control experiment. The northern edge of the sea ice pack retreats in all four RCP simulations, with the greatest declines in the Amundsen and Bellingshausen Seas (as observed in recent decades; Meier et al. 2013) and off the coast of East Antarctica.

These anomalies represent a decline in September total Antarctic sea ice extent (calculated as the area of mesh elements with sea ice concentration exceeding 0.15) of 18%, 18%, 30%, and 35% for RCP4.5 MMM, RCP4.5 ACCESS, RCP8.5 MMM, and RCP8.5 ACCESS, respectively. These declines are similar to the sea ice projections simulated directly by the CMIP5 multimodel mean and ACCESS 1.0 (A. Purich 2017, personal communication) which indicates that ice shelf meltwater has minimal effect on sea ice changes in our simulations.
This is in contrast to the results of Merino et al. (2018), who found that prescribing ice shelf and iceberg meltwater led to nonnegligible changes in simulated sea ice extent.

Changes in sea ice formation and melt during the RCP8.5 MMM simulation are shown in Fig. 11, with seasonal averages for the 1996–2005 baseline (Fig. 11a) as well as anomalies for 2091–2100 (Fig. 11b). Positive anomalies indicate more freezing or less melting, depending on the sign of the initial field, and vice versa for negative anomalies. In general, freezing and melting both weaken, indicating a reduction in intensity of the sea ice cycle.

Summer (DJF) is dominated by reduced melting, as there is less sea ice available to melt, except in the southern Weddell and Ross Seas, which experience increased melting of multiyear ice. Similarly, offshore regions show year-round reductions in melting. Warmer temperatures also cause the transition zone between freezing and melting to shift southward, which is particularly visible in spring (SON). The cooler seasons show widespread weakening of sea ice formation on the continental shelf, as noted in previous sections. In the Ross and Weddell Seas some shifts in the regions of strongest sea ice formation are visible, characterized by adjacent positive and negative anomalies. In particular, wintertime (JJA) sea ice formation shifts eastward out of the Ronne Depression, and northward in the Ross Sea.

Across the seasonal cycle, the net effect of these changes is to reduce the transport of freshwater away from the Antarctic coast, with consequent effects on Southern Ocean density gradients as described in section 4f.

5. Summary and discussion

In our simulations, ice shelf basal melting increases in every sector of Antarctica and in every twenty-first-century forcing scenario. Perhaps the most significant result in our simulations is the effect of reduced sea ice formation on ice shelf basal melting, which confirms and extends the findings of Timmermann and Hellmer (2013). In the simulated present-day climate, sea ice formation drives convection on the continental shelf, which protects ice shelf cavities from warm CDW and
MCDW intruding from offshore. During the simulated twenty-first century, warmer winters with less sea ice formation caused increased stratification of the water column. Shallower mixed layers allow a warm bottom layer of CDW or MCDW to develop in many regions, most notably the Amundsen Sea. In the warmest scenario (RCP8.5 ACCESS), ice shelf basal mass loss from the Amundsen Sea quadruples as a result. The simulations of Timmermann and Hellmer (2013) and Timmermann and Goeller (2017) showed a similar mechanism, but mainly affecting the southern Weddell Sea rather than the Amundsen Sea, and aided by a redirected coastal current.

Some ice shelf cavities affected by this bottom-dominated warming, such as the eastern Weddell region and the Amery Ice Shelf, also exhibit excessive MCDW in present-day simulations (Naughten et al. 2018), which is possibly due to over-smoothing of the continental slope. Conversely, the Amundsen Sea has unrealistically strong modification of CDW in present-day simulations, as described in section 4d. These present-day biases may affect the simulated future changes, and our projections should therefore be interpreted with caution.

For other ice shelves, such as the Ross and the Filchner, simulated increases in melting are instead driven by warmer AASW, which subducts beneath the ice shelf front. This process is tied to reductions in sea ice, as an increased area of open water raises sea surface temperatures due to solar heating. The same process was found in the future projections of Timmermann and Goeller (2017) for the FRIS region, although increased melting in these simulations was mainly caused by MCDW. Naughten et al. (2018) also highlighted concerns with over-smoothed ice shelf fronts, particularly the Ross, allowing relatively warm surface waters to enter the cavity too easily. This may mimic the effects of tides, which are absent in FESOM, on water mass exchanges at the ice shelf front. Nonetheless, some amount of increased melting from warming AASW would be expected regardless of geometry.

Trends in simulated water mass proportions in ice shelf cavities reflect the increased presence of CDW, warmer MCDW, and AASW, which can all be attributed to reductions in sea ice formation or extent. We also simulate a reduction in HSSW, which is replaced by fresher LSSW due to weaker sea ice formation in the Ross and Weddell Seas. Freshening of HSSW on the continental shelf is also apparent in temperature–salinity distributions. The export of HSSW off the continental shelf is inhibited due to its lower density, and as a result the colder varieties of AABW (Ross Sea and Weddell Sea Bottom Water) warm.

We simulate a weakening of the Antarctic Circumpolar Current due to freshening around the Antarctic continent (again caused by weakened sea ice formation), which reduces the meridional density gradient across the Southern Ocean. Across the continental slope, a stronger density gradient causes the Antarctic Coastal Current to increase in speed.

Most of the changes during the twenty-first century are more pronounced in the simulations forced with ACCESS 1.0 as compared to the CMIP5 multimodel mean. This is due to the greater warming over the Southern Ocean simulated by ACCESS 1.0. As expected, changes are also more pronounced in the
RCP8.5 scenario than the RCP4.5 scenario, with the exception of ACC weakening, which is approximately the same between the two scenarios. We do not simulate any major threshold changes in FESOM’s response to twenty-first-century forcing. Rather, the four simulations exhibit largely the same patterns of behavior along a continuum of severity. This may be due to the stand-alone nature of our simulations, as coupling with an atmosphere and/or ice sheet model would allow for other non-linear positive feedbacks to develop.

This work builds on previous studies with FESOM, where future projections were integrated using the atmospheric output of CMIP3 models without bias correction. Simulations forced with the HadCM3 model (Timmermann and Hellmer 2013; Timmermann and Goeller 2017) revealed a tipping point in the southern Weddell Sea, whereas our results show more gradual changes. FESOM simulations forced with uncorrected output from the CMIP5 model HadGEM2 (Timmermann and Kauker 2014) also show gradual increases in ice shelf melting around Antarctica, with no tipping points. These differences in behavior illustrate the sensitivity of sub–ice shelf processes to atmospheric forcing, and the importance of constraining climate projections in order to better predict the response of the ice shelves and ice sheet. At the time of writing, the only other published future projections of ice shelf melting forced with CMIP output are from the BRIOS model (Hellmer et al. 2012, 2017). These simulations use the same HadCM3 forcing as the FESOM CMIP3 simulations mentioned above, and display similar behavior.

While our bias-correction method was successful in this instance, it should be applied with caution by others in the future. In particular, CMIP5 models should be chosen whose historical simulations are as close to atmospheric reanalyses as possible, so that the bias-correction term is small. This approach minimizes the risk of applying state-dependent future changes which depend on underlying biases in the CMIP5 models and also avoids potential artifacts in the corrected forcing such as unrealistic wind fields. As noted in section 2, biases in ERA-Interim over the Southern Ocean may also influence our constructed forcing fields. However, in most cases the biases of atmospheric reanalyses such as ERA-Interim are likely to be small compared to those of global climate models unconstrained by observations. Furthermore, our initial conditions for the deep ocean are not yet equilibrated to the forcing period 1992–2005, which is itself a perturbation from the preindustrial climate. Therefore, some forced trends may be influencing our CONTROL simulation.

Finally, our experiments assume that ice shelf geometry will not change during the twenty-first century. This assumption is clearly problematic, as ice shelves are already responding to climate change with thinning (Paolo et al. 2015) and collapse (Rott et al. 1996; Rack and Rott 2004; Hogg and Gudmundsson 2017). Furthermore, the coupled ice sheet–ocean simulations of Timmermann and Goeller (2017) indicate that an evolving ice shelf draft tends to enhance, not damp, increases in basal melt rates during warming scenarios. Donat-Magnin et al. (2017) also found that prescribed grounding line retreat in the Amundsen Sea region led to increased melt rates, due to stronger buoyancy-driven circulation within the cavities.

Our projections of melt rates have particularly troubling implications for the marine sectors of the ice sheet that are grounded below sea level, including the Amundsen Basin as well as the Wilkes and Aurora Basins (both within the Australian sector in our analysis and exhibiting similar behavior). Standalone ice sheet modeling has demonstrated the vulnerability of these marine basins to ocean warming (Feldmann and Levermann 2015; Mengel and Levermann 2014; Sun et al. 2016), illustrating the need for fully coupled ice sheet–ocean simulations to provide more reliable future projections. The potential collapse of marine sectors of the Antarctic Ice Sheet, and corresponding global sea level rise, is one of the most profound yet poorly understood impacts of climate change, and further model development is essential to better predict this behavior in the twenty-first century and beyond.
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