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ABSTRACT

Oceanic heat uptake (OHU) is a significant source of uncertainty in both the transient and equilibrium responses to increasing the planetary radiative forcing. OHU differs among climate models and is related in part to their representation of vertical and lateral mixing. This study examines the role of ocean model formulation—specifically the choice of the vertical coordinate and the strength of the background diapycnal diffusivity $K_d$—in the millennial-scale near-equilibrium climate response to a quadrupling of atmospheric CO2. Using two fully coupled Earth system models (ESMs) with nearly identical atmosphere, land, sea ice, and biogeochemical components, it is possible to independently configure their ocean model components with different formulations and produce similar near-equilibrium climate responses. The SST responses are similar between the two models ($r^2 = 0.75$, global average $\sim 4.3^\circ$C) despite their initial preindustrial climate mean states differing by $0.4^\circ$C globally. The surface and interior responses of temperature and salinity are also similar between the two models. However, the Atlantic meridional overturning circulation (AMOC) responses are different between the two models, and the associated differences in ventilation and deep-water formation have an impact on the accumulation of dissolved inorganic carbon in the ocean interior. A parameter sensitivity analysis demonstrates that increasing the amount of $K_d$ produces very different near-equilibrium climate responses within a given model. These results suggest that the impact of the ocean vertical coordinate on the climate response is small relative to the representation of subgrid-scale mixing.

1. Introduction

Model-based estimates of the equilibrium climate sensitivity to a doubling of atmospheric CO2 presented in the Intergovernmental Panel on Climate Change (IPCC) Fifth Assessment Report (IPCC 2013) fall in a likely range of $1.5^\circ$–$4.5^\circ$C. Understanding the sources of uncertainty in climate models’ response to changes in radiative forcing is an important part of climate research. Model differences in their representation of key climate processes contribute to this uncertainty range. Among the processes are clouds, aerosol effects (direct and indirect), and the ocean response to radiative forcing (Bindoff et al. 2013; Bony et al. 2006). In particular, the deep ocean responses on centennial to millennial time scales are relevant to the equilibrium climate response (Stouffer and Manabe 1999; Danabasoglu and Gent 2009; Li et al. 2013; Flato et al. 2013).

Deep and abyssal oceanic heat uptake (OHU) and sea surface temperature (SST) warming are inversely related (Gregory et al. 2004; Hansen et al. 2005; Meehl et al. 2013). For a given change in radiative forcing, more OHU at depth produces smaller increases in SST and vice versa. One can conceptually split the uncertainty in OHU into two parts: 1) ocean heat uptake efficiency, which directly relates ocean warming to radiative forcing, and 2) ocean heat uptake efficacy (Winton et al. 2010), which quantifies the feedback of warming-induced changes to the ocean circulation on heat uptake.

The amount of OHU in ocean models can be directly related to their representation of mesoscale eddies (Griffies et al. 2015) and other mixing processes. Many of the current-generation coupled models have horizontal resolutions that are insufficient to fully resolve eddies ($>0.5^\circ$), and these models employ eddy parameterizations such as
vertical coordinate, where the asterisk denotes a $z^*$ vertical coordinate, where the inclusion of a nonlinear free surface discussed in the following section. The second model, GFDL-ESM2Gb, is based on the Generalized Ocean Layer Dynamics model (Hallberg and Adcroft 2009), which employs an isopycnal $\rho$-coordinate. In this study, we use these two models to explore the role of ocean formulation—both the choice of the vertical coordinate and the implementation of subgrid-scale mixing—on the near-equilibrium climate response in the models. To date, there are few studies that examine the millennial-scale differences between $z$- and $\rho$-based ocean models.

Evaluation of the models’ near-equilibrium response to forcing is based on a series of idealized simulations with increasing atmospheric CO$_2$ concentrations (1% yr$^{-1}$ to quadrupling of the preindustrial value of 286 ppmv) performed with both of the GFDL ESMs. Dunne et al. (2012, 2013) document and evaluate the physical climate and carbon cycle simulations for both models. Prior studies comparing ocean heat uptake across opportunistic ensembles of climate models (e.g., CMIP; Taylor et al. 2012) often suffer from large and important differences in other components of the atmosphere–ocean general circulation models (AOGCMs). The present analysis eliminates those sources of uncertainty by using virtually identical atmosphere, land, and sea ice components in both of the ESMs. The terrestrial ecosystem and ocean biogeochemistry components are also very similar between the two ESMs, allowing for comparison of their carbon cycle responses.

During the development of ESM2Mb and ESM2G, both models were configured with equivalent physics choices and parameterization settings that are constrained by both observations and theory. Nevertheless, some differences remain between the physics of both models and are discussed in more detail in the next section. Both ESMs produce plausible simulations of the preindustrial climate (Dunne et al. 2012) and do not

the way many coupled models exchange heat and momentum across the air–sea interface, including the National Center for Atmospheric Research (NCAR) and Geophysical Fluid Dynamics Laboratory (GFDL) models.

This work seeks to quantify how much and in what aspects the choice of ocean model formulation influences the response to climate forcing. In support of phase 5 of the Coupled Model Intercomparison Project (CMIP5), GFDL developed two coupled carbon cycle–climate Earth system models (ESMs), which differ mainly in their ocean model formulation and, principally, in their vertical coordinate. The first model, GFDL-ESM2Mb, is based on the Modular Ocean Model, version 4.1 (Griffies et al. 2009), where the advective terms and physical parameterizations are computed with a $z^*$ vertical coordinate, where the asterisk denotes the inclusion of a nonlinear free surface discussed in the following section. The second model, GFDL-ESM2G, is based on the Generalized Ocean Layer Dynamics model (Hallberg and Adcroft 2009), which employs an isopycnal $\rho$-coordinate. In this study, we use these two models to explore the role of ocean formulation—both the choice of the vertical coordinate and the implementation of subgrid-scale mixing—on the near-equilibrium climate response in the models. To date, there are few studies that examine the millennial-scale differences between $z$- and $\rho$-based ocean models.

Evaluation of the models’ near-equilibrium response to forcing is based on a series of idealized simulations with increasing atmospheric CO$_2$ concentrations (1% yr$^{-1}$ to quadrupling of the preindustrial value of 286 ppmv) performed with both of the GFDL ESMs. Dunne et al. (2012, 2013) document and evaluate the physical climate and carbon cycle simulations for both models. Prior studies comparing ocean heat uptake across opportunistic ensembles of climate models (e.g., CMIP; Taylor et al. 2012) often suffer from large and important differences in other components of the atmosphere–ocean general circulation models (AOGCMs). The present analysis eliminates those sources of uncertainty by using virtually identical atmosphere, land, and sea ice components in both of the ESMs. The terrestrial ecosystem and ocean biogeochemistry components are also very similar between the two ESMs, allowing for comparison of their carbon cycle responses.

During the development of ESM2Mb and ESM2G, both models were configured with equivalent physics choices and parameterization settings that are constrained by both observations and theory. Nevertheless, some differences remain between the physics of both models and are discussed in more detail in the next section. Both ESMs produce plausible simulations of the preindustrial climate (Dunne et al. 2012) and do not
exhibit excessive climate drift over the 1000+ years of model simulation required to spin up the physical climate and biogeochemical tracers in the ocean to a near-equilibrium state. A key result of this study is that despite having slightly different spunup preindustrial states, both ESMs produce remarkably similar climate responses across a range of climate diagnostics.

Following a short model and experimental design description, this paper presents a large-scale overview of those responses obtained from ESM2Mb and ESM2G. This overview includes comparisons of ocean temperature, salinity, sea ice, meridional circulation and heat transport, and dissolved inorganic carbon. The paper concludes with an analysis of varying background diapycnal diffusivity $K_d$ in the ESM2G model. This analysis aims to demonstrate that physical parameterization configurations influence ocean model simulations more than the choice of vertical coordinates (Griffies and Treguier 2013). While the near-equilibrium responses are broadly consistent between the two standard versions of the models, varying the amount of subgrid-scale mixing has a much larger effect on the millennial-scale response of the model to increased amounts of atmospheric CO$_2$.

2. Model description and experimental design

The ESMs used in this study, GFDL-ESM2Mb and GFDL-ESM2G, feature an AOGCM coupled to a fully interactive carbon cycle. The atmospheric component is based on AM2 (Anderson et al. 2004) with a resolution of ~2° and is very similar to the version used in the GFDL CM2.1 coupled climate model (Delworth et al. 2006). The ESMs use an upgraded land model (LM3.0; Milly et al. 2014), which features improved hydrology and includes terrestrial ecosystem dynamics (Shevlakova et al. 2009). Both ESMs use GFDL’s Sea Ice Simulator (SIS), version 1 (Winton 2000; Delworth et al. 2006).

The carbon cycle in both models consists of a prognostic, radiatively active CO$_2$ tracer shared among the atmosphere, land, and ocean biogeochemistry components of the model. The ESM2Mb model differs slightly from the version submitted to CMIP5 (named GFDL-ESM2M) in that by adopting the same land model parameters as in ESM2G, the aboveground terrestrial biomass was reduced so that both ESMs are consistent at ~850 GtC. The ESMs use the Tracers of Ocean Phytoplankton and Allometric Zooplankton (TOPAZ) biogeochemistry model (Dunne et al. 2013) coupled to each of the ESM’s physical ocean components.

The primary difference between the two ESMs lies in their physical ocean model. ESM2Mb uses the Modular Ocean Model, version 4.1 (MOM4p1; Griffies et al. 2009), configured using a $z^*$ coordinate with 50 vertical levels and includes a nonlinear free surface. The $z^*$ coordinate rescales the vertical coordinate with the free surface height so that surface undulations are spread throughout the vertical column (Stacey et al. 1995; Adcroft and Campin 2004). ESM2G uses the Generalized Ocean Layer Dynamics model (GOLD; Hallberg and Adcroft 2009) based on an isopycnal model developed by Hallberg (1995). GOLD features a density-based vertical coordinate with 63 vertical layers. Both models’ grids have a nominal resolution of 1° that increases to 1/3° in the tropics. The grids transition from spherical to tri-polar north of 65°N, which results in relatively fine resolution across the Arctic.

Both MOM4p1 and GOLD use a mesoscale eddy parameterization based on the work of Gent and McWilliams (1990). The strength of the parameterized mixing is dependent on the local flow and isopycnal slope. The allowable ranges for the local coefficients span 100–800 and 10–900 m$^2$s$^{-1}$ for MOM4p1 and GOLD, respectively (Dunne et al. 2012), with these ranges being dependent on the grid resolution. MOM4p1 includes vertical mixing parameterizations based on the K-profile parameterization (Large et al. 1994; Danabasoglu et al. 2006) while GOLD uses a bulk mixed layer scheme based on Hallberg (2003) with a shear mixing parameterization based on Jackson et al. (2008). In both MOM4p1 and GOLD, mixed layer restratification by eddies is based on the scheme of Fox-Kemper et al. (2011) and the models allow for chlorophyll attenuation of surface shortwave radiation. Both models use the tidal mixing scheme of Simmons et al. (2004) and implement a geothermal heating flux (Adcroft et al. 2001).

The most notable difference between the two ocean models is in their treatment of background diapycnal diffusivity $K_d$. The seminal estimates of $K_d$ described in Munk (1966) suggest a value of $1 \times 10^{-5}$ m$^2$s$^{-1}$ while several recent observational estimates suggest $K_d$ that is an order of magnitude smaller (e.g., Gregg 1987; Ledwell et al. 1993, 1998, 2011). In this configuration of MOM4p1, $K_d$ has values ranging between $1 \times 10^{-5}$ m$^2$s$^{-1}$ equatorward of 30° latitude and $1.5 \times 10^{-5}$ m$^2$s$^{-1}$ poleward of this latitude. In GOLD, background $K_d$ has a larger pole-to-equator gradient ranging from a value of $2 \times 10^{-6}$ m$^2$s$^{-1}$ at the equator to $2 \times 10^{-5}$ m$^2$s$^{-1}$ poleward of 30° latitude. The increased $K_d$ used in GOLD was necessary to counteract an extremely unrealistic cold drift that developed in the abyssal ocean when the model used the same values as MOM4p1. Another notable difference between the models is that GOLD includes the bottom-drag mixing scheme from Legg et al. (2006), which is important in representing overflows (Legg et al. 2009). We refer the reader to Dunne et al. (2012) for a
The ocean components of both coupled models were initialized from present-day temperature and salinity fields and were spun up with fixed preindustrial CO₂ concentrations (286 ppmv) until reaching a near-equilibrium climate state (1600 years for ESM2G and 2400 years for ESM2Mb). Following the spinup simulations, each model was integrated further for another 5000 years to obtain a long, continuous control simulation. Starting from the 1860 control integration and following the CMIP5 protocol (Taylor et al. 2012), atmospheric CO₂ increased in the model at a rate of 1% yr$$^{-1}$$ compounded until reaching 4 times the control integration’s value (1144 ppmv). The models achieve this CO₂ concentration at year 140 and remain fixed at this increased value throughout the rest of the 4 CO₂ integration. All other forcing (i.e., well-mixed greenhouse gases, aerosols, and solar) were held at their preindustrial values and land-use forcing was not applied in any of the described simulations. The effects of model drift are accounted for by referencing a corresponding 5000-yr piControl simulation performed with each ESM. The first 500 years of the control simulations and the first 300 years of the 4 CO₂ simulations are available for download through the Earth System Grid Federation (http://esgdata.gfdl.noaa.gov). The remaining lengths of the simulations are available upon request.

To explore the role of subgrid-scale mixing on the near-equilibrium response, we evaluate a three-member ensemble of 5000-yr 4 CO₂ simulations with different values for the diapycnal diffusivity in the ESM2G model. Although the horizontal and vertical distributions of mixing have an impact on the ocean state (Melet et al. 2016), we apply a spatially uniform increase to the background $$K_d$$ in this sensitivity analysis for simplicity and its ability to directly influence the main thermocline region. The ensemble consists of simulations where the background $$K_d$$ increases to $$4 \times 10^{-5}$$ m² s$$^{-1}$$, $$6 \times 10^{-5}$$, and $$1 \times 10^{-4}$$ m² s$$^{-1}$$. Prior studies have noted that increasing the value of $$K_d$$ tends to increase the ocean heat uptake and reduce surface air temperature as the climate warms (Dalan et al. 2005). This effect is evaluated in the ESM2G model and is presented as a means of contextualizing the results obtained from varying the ocean vertical coordinate.

3. Results and discussion

a. Large-scale surface response

ESM2Mb and ESM2G have remarkably stable global annual average SSTs in their piControl simulations (Fig. 1a, Table 1). Based on a linear least squares regression over the 5000-yr control simulation, ESM2Mb has a slight warming trend (0.002°C century$$^{-1}$$) and ESM2G has a slight cooling trend (−0.001°C century$$^{-1}$$). The detrended time series of global average SSTs from the control runs are shown in Fig. 1c. The global average SST difference between the two models in the piControl simulations is 0.43°C.

As concentrations of atmospheric CO₂ increase, the SSTs warm in both models. This warming continues throughout the 5000-yr integration even after the CO₂ concentration stabilizes at 4 times the preindustrial control value and the model adjusts to the increase in radiative forcing. The near-equilibrium warmings after 5000 years in area mean SST are 4.92° and 5.04°C for ESM2Mb and ESM2G, respectively. In both ESMs, nearly half of this warming (43%) occurs during the first 200 years when CO₂ concentrations are increasing. The rest of the warming occurs over the remainder of the simulation, similar to the results of Wetherald et al. (2001). The responses of the two models are remarkably similar in both timing and magnitude. When the responses are normalized by the mean difference between the two models’ control run SSTs (0.43°C), the response curves from the two models lie nearly on top of each other (Fig. 1e). The similarity persists across centennial to millennial time scales as both models slowly adjust to the increased radiative forcing.

The spatial patterns of SST response early in the experiment (averaged over years 1–100; Figs. 2a,b) are also similar between the two models with a pattern correlation $$R^2$$ of 0.85. The spatial patterns are also similar to prior studies (Manabe et al. 1991; Andrews et al. 2015; Marshall et al. 2015; Armour et al. 2016; Gregory et al. 2016; Garuba et al. 2018). Warming over the Southern Ocean is largely limited to 0.5°C and there is cooling by as much as 1°C over the convective regions of the North Atlantic. In the tropical Atlantic and western Pacific Ocean basins, SSTs warm by about 1°C along the equator. Both models also have a warming maximum of about 1°C located in the central Pacific and Atlantic Oceans near 20°N and again near 50°N. While the magnitude of the warming is similar between the two models, the amplitudes of the local minima and maxima are generally larger in ESM2G than in ESM2Mb.

As the atmosphere warms and the saturation vapor pressure increases, the hydrologic cycle intensifies and the atmosphere transports more water poleward (Held and Soden 2006). In the tropics, enhanced evaporation causes surface waters to become saltier in these regions while increased precipitation contributes to freshening at high latitudes (Manabe et al. 1991; Durack et al. 2012). Both models exhibit this salinity response pattern,
but with less agreement between them than when compared to the SST response pattern (Figs. 2e,f; \( r^2 = 0.68 \)).

Similar to SST, ESM2G has a larger-amplitude sea surface salinity (SSS) response than ESM2Mb in the Atlantic. As part of the basinwide overturning circulation, the Gulf Stream transports warmer, saltier surface water from the tropics to the high latitudes where it cools to form North Atlantic Deep Water (NADW). While the atmosphere primarily drives the SSS response pattern in the first 100 years of forcing, the larger amplitude of the response pattern in ESM2G (i.e., saltier tropics and fresher high latitudes) is consistent with a weaker Atlantic meridional overturning circulation (AMOC) and less poleward mass transport of water from the tropics to the high latitude that will be discussed in more detail. ESM2G also shows an increase in SSS in the Barents Sea region of 0.4 psu compared to ESM2Mb, likely reflecting an increase in ESM2G’s ocean convection in this region as the atmospheric CO₂ increases.

The SST response by the time of near equilibrium in the experiment (averaged over years 4901–5000; Figs. 2c,d) is also similar between the two models (\( r^2 = 0.75 \)). Warming in excess of 6°C occurs in the high-latitude

![Fig. 1. (left) Area-mean SST (°C) and (right) volume-mean ocean potential temperature \( \theta \) (°C) for GFDL-ESM2Mb (magenta) and GFDL-ESM2G (green). (a),(b) The drift over the 5000-yr piControl simulations with the dashed line illustrating the linear trend. (c),(d) The detrended time series of SST and \( \theta \), where the solid lines are the piControl simulations and dashed lines are the 4 × CO₂ simulations. (e),(f) The normalized time series in (c) and (d) where the time-mean difference between the two models’ piControl simulations is removed. These differences are 0.43° and 1.27°C for SST and \( \theta \), respectively.]

| Table 1. Global-mean SST (°C) and volume-mean ocean potential temperature \( \theta \) (°C) for years 4901–5000 from the piControl and 4 × CO₂ simulations. Responses relative to the piControl simulation are shown in parentheses. |
|---------------------------------|-----------------|-----------------|
| SST, control mean              | 18.12           | 17.69           |
| SST, 4 × CO₂, years 1–100      | 18.73 (0.61)    | 18.36 (0.67)    |
| SST, 4 × CO₂, years 101–200    | 20.23 (2.11)    | 19.87 (2.18)    |
| SST, 4 × CO₂, years 4901–5000  | 23.07 (4.95)    | 22.65 (4.96)    |
| \( \theta \), control mean     | 4.66            | 3.39            |
| \( \theta \), 4 × CO₂, years 1–100 | 4.65 (0.02) | 3.53 (0.14)    |
| \( \theta \), 4 × CO₂, years 4901–5000 | 8.47 (3.81) | 7.17 (3.78)    |
regions that are equatorward of the sea ice edge, with the area of warming extending across the entire North Pacific in ESM2G. The Southern Ocean also warms in excess of 6°C, especially off the coast of East Antarctica in ESM2Mb and north of the Weddell Sea in ESM2G. These results are broadly consistent with those found in previous studies (e.g., Manabe and Stouffer 1994). The SST response pattern here is also similar to earlier atmosphere–mixed layer ocean results (Manabe and Stouffer 1980).

ESM2G and ESM2Mb have similar SSS responses to a quadrupling of atmospheric CO₂ in both their magnitude and spatial pattern ($r^2 = 0.83$). Both models freshen in the Arctic Ocean by about 2 psu (Figs. 2g,h) in their near-equilibrium state. The combination of increased net water flux into the Arctic basin and sea ice melt contributes to this freshening (Duffy et al. 2001). Both model results have a saltier Atlantic Ocean from 60°N to 30°S. Both models also have a freshening of approximately 1 psu in the Indian Ocean. In the Pacific, the comparison is more complex. In the eastern part of the Pacific basin, both models have two areas of increased salinity around 30°N and 30°S. In the western part of the Pacific basin, ESM2G becomes more saline while ESM2Mb slightly freshens.

Both models differ in their simulation of preindustrial Arctic sea ice, but their responses are similar (Fig. 3 and Table 2). March sea ice extent, defined as the total area of grid cells with at least 15% coverage of sea ice, is 18.48 million km² in ESM2Mb and 22.75 million km² in ESM2G averaged over the 5000-yr preindustrial control run. This represents about a 20% greater sea ice extent in ESM2G compared to ESM2Mb. The relative sea ice extent difference between the two models is greater.
during September (~30%), with ESM2Mb averaging 7.93 million km$^2$ and ESM2G averaging 9.66 million km$^2$. The larger sea ice extent in the ESM2G control run is consistent with the cooler climatological SSTs in this model as well as with the model’s weaker AMOC circulation.

An analysis of Arctic sea ice extent across an ensemble of CMIP5 models from Stroeve et al. (2012) is provided here for context. The ensemble range from the historical simulations corresponding to year 1900 is shown for comparison against the piControl simulations of ESM2Mb and ESM2G. The Stroeve et al. (2012) analysis includes output from 20 different AOGCMs, but does not include the two GFDL ESMs. ESM2Mb’s March extent is within the range of CMIP5 models while ESM2G is outside of the ensemble range. Both models have September sea ice extent that is within the CMIP5 ensemble range. Observed sea ice extent (climatological mean ± 2σ) from the National Snow and Ice Data Center Sea Ice Index, version 3 (Fetterer et al. 2017), averaged over years 1979–2018 is also shown for reference.

Despite different preindustrial climatologies in Arctic sea ice, the two models’ responses to 4 × CO$_2$ forcing are remarkably similar. In March, both models show a sea ice extent reduction greater than 9 million km$^2$, and the sea ice extent stabilizes past year 3000. The March sea ice becomes more variable in ESM2G over the course of the 4 × CO$_2$ simulation, which is likely the result of variability changes in AMOC and associated high-latitude oceanic convection. September sea ice is also similar between the models, with the Arctic becoming ice free after the first few centuries. While the extent in September is less than that of March, it is much more important in terms of albedo given that this is the season of greatest insolation in the Arctic. In this case, the difference in the response curves

<table>
<thead>
<tr>
<th></th>
<th>GFDL-ESM2Mb</th>
<th>GFDL-ESM2G</th>
</tr>
</thead>
<tbody>
<tr>
<td>March extent,</td>
<td>18.48</td>
<td>22.75</td>
</tr>
<tr>
<td>piControl</td>
<td></td>
<td></td>
</tr>
<tr>
<td>March extent,</td>
<td>17.34</td>
<td>22.52</td>
</tr>
<tr>
<td>4 × CO$_2$,</td>
<td>(-1.14)</td>
<td>(-0.23)</td>
</tr>
<tr>
<td>years 1–100</td>
<td></td>
<td></td>
</tr>
<tr>
<td>March extent,</td>
<td>9.06</td>
<td>13.64</td>
</tr>
<tr>
<td>4 × CO$_2$,</td>
<td>(-9.42)</td>
<td>(-9.11)</td>
</tr>
<tr>
<td>years 4901–5000</td>
<td></td>
<td></td>
</tr>
<tr>
<td>September extent, piControl</td>
<td>7.93</td>
<td>9.66</td>
</tr>
<tr>
<td>September extent, 4 × CO$_2$,</td>
<td>5.92</td>
<td>8.20</td>
</tr>
<tr>
<td>years 1–100</td>
<td>(-2.01)</td>
<td>(-1.46)</td>
</tr>
<tr>
<td>September extent, 4 × CO$_2$,</td>
<td>0.0</td>
<td>0.01</td>
</tr>
<tr>
<td>years 4901–5000</td>
<td>(-7.93)</td>
<td>(-9.65)</td>
</tr>
</tbody>
</table>
mainly reflects differences in the models’ initial pre-
industrial states.

b. Ocean interior response

1) DEPTH VERSUS TIME TEMPERATURE RESPONSE

As was the case with SST, the detrended global volume-mean ocean potential temperature in the piControl simulation is offset between the models, with ESM2G approximately 1.3°C colder than ESM2Mb (Fig. 1d). This difference is associated with a warming trend in ESM2Mb and a small cooling trend in the ESM2G over the course of the spinup simulations prior to the start of the piControl integrations. During the piControl integration, very small temperature trends are evident in both models (Fig. 1b). The exact causes for these trends are unclear, but they are related in part to differences in the models’ ability to simulate dense water overflows. Unless the lateral and vertical resolution are both fine enough to resolve the bottom boundary layer, z-coordinate models are subject to excessive entrainment (Winton et al. 1998) while this problem does not impact isopycnal-coordinate models.

The responses of the volume-mean ocean potential temperature from both models are normalized by their mean offset from the control run (1.2°C; Fig. 1f). The rates and magnitudes of ocean warming over the course of the 5000-yr simulation are similar between the two models although ESM2Mb warms at a slightly faster rate than in ESM2G around year 1000. By the end of the $4 \times CO_2$ integrations, the rate of warming becomes very small and both models are nearly in equilibrium with the increased radiative forcing.

There are differences in the internal warming responses between the two models. The near-surface layers warm faster than the deeper layers in both models during the $4 \times CO_2$ simulation, with the largest warming occurring at 750-m depth. Compared to ESM2G, subthermocline warming is stronger in ESM2Mb as evidenced by the 4.5°C contour extending downward to almost 1500 m in Fig. 4. However, the magnitude of deep warming below 2000 m is also larger in ESM2G than in ESM2Mb by the end of the experiment. The difference is related to the models’ treatment of Antarctic Bottom Water (AABW): AABW in ESM2G is systematically colder than ESM2Mb and there is more warming in the ocean interior when AABW formation slows in the transient simulation. Although the volume-mean ocean heat uptake is similar between these two models, the different warming patterns at depth will have an impact on spatial sea level rise, particularly during the transient phase of the simulation and during the peak AMOC decline (Krasting et al. 2016).

The magnitude of the warming near the bottom of the ocean in both models is smaller than the warming near the surface, pointing to changes in the origin of water masses at and near the surface. Bottom waters are formed near the ocean surface in high latitudes of the North Atlantic and Southern Oceans, where the warming is smaller than in midlatitudes (see Figs. 2c,d). Surface and intermediate water masses form in midlatitudes and tend to flow equatorward at depth and contribute
to lower thermocline water (near 750 m). These water masses experience a larger magnitude of warming than the water masses that fill the bottom of the World Ocean.

One difference in the depth-versus-time temperature response between the two models is seen near the bottom of the ocean in the first few centuries of the integrations. ESM2G warms at a faster rate than ESM2Mb. During the spinup, cooling of the abyssal waters dominates ESM2G’s global volume-mean temperature cold drift. The initial cooling in the $4 \times CO_2$ simulation reflects a continuation of these processes during the first several centuries. Once the warming signal propagates from the surface to the bottom of the ocean, the cooling trend reverses and the warming rate is similar in magnitude to that in ESM2Mb.

By the end of the experiment, the depth of the isotherms does not change much in time, indicating that both models are approaching an equilibrium state. Manabe and Stouffer (1994) found that it took about 1500 model years for the ocean temperatures near the bottom of the ocean to reach 70% of their equilibrium value. Inspection of Fig. 4 indicates that both ESM2Mb and ESM2G give very similar response time scales to that found in Manabe and Stouffer (1994).

2) DEPTH-VERSUS-LATITUDE TEMPERATURE AND SALINITY RESPONSE

During the first 100 years of the $4 \times CO_2$ simulations, the greatest warming occurs at the surface in both models (Figs. 5a,b). The 0.5°C contour is relatively shallow in the tropics and extends downward to about 500 m at 40° latitude in each hemisphere. Both models show zonal-mean surface cooling north of 50°N, but it is larger in magnitude in ESM2G where the cooling exceeds 1°C. Since 100 years is short relative to the ventilation time scales of the deep ocean, much of the ocean interior shows little response to forcing. After 5000 years (Figs. 5c,d), however, the ocean interior has warmed in response to the $4 \times CO_2$ forcing. The temperature gradient as a function of depth is stronger in ESM2Mb compared to ESM2G. The most pronounced warming in both models occurs in the Southern Ocean between 40° and 55°S.

In the Southern Ocean, a maximum area of warming exceeding (>6°C) extends equatorward and downward to about 1500 m in ESM2Mb. A similar area also occurs in ESM2G, but is more confined to the surface, and the latitudinal temperature gradients are less sharp. Heat uptake in this region occurs as water upwelling near the Antarctic sea ice edge is warmed by the atmosphere and transported downward and equatorward along isopycnals. In the piControl simulation, this downward heat flux balances an upward heat flux associated with eddy diffusion. The warming of the subsurface ocean in this region reflects either a weakening of the eddy diffusion heat flux or an increase in the Ekman-driven upwelling and advective heat flux (Morrison et al. 2016; Gregory 2000; Marshall and Zanna 2014). The atmospheric wind stress responses are similar between the two models, with a slight increase in magnitude and a shift poleward. Therefore, much of the Southern Ocean heat uptake differences are likely related to their representation of along-isopycnal mixing in this region.

Temperature differences associated with changes in high-latitude deep-water formation are also evident after 5000 years. Along the Antarctic coast, both models show a similar magnitude response extending downward from the surface. In ESM2G, this warming is stronger and it extends all the way to the bottom of the ocean in this region, exceeding 3°C along the shelf. This warming is limited to ~2°C in ESM2Mb. Similarly in the North Atlantic, ESM2G’s warming in the NADW formation regions is approximately 5°C in ESM2G and 4°C in ESM2Mb. The signature of a reduced AMOC is also evident in the slope of the temperature contours, with a pronounced shoaling in the tropics.

The changes in zonal-averaged salinity are consistent with the mechanisms responsible for the temperature changes. After 100 years (Figs. 5e,f), most of the changes are confined to the surface. The North Atlantic freshening (>0.2 psu) responsible for the reduction in convection in ESM2G is particularly evident. After 5000 years, the bottom third of the ocean in both models freshens relative to the piControl simulation. This freshening also extends upward to the surface along the coast of Antarctica. Both models also exhibit a broad area of salinification of 0.1–0.2 psu that occurs in the tropics and midlatitudes. This region extends downward to about 3000 m in ESM2Mb, while only extending downward to ~1500 m in the tropics in ESM2G.

The magnitude of the response in ESM2G is generally larger than in ESM2Mb. Both models strengthen the intense halocline found in the Arctic Ocean and have an increase in salinity from about 250 m to the ocean bottom at that latitude. Both models also have a broad region of increased salinity from 500 to 2500 m, between 60°S and 40°N. Within this region, the largest increases occur between 20° and 40°N and above 1500 m. This region of increased salinity is slightly deeper in ESM2Mb than in ESM2G. There is an increase in salinity at depth near 30°N that is associated with the Mediterranean water mass changes. Model projections of future climate (Manabe and Stouffer 1980) suggest that the Mediterranean is a region of intense evaporation that further intensifies as the climate warms.
There are several regional differences between the two ESMs. Subsurface salinity increases of 0.4 psu occur in the tropics in ESM2G while they are less pronounced in ESM2Mb. A tongue of fresher water (0.1–0.2 psu) also extends downward to 1000 m in ESM2Mb that accompanies the region of maximum heat uptake in the Southern Ocean while this feature is less pronounced in ESM2G.

c. AMOC, heat transport, and ventilation response

In both models, the time series of the AMOC strength at 26.5°N, or the latitude of the Rapid Climate Change monitoring array (RAPID; Johns et al. 2011), is stable throughout the piControl simulations (Fig. 6a, Table 3). AMOC is slightly stronger in ESM2Mb (23.1 Sv, where 1 Sv = 10^6 m^3 s^-1) compared to ESM2G (20.3 Sv). Both models are within the observed range of variability from the RAPID array, or 18.5 ± 4.9 Sv.

As the atmospheric CO2 concentration increases and the climate warms, the AMOC weakens in both models (Flato et al. 2013). The maximum weakening occurs during the second century of the 4 × CO2 simulations, with AMOC strength decreasing by 7.3 Sv in ESM2Mb and 9.2 Sv in ESM2G. As the atmospheric CO2 concentration stabilizes, the AMOC begins to recover in subsequent centuries. ESM2G recovers about half of the initial weakening relative to the piControl and remains stable after year 3000. The AMOC recovers fully by year 9322.

---

Fig. 5. Century time-average depth vs latitude sections of (a)–(d) potential temperature response (°C) and (e)–(h) salinity response (psu). Sections are shown for years 1–100 and 4901–5000 from the 4 × CO2 simulations relative to the piControl simulation for (left) GFDL-ESM2Mb and (right) GFDL-ESM2G.
1300 in ESM2Mb, similar to Stouffer and Manabe (1999). Unlike ESM2G, the AMOC in ESM2Mb increases relative to the piControl run by 1.5 Sv by the end of the 4×CO₂ simulation.

The structure of AMOC, while showing broad large-scale agreement, highlights some of the key differences between the two ocean models (Figs. 7a,b). In both models, water enters the Atlantic basin in the Southern Hemisphere and flows northward within the top 500 m on the ocean. As the water reaches the high latitudes and cools, NADW forms and sinks to near the bottom of the ocean around 50°N, as denoted by the 0-Sv contour. AMOC extends deeper into the Atlantic by several hundred meters in the ESM2G model compared with ESM2Mb and these differences between the models are related to their treatment of overflows (Wang et al. 2018). At the southern limit of the Atlantic basin, NADW is found mainly above 3000 m, again as denoted by the 0-Sv contour. The highest streamfunction values are found between 1000 and 1500 m. As noted above, the overall magnitude of the AMOC in ESM2G is smaller than in ESM2Mb. The deepest circulation in the model oceans is made up of AABW, whose boundary is also denoted by the 0-Sv contour. The spatial structures of the AABW overturning cell in the control simulations are similar in pattern and magnitude between the two models.

The North Atlantic freshens in both models as the climate warms in response to the CO₂ forcing. There are several factors that contribute to this freshening. The effects of an enhanced hydrologic cycle and increases in high-latitude precipitation and runoff are evident in observations (Durack et al. 2012), while sea ice melt (Duffy et al. 2001) and a strengthening Atlantic subpolar gyre (Tesdal et al. 2018) also contribute to freshening. This freshening reduces convection at high latitudes, reduces NADW formation, and is responsible for the initial reduction in AMOC in both models. Simultaneously, enhanced evaporation over the tropical Atlantic enhances salinity (Durack et al. 2012). This higher-salinity water is transported northward by the Gulf Stream and a portion of this water becomes part of the southward-flowing horizontal gyre circulation. In ESM2G, much of this high-salinity water remains in the gyre circulation, enabling the model to maintain the fresh cap at the surface and its reduced convection. In ESM2Mb, however, more of the high-salinity surface water from the tropics is able to “leak” out of the gyre.

| Table 3. AMOC (Sv) at 26.5°N averaged over years 1–100 and 4901–5000 from the piControl and 4×CO₂ simulations. Values for the maximum Atlantic poleward heat transport (total, overturning, and gyre contributions; PW) correspond to years 4901–5000 from both the piControl and 4×CO₂ simulations. Responses relative to piControl are in parentheses in all cases. |
|---|---|---|
| GFDL-ESM2Mb | GFDL-ESM2G |
| AMOC, piControl | 23.07 | 20.25 |
| AMOC, 4×CO₂, years 101–200 | 15.79 (−7.28) | 11.01 (−9.23) |
| AMOC, 4×CO₂, years 4901–5000 | 24.6 (1.52) | 15.87 (−4.37) |
| Total heat transport, piControl | 1.11 | 1.11 |
| Total heat transport, 4×CO₂ | 1.0 (−0.11) | 0.92 (−0.19) |
| Overturning heat transport, piControl | 1.32 | 1.26 |
| Overturning heat transport, 4×CO₂ | 1.23 (−0.09) | 1.14 (−0.12) |
| Gyre heat transport, piControl | 0.44 | 0.36 |
| Gyre heat transport, 4×CO₂ | 0.43 (0.01) | 0.34 (0.02) |
into the North Atlantic. After 1000 years, this water is able to erode the fresh cap that is hindering convection in ESM2Mb, particularly over the Labrador Sea region (Fig. 8). The high-salinity water eventually enhances NADW formation and strengthens the AMOC relative to the piControl simulation in ESM2Mb.

After 5000 years of the $4 \times CO_2$ integration, the depth of the 0-Sv streamfunction contour rises in the water column by $\sim 500\text{ m}$ in both models (Figs. 7c,d). The largest weakening in the overturning streamfunction occurs at a depth of approximately 1000 m in both models. The shoaling of NADW water allows a stronger Antarctic bottom circulation in both models. The increase is more pronounced in ESM2Mb but is also present in ESM2G. A surprising aspect of the different near-equilibrium AMOC responses is their relatively small impact on the evolution, pattern, and magnitude of change in the surface climate, as shown in the previous sections.

The meridional overturning circulation plays an important role in the equator-to-pole heat transport. The differences in poleward heat transport between ESM2Mb and ESM2G are consistent with their changes in AMOC, although their individual heat transport efficiencies also need to be considered. The total basin-integrated Atlantic poleward heat transport at the end of the $4 \times CO_2$ simulations shows a reduction relative to the control run in both models (Figs. 9a,b; Table 3). Both models have a maximum poleward Atlantic heat transport of 1.11 PW in
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**Fig. 7.** Century time-averaged depth vs latitude sections of the AMOC at model years 4901–5000 in the (a),(b) control and (c),(d) $4 \times CO_2$ simulations for (left) GFDL-ESM2Mb and (right) GFDL-ESM2G. Contour and shading interval is 3 Sv.

![Image of North Atlantic Salinity Response](image)

**Fig. 8.** North Atlantic (50°–65°N) upper-ocean salinity response (piControl minus $4 \times CO_2$; psu) for (a) GFDL-ESM2Mb and (b) GFDL-ESM2G.
their control simulation, which is reduced to 1.0 and 0.92 in the $4 \times \text{CO}_2$ simulations for ESM2Mb and ESM2G, respectively. These values correspond to a 10% reduction in poleward heat transport in ESM2Mb and a 17% reduction in ESM2G.

The contributions of the total poleward heat transport can be decomposed into parts attributable to the meridional overturning circulation and the gyre circulation (Vallis and Farneti 2009):

$$\rho_0 C_p L \int_H^\eta [v \theta] \, dz = \rho_0 C_p L \int_H^\eta [v][\theta] \, dz + \rho_0 C_p L \int_H^\eta [v^* \theta^*] \, dz.$$  

In Eq. (1), $\rho_0$ corresponds to the model’s reference density, $C_p$ is the heat capacity of seawater, $L$ is the meridionally varying basin width, $H$ is the ocean depth, and $\eta$ is the surface height. Zonal-mean quantities are denoted by square brackets while deviations from this zonal mean are denoted by asterisks. The first term on the rhs of Eq. (1) is the basin poleward heat transport contribution associated with the meridional overturning circulation and the second term is the basin gyre circulation contribution to the total heat transport. The decomposition analysis was performed for years 4901–5000 from both the piControl simulation and the $4 \times \text{CO}_2$ simulation.

Most of the change in the total poleward heat transport is explained by changes in the heat transport associated with the overturning circulation (Figs. 9c,d; Table 3). In ESM2Mb, the maximum heat transport associated with the overturning circulation declines by 0.09 PW (7%) in ESM2Mb and by 0.11 PW (9%) in ESM2G. The changes in heat transport associated with gyres (0.01–0.02 PW; Figs. 9e,f) are small compared to the changes associated with the overturning circulation, except in the Southern Hemisphere tropics between
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20°S and the equator, where the gyre changes are dominant. There is also a poleward shift in the gyre transport that is evident in ESM2Mb and less pronounced in ESM2G. The similarity of the Atlantic poleward heat transport responses are even more remarkable given that the mass transport in ESM2Mb recovers and strengthens relative to the piControl simulation during the 4×CO₂ simulation.

Over the first 1000 years, the efficiency of the AMOC circulation’s ability to transport heat poleward is increased in both models (Fig. 6b). The efficiency is defined here as the ratio of the maximum overturning streamfunction divided by the maximum total poleward heat transport, expressed as a percentage change. Both models increase their efficiency by almost 20% initially as the AMOC declines but the ocean maintains its poleward heat transport. Over time, the efficiency relaxes and decreases relative to the control run as the poleward heat transport decreases. The efficiency is closely related to the temperature gradient between the surface waters flowing northward and the deep waters flowing southward in the Atlantic. In ESM2Mb, the warming that occurs in the deep and abyssal waters reduces the vertical temperature gradient in the ocean, thus leading to a reduction in the AMOC efficiency. In ESM2G, there is less warming at depth in the Atlantic and the vertical temperature gradient is stronger. Despite the near −50% decrease in the strength of AMOC in ESM2G, there is only a ∼5% decrease in the efficiency in transporting heat poleward.

d. Dissolved inorganic carbon response

As atmospheric CO₂ concentrations increase in the atmosphere, the disequilibrium of heat and carbon across the air–sea interface leads to a net flux of both quantities into the ocean. Unlike heat fluxes across the upper boundary of the ocean, which directly induces an “active” dynamical response in the ocean, carbon behaves more like a “passive” tracer in these experiments (Winton et al. 2013).

As atmospheric CO₂ concentrations rise in the model, the ocean sequesters approximately one-quarter of the additional carbon in the Earth system (Ciais et al. 2013; Jones et al. 2013). As both models slowly come into equilibrium with the 4×CO₂ concentration in the atmosphere, the rate of dissolved inorganic carbon (DIC) uptake by the ocean slows over the 5000 years of model simulation but never fully ceases. When the 4×CO₂ simulations are subtracted from their respective piControl simulations (Fig. 10b), both model responses are very similar in terms of both their timing and magnitude of DIC uptake (Fig. 11). After 5000 years, there is a maximum increase of DIC exceeding 400 μmol kg⁻¹ between 500 m and the surface in both models. DIC changes are fairly uniform between 1000- and 4000-m depths, ranging between 300 and 350 μmol kg⁻¹.

Below 3000-m depth, ESM2Mb shows more accumulation of DIC compared to ESM2G. Part of the difference between the models’ representation of DIC accumulation is related to their ventilation responses to the 4×CO₂ forcing. As noted earlier, AMOC mass transport declines markedly in the ESM2G model by year 5000, while it increases relative to the piControl value in ESM2Mb. The high-latitude regions that drive deep-water formation are also regions of large ocean carbon uptake. As processes such as AMOC weaken in response to the warmer climate, their ability to mechanically transport carbon from the surface to the deep ocean is more limited.

e. Response sensitivity to diapycnal diffusivity

The results of the preceding sections show similarities between ESM2Mb and ESM2G in their responses to 4×CO₂ forcing. These similarities suggest that the contributions to the climate response uncertainty arising from the formulation, vertical coordinate, and numerics
are small in these two ocean model configurations. To illustrate the relative impact of mixing compared to model formulation, a series of 5000-yr piControl and 4 \times CO_2 experiments were run with the GFDL-CM2G model, where the spatially uniform background diapycnal diffusivity $K_d$ was increased in the ocean. The diffusivity $K_d$ was chosen as it is a parameter that targets the main thermocline region, thus having an impact on the time scale and magnitude of heat exchange with the deep ocean. We ran the non-ESM version, GFDL-CM2G, to reduce computational resource needs for these sensitivity experiments. CM2G is similar in every respect to ESM2G except that it does not include the interactive ocean biogeochemistry component of the model. The background value for $K_d$ used in ESM2G is $2 \times 10^{-5}$ m$^2$ s$^{-1}$ and the sensitivity tests with CM2G used values of $4 \times 10^{-5}$, $6 \times 10^{-5}$, and $1 \times 10^{-4}$ m$^2$ s$^{-1}$ for $K_d$ for the piControl and 4 \times CO_2 simulations. Furthermore, we did not run sensitivity tests with ESM2Mb due to limited computational resources.

Increasing $K_d$ cools SSTs in the tropics and mid-latitudes and warms them in the high latitudes (Fig. 12, left). Increasing $K_d$ also leads to weaker stratification near the surface and enhanced stratification at depth in the water column, leading to greater subsurface warming and increased ocean heat uptake (Marshall and Zanna 2014). After 5000 years of 4 \times CO_2 forcing, the tropical Pacific thermocline in all of the experiments becomes sharper and shoals slightly (Fig. 13). However, the initial thermocline structure in the piControl simulations varies considerably with $K_d$. Increasing $K_d$ in the GFDL-CM2G model leads to a weaker, more diffuse thermocline compared to the ESM2G and ESM2Mb simulations.

Increasing $K_d$ warms the global-mean SST, which varies by more than 2°C (Fig. 14a) among this suite of sensitivity tests. After 1000 yr of 4 \times CO_2 forcing, the ensemble spread of global-mean SSTs among all of the model configurations is 1°C. After 3000 years, however, all of the configurations, including ESM2Mb and ESM2G, converge on the same global-mean SST response after 3000 years despite different initial states. The similarity in the global-mean SST response with varying $K_d$ masks important regional differences (Fig. 12). With the lower values of $K_d$, the response in the Arctic basin remains closer to zero, or even negative, in the convective sinking regions near the Labrador Sea. With higher values of $K_d$, spatial heterogeneity in the warming response is lost and there is a more uniform warming that occurs, even in the Arctic basin.

Ventilation of the deep ocean, deep-water formation processes, and thus the volume-mean ocean temperature, is sensitive to changes that are occurring in the high latitudes of the simulations with varying $K_d$. In the piControl simulations with differing values of $K_d$, this volume-mean temperature varies by almost a factor of 2 (Fig. 14c). The responses of the global volume-mean temperature to the 4 \times CO_2 forcing also differ with respect to changing the value of $K_d$. A quadrupling of atmospheric CO$_2$ produces a more global volume-mean temperature rise with higher values of the background diffusivity (Fig. 14d). Therefore, these results demonstrate that significant
differences in the response to the $4 \times CO_2$ forcing in the ocean interior can occur by localized surface differences that have a relatively small impact on the global-mean SST response.

This suite of $K_d$ simulations with the GFDL-CM2G model supports the results of Danabasoglu and Gent (2009) in that the global-mean SST response is insensitive to the ocean model formulation. This similarity is remarkable, since the suite of simulations produces very different spatial patterns of SST and patterns of warming at depth. This response is governed by energetics, as the radiative forcing from increased CO$_2$ in the atmosphere is the same among these simulations. The results of the $K_d$ sensitivity study extend the findings of Danabasoglu and Gent (2009) by highlighting some important limits of this insensitivity of global-mean SST to ocean model formulation. First, the spatial patterns of SST and warming at depth are crucial for diagnosing and understanding regional responses to climate warming, specifically sea level rise, and will vary depending on the ocean model formulation. Second, although the SST responses are similar among all of the models in
this study, this is not the same as the ECS, which is defined as the atmospheric near-surface (2 m) temperature response to forcing. The ECS varies by 0.6°C among the simulations considered in this study (Table 4), and the differences between the ECS and the SST response reflect the ocean’s influence on key feedback processes, such as clouds and sea ice.

4. Summary

Using two Earth system models that differ primarily in their ocean component, and principally their implementation of the vertical coordinate, their near-equilibrium ocean response to a quadrupling of atmospheric CO₂ concentrations is evaluated via a “brute force” approach of running the control and perturbation experiments for 5000 years. The GFDL-ESM2Mb model used in this study employs a depth-based vertical coordinate while the GFDL-ESM2G model uses an isopycnal vertical coordinate. Both ocean models were configured with comparable settings for their physical parameterizations and the remaining components of the coupled model remain virtually identical.

The near-equilibrium response to quadrupling atmospheric CO₂ is remarkably similar on millennial time scales between these models. For most of the climate
features considered in this analysis, the patterns and magnitudes of the responses are similar despite both models having different climate-mean states in their preindustrial control simulations (piControl). Under 4 × CO$_2$ forcing, both models produce a global mean SST response near 5°C with similar patterns ($r^2 = 0.75$). The volume-mean ocean temperature increases by 3.8°C in both ESMs. Despite the ESM2G model having more Arctic sea ice in the piControl simulation, both models have similar responses in March (~9 million km$^2$) and become ice free after several centuries during September. The AMOC strength declines in ESM2G (~9.2 Sv) and to a lesser degree in ESM2Mb (~7.2 Sv), consistent with the freshening of the North Atlantic (Manabe and Stouffer 1993; Sévelle and Fedorov 2016). While AMOC remains weakened in ESM2G, AMOC recovers and strengthens as ESM2Mb is able to erode the North Atlantic fresh capping. The overturning circulation contribution to the poleward heat transport is reduced in both models at near-equilibrium, despite AMOC recovering in ESM2Mb. Both models show a decline in the AMOC’s efficiency in transporting heat poleward, but the magnitude of this reduction is smaller in ESM2G (~5%). The differing AMOC responses are also evident in the depth structure of DIC over time.

These results suggest that the climate response uncertainty on millennial time scales related to the ocean model vertical coordinate is smaller than the uncertainty arising from the model physics. Both models were carefully constructed using observations and theory as guides to configure their physical parameterizations appropriately for their different formulations and vertical coordinates. This study demonstrates that it is possible to construct two ocean models that produce very similar climate responses to forcing despite them having very different formulations and numerics. Our results support the conjecture by Griffies and Treguier (2013) that ocean simulations are more highly affected by physical parameterizations than by vertical coordinate choices. Furthermore, we demonstrate that changing the amount of background diapycnal mixing in one of the models, ESM2G, produces different patterns and magnitudes of warming in response to the same 4 × CO$_2$ forcing.

In this study, we only examine results from non-eddy ocean climate simulations. It remains to be demonstrated if similar responses could be obtained from higher-resolution eddy-permitting and eddy-active models where the dependence on mesoscale eddy parameterizations is greatly reduced or eliminated. Ocean models also employ “hybrid” vertical coordinates (Bleck 2002) that are depth based near the surface and transition to density based in the ocean interior. More work is needed to evaluate the long-term (i.e., millennial scale) response to forcing in this latest generation of models.

The computational costs of running long multimillennial simulations with fully coupled ESMs are high and will increase with higher resolution and more complexity (e.g., more biogeochemical tracers) in future-generation models. Nevertheless, such experiments remain an important tool in understanding the long-term behavior of models and provide additional verification to extrapolate the effective climate sensitivity from shorter transient simulations.

In summary, it is possible to construct coupled climate models that produce the same equilibrium climate response, despite their ocean model components having very different formulations (i.e., vertical coordinate and numerics). The response uncertainty related to model physics is larger than the uncertainty arising from model formulation or dynamics alone. These results highlight the importance of constructing ocean model components where lateral and vertical mixing parameterizations are well constrained by observations and theoretical understanding.
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