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ABSTRACT

Recent studies have found a shift of the Arctic stratospheric polar vortex toward Siberia during late winter since 1980, intensifying the zonally asymmetric ozone (ZAO) depletion in the northern middle and high latitudes with a stronger total column ozone decline over Siberia compared with that above other regions at the same latitudes. Using observations and a climate model, this study shows that zonally asymmetric stratospheric ozone depletion gives a significant feedback on the position of the polar vortex and further favors the stratospheric polar vortex shift toward Siberia in February for the period 1980–99. The polar vortex shift is not significant in the experiment forced by zonal mean ozone fields. The February ZAO trend with a stronger ozone decline over Siberia causes a lower temperature over this region than over the other regions at the same latitudes, due to shortwave radiative cooling and dynamical cooling. The combined cooling effects induce an anomalous cyclonic flow over Siberia, corresponding to the polar vortex shift toward Siberia. In addition, the ZAO depletion also increases the meridional gradient of potential vorticity over Siberia, which is favorable for the upward propagation of planetary wave fluxes from the troposphere over this region. Increased horizontal divergence of planetary waves fluxes over the region 60°–75°N, 60°–90°E associated with ZAO changes accelerates the high-latitude zonal westerlies in the middle stratosphere, further enhancing the shift of the stratospheric polar vortex toward Siberia. After 2000, the ZAO trend in February is weaker and induces a smaller polar vortex shift than that in the period 1980–99.

1. Introduction

Stratospheric ozone depletion not only leads to a potential increase in ultraviolet radiation at the surface that is harmful for human health and to terrestrial and aquatic ecosystems, but also has important impacts on atmospheric temperature and circulation through ozone...
radiative heating (e.g., Ramaswamy et al. 1996; Forster and Shine 1997; Shindell et al. 1999; Tian and Chipperfield 2005; Xie et al. 2008; Wang et al. 2014; Nowack et al. 2015; Garfinkel 2017). Although previous studies have shown that the ozone change in the Antarctic stratosphere can exert a significant influence on the tropospheric climate in the Southern Hemisphere (e.g., Sexton 2001; Shindell and Schmidt 2004; Son et al. 2008; Polvani et al. 2011; Thompson et al. 2011; Keeble et al. 2014), there is not similarly robust evidence of the response of the Northern Hemispheric tropospheric climate to stratospheric ozone depletion due to large interannual ozone variability and comparatively weaker ozone depletion (e.g., Thompson and Solomon 2005). Using numerical model simulations, most previous studies only found significant regional surface responses over the northern middle and high latitudes when comparing cases of extremely high and low Arctic stratospheric ozone (Cheung et al. 2014; Karpechko et al. 2014; Smith and Polvani 2014; Calvo et al. 2015; Xie et al. 2016, 2017; Harari et al. 2019). One possible reason is that the dynamical variability of the Arctic stratospheric polar vortex is much larger than its Antarctic counterpart (Hu and Guan 2018; Hu et al. 2019a; Mai et al. 2020) and as a result Arctic stratospheric ozone depletion is less persistent than Antarctic ozone depletion (Manney et al. 2011). Therefore, one would expect a weaker impact of ozone depletion on surface conditions in the Northern Hemisphere compared to the Southern Hemisphere. In fact, the stratospheric polar vortex condition may play a critical role in the potential impacts of stratospheric ozone depletion on the tropospheric climate in the Northern Hemisphere.

However, the impact of stratospheric ozone changes on the Arctic stratospheric polar vortex remains unclear. Stratospheric ozone depletion since 1980, especially in the 1990s, may have led to a strengthening of the Arctic stratospheric polar vortex in spring through absorbing less shortwave radiation and thereby reducing the Arctic stratospheric temperature (Bohlinger et al. 2014; Ivy et al. 2016; Xie et al. 2016). The influence of stratospheric ozone changes on the wintertime polar vortex is more complicated, due to the competing effects between radiative and dynamical processes in the polar region during winter (Bohlinger et al. 2014; Hu et al. 2015; Ivy et al. 2016). Both Bohlinger et al. (2014) and Ivy et al. (2016) found that a warming in the Arctic stratosphere due to increased planetary wave activity in winter is partially cancelled by a radiative cooling associated with stratospheric ozone depletion, leading to a nonsignificant warming during late winter since 1980 in the Arctic lower stratosphere. Manzini et al. (2003) pointed out that the negative dynamical feedback between ozone depletion and increases in wave forcing could partly explain the slight warming of the Arctic stratosphere. This dynamical response to ozone depletion has also been discussed in other studies (e.g., McLandress et al. 2010; Lin et al. 2017; Haase and Matthes 2019). Manzini et al. (2003) proposed that this negative dynamical feedback is caused by the differential filtering effect of the stratospheric polar vortex on gravity waves, while Albers and Nathan (2013) attributed it to the amplification of planetary waves in the lower stratosphere. In addition, Hu et al. (2015) pointed out that the combined effects of reduced upward stationary wave flux and enhanced upward transient wave flux due to stratospheric ozone decreases may cause a rather weak cooling in the middle and upper Arctic stratosphere.

In addition to the zonal mean ozone depletion observed in the past several decades, stratospheric ozone also exhibits a zonally asymmetric variation, which can have a different impact on climate variability compared with that induced by zonally symmetric ozone variation (e.g., Sassi et al. 2005; Gabriel et al. 2007; Crook et al. 2008; Waugh et al. 2009; Gillett et al. 2009; McCormack et al. 2011; Albers and Nathan 2012; Peters et al. 2015; Rae et al. 2019). Previous studies have showed that numerical simulations with zonally asymmetric ozone (ZAO) variations in the model can produce a warmer and more dynamically active polar stratosphere in the Northern Hemisphere than that without ZAO variations (Gabriel et al. 2007; Crook et al. 2008; Gillett et al. 2009; McCormack et al. 2011). Gillett et al. (2009) found that ZAO variations could lead to up to a 3-K increase of the zonal mean temperature in the Arctic stratosphere. McCormack et al. (2011) pointed out that simulations including ZAO variations in the model produce more frequent major stratospheric sudden warmings compared to simulations forced by zonal mean ozone fields, indicating that ZAO variations can lead to a weaker stratospheric polar vortex. The weakening of the polar vortex is related to increases in the amplitude of zonal wave 1 in the stratosphere due to ZAO variations (Gabriel et al. 2007; McCormack et al. 2011; Albers and Nathan 2012).

Although the above-mentioned studies revealed that stratospheric ozone variations and its zonally asymmetric component can alter polar vortex strength, little is known regarding the effects of stratospheric ozone changes on stratospheric polar vortex position. Zhang et al. (2016) found that the Arctic stratospheric polar vortex has been shifted toward Siberia during late winter over the period 1980–2015. They attributed the shift of the stratospheric polar vortex to enhanced upward propagation of baroclinic waves associated with Arctic sea ice loss and increased Siberian snow cover. They hypothesized that other factors, such as
stratospheric ozone depletion, may also affect the vortex position. One purpose of this study is to verify this hypothesis.

Zhang et al. (2018) pointed out that the stratospheric polar vortex shift could transport air, which is both ozone-poor and high in active chlorine, from the Arctic regions to the Eurasian continent, leading to a ZAO structure with a stronger total column ozone (TCO) decline over Eurasia than over other regions at the same latitudes. This conclusion suggests that the polar vortex shift could further enhance the ZAO structure in the middle and high latitudes. Their studies used only observations and a chemical transport model forced by fixed meteorological fields to analyze the impact of the polar vortex shift on ozone; however, they did not discuss whether the ZAO variations associated with the polar vortex shift could give a further feedback on the polar vortex position. Until now there has been no evidence to answer this question. Better understanding of the potential impacts of stratospheric ozone changes on the polar vortex position would be helpful for accurately predicting the Arctic vortex shift and its associated extremely cold events in the middle and high latitudes. Here we attempt to address these scientific issues. Section 2 describes the data, methods, and climate model experiment designs used in this study. Section 3 presents the ZAO impact on the polar vortex position, section 4 attempts to analyze its associated mechanisms, and the conclusions and discussion are shown in section 5.

2. Data, methods, and model

a. Data

In this study, we focus on a detailed analysis on the period 1980–99 when significant stratospheric ozone depletion occurs, but we also consider the changes during 2000–09. We use monthly mean data from the European Centre for Medium-Range Weather Forecasts (ECMWF) interim reanalysis (ERA-Interim; Dee et al. 2011) to calculate the polar vortex edge and center. The data have a horizontal resolution of 1° latitude × 1° longitude and are subsequently interpolated vertically from pressure coordinates (1000–1 hPa) onto isentropic coordinates (400–1400 K). Monthly mean geopotential height, potential vorticity, and temperature fields are also derived from the ERA-Interim dataset.

To investigate the impact of variations in stratospheric ozone on the polar vortex, we use monthly mean ozone fields derived from the National Aeronautics and Space Administration Modern Era-Retrospective Analysis for Research and Applications, (NASA-MERRA) (Rieck et al. 2011). The TCO data derived from MERRA reanalysis data are also employed. MERRA ozone data have been extensively evaluated against various satellite datasets and were found to well represent northern middle- and high-latitude ozone concentrations (Xie et al. 2016).

b. Methods

The polar vortex edge is defined as the location of the largest potential vorticity (PV) gradient on isentropic surfaces, with an additional constraint of close proximity to a strong westerly jet, according to the method of Nash et al. (1996). The center of the polar vortex is calculated by the PV-weighted average method described by Eqs. (1)–(3) (Zhang et al. 2019a):

\[
\text{PV} = -g(\zeta + f) \frac{\partial \theta}{\partial p},
\]

\[
\text{latc} = \frac{\sum_{i=1}^{n} \text{lat}(i) \times \text{PV}(i) \times \cos[\text{lat}(i)]}{\sum_{i=1}^{n} \text{PV}(i) \times \cos[\text{lat}(i)]}, \quad \text{and}
\]

\[
\text{lonc} = \frac{\sum_{i=1}^{n} \text{lon}(i) \times \text{PV}(i) \times \cos[\text{lat}(i)]}{\sum_{i=1}^{n} \text{PV}(i) \times \cos[\text{lat}(i)]},
\]

where \( \theta \) is the potential temperature, \( \zeta \) is the relative vorticity, \( p \) is the pressure coordinate, \( g \) is the gravitational acceleration that is equal to 9.8 m s\(^{-2}\), and \( f \) is the Coriolis parameter. Also, latc and lonc are the latitude and longitude of the polar vortex center, respectively, and \( n \) is the number of grid points in the polar vortex circled by the polar vortex edge; PV(i), lat(i), and lon(i) are the PV, latitude, and longitude of the \( i \)th grid, respectively. Before calculating the longitude of the polar vortex center, the longitude coordinate is set up within the range from 180°W to 180°E.

PV increases exponentially with altitude in the stratosphere, indicating that averaging PV over a vertical layer without scaling the PV will automatically and significantly weight the average toward the higher levels. Here, scaled PV is used according to the definition by Dunkerton and Delisi (1986) as follows:

\[
\text{PV}_{s} = \frac{\text{PV}}{g \left( \frac{\partial \theta}{\partial p} \right)_{0}},
\]

where \( \partial \theta/\partial p \) is the standard atmosphere value of \( \partial \theta/\partial p \) at the standard height of the isentropic surface. Figure S1 in the online supplemental material shows
that there are similar patterns in scaled PV anomalies and polar vortex shift over different isentropic surfaces (e.g., 600, 800, 900, and 1000 K), suggesting that it is reasonable to average the vertical layers between 600 and 1000 K for analysis.

The Plumb wave activity fluxes (Plumb 1985) are used to diagnose the propagation of planetary waves in the three-dimensional (3D) space. The Plumb flux components are calculated as follows:

\[ F_{\rho_k} = \frac{p}{2a^2 \cos \phi} \left[ \left( \frac{\partial \psi}{\partial \lambda} \right)^2 - \psi \frac{\partial^2 \psi}{\partial \lambda^2} \right], \]

(5)

\[ F_{\rho \phi} = \frac{p}{2a^2} \left( \frac{\partial \psi}{\partial \lambda} \frac{\partial \psi}{\partial \phi} - \psi \frac{\partial^2 \psi}{\partial \lambda \partial \phi} \right), \]

(6)

\[ F_{\rho z} = \frac{2\Omega p \sin^2 \phi}{N^2 a} \left( \frac{\partial \psi}{\partial \lambda} \frac{\partial \psi}{\partial z} - \psi \frac{\partial^2 \psi}{\partial \lambda \partial z} \right). \]

(7)

Its horizontal divergence is written as follows:

\[ \nabla \times \mathbf{F} = \frac{1}{a \cos \phi} \frac{\partial F_{\rho_k}}{\partial \lambda} + \frac{1}{a \cos \phi} \frac{\partial F_{\rho \phi}}{\partial \phi}, \]

(8)

where \( p \) is the pressure, \( \lambda \) is the longitude, and \( \psi \) is the streamfunction. The prime represents a perturbation quantity. The streamfunction \( \psi \) is calculated using \( u \) and \( v \) by integrating the equations

\[ u = -\frac{\partial \psi}{\partial y} \quad \text{and} \]

\[ v = \frac{\partial \psi}{\partial x}. \]

(9)

\( 10 \)

The stationary wave refractive index \( n_k^2 \) (Andrews et al. 1987) is able to characterize the atmospheric environment for planetary wave propagation and is defined as follows:

\[ n_k^2 = \frac{\bar{q}_\phi}{\bar{u}} - \left( \frac{k}{a \cos \phi} \right)^2 - \left( \frac{f}{2NH} \right)^2, \]

(11)

Here, \( \bar{q}_\phi, H, N^2, \Omega \), and \( k \) denote the meridional gradient of the zonal-mean PV gradient, scale height, buoyancy frequency, Earth rotation frequency, and zonal wave-number, respectively. Planetary waves can propagate in regions with positive \( n_k^2 \), whereas they avoid areas with negative \( n_k^2 \). However, due to the overlapping of positive and negative refractive indices, the composite refractive index squared is difficult to interpret. Thus, in this study, we use the meridional PV gradient \( \bar{q}_\phi^2 \) that is proportional to the refractive index to analyze whether ZAO variations can affect the wave propagation conditions.

c. Numerical model and experiments

In addition, to probe the possible mechanisms by which stratospheric ozone depletion may affect the polar vortex, five time-slice simulations are performed using the Whole Atmosphere Community Climate Model, version 3 (WACCM3). WACCM3 has 66 vertical levels extending from the ground to \( \sim 145 \)-km geometric altitude. WACCM3 has been extensively evaluated against various satellite datasets and has a good performance in simulating stratospheric chemistry and dynamics (Eyring et al. 2006). Details of the model can be found in Garcia et al. (2007). All time-slice simulations presented in this study were performed at a horizontal resolution of \( 1.9^\circ \) latitude \( \times 2.5^\circ \) longitude, with interactive chemistry and QBO forcing disabled. Three runs (O3R1–3D, O3R2–3D, and O3R3–3D) were conducted using the same greenhouse gas emissions and mixing ratio lower boundary conditions for chlorofluorocarbons as well as the same sea surface temperature forcing, except that the ozone forcings in O3R1–3D, O3R2–3D, and O3R3–3D are the decadal mean of the monthly 3D ozone field derived from MERRA reanalysis data over the periods 1980–89, 1990–99, and 2000–09, respectively. All the experiments use the fixed surface mixing ratios for GHGs in the year 1980 derived from the scenario A1B of the IPCC (Stocker et al. 2001). The mixing ratios for CFC11 and CFC12 in the year 1980 are taken from Table 4B-2 of WMO (2003). Sea surface temperature and sea ice concentrations used in all the experiments are the observed climatology annual cycle for the time period from 1980 to 2009 derived from the Met Office Hadley Center (Rayner et al. 2003). In addition, to analyze the impacts of zonally symmetric ozone changes on the polar vortex, we performed another two runs (O3R1–2D and O3R2–2D) that are forced by zonal mean ozone fields derived from MERRA reanalysis data over the periods 1980–89 and 1990–99, respectively. All the simulations were run for 45 years with the first 5 years excluded for the model spinup and the remaining 40 years of data used for analysis.
3. Impacts of stratospheric ozone changes on the polar vortex

Figure 1 presents the linear trends in MERRA TCO for January, February, and March, respectively, over the period 1980–99. Note that there are positive TCO trends without statistical significance in January, while the Arctic TCO depletion is significant in March. Compared to the TCO trends in January and March, the trends in TCO in February show a more asymmetric structure in the high latitudes with a strong TCO decline over Siberia. This feature is consistent with the conclusion of Zhang et al. (2016, 2018, 2019b) that the shift of the Arctic stratospheric polar vortex toward Eurasia is more significant in February. Considering that the most significant ZAO trend occurs in February, we will now focus on the impacts of ZAO changes on the polar vortex in that month. A composite analysis is performed with respect to this anomalous ZAO structure in February (Fig. 1b). Strong ZAO events are selected based on the criteria that the normalized time series of the difference between the zonal TCO anomaly (defined as the departure of TCO at a given location from its corresponding zonal mean) in February within the sector 0°–90°E, 60°–75°N and those within 90°W–180°, 60°–75°N should be less than −0.5, while the normalized difference for weak ZAO events is larger than 0.5.

Figures 2a and 2b show the climatological mean zonal ozone anomaly (contour lines) and composites for zonal ozone anomaly (color shaded) during strong and weak ZAO events according to our definition. For either strong or weak ZAO events, the zonal ozone anomaly is in phase with that for the climatological mean. However, positive and negative anomaly centers are stronger during strong ZAO events than during weak ZAO events, underlining that the selected strong and weak ZAO events correspond to stronger and weaker zonally asymmetric ozone variations, respectively. Figures 2c and 2d show cross sections along 60°–75°N of differences in zonal ozone anomaly between strong and weak ZAO events, and between 1990s and 1980s ozone conditions, respectively. Note that during strong ZAO events (in the 1990s), the negative center of ozone difference within the sector 0°–90°E is stronger than that during weak ZAO events (in the 1980s), whereas the positive center within the sector 90°W–180° shows higher value during strong ZAO events (in the 1990s). This result suggests that the ZAO structure in the 1990s is stronger than that in the 1980s. We found 5 out of 7 strong ZAO events are from the period 1990–99, while 5 out of 7 weak ZAO events are from the period 1980–89.

Figure 3a shows the composite of scaled PV differences in February within the layer 600–1000 K between strong and weak ZAO events derived from the ERA-Interim data for the period 1980–99. Note that there are significant positive PV anomalies over Siberia and Europe and negative PV anomalies over North America. Correspondingly, the composited mean location of the polar vortex edge during the strong ZAO events is closer to Siberia than that during the weak ZAO events. This result suggests that the polar vortex shift toward Siberia is closely related to strong ZAO. Figure 3b shows that the polar vortex in the 1990s is shifted toward Siberia compared with that in the 1980s though the PV anomalies and polar vortex shift are weaker than those in the composite analysis based on strong/weak ZAO events, which may be due to cancelling effects of
internal variabilities of the climate system. However, this composite analysis only suggests a coincidence between ZAO events and a polar vortex shift, and the feedback of ZAO on the polar vortex position is still not verified. Here, the model simulations O3R2–3D and O3R1–3D, which are forced by the MERRA 3D ozone field in the 1990s and 1980s (see section 2 for more details), respectively, could provide further evidence. Figure 3c shows the scaled PV differences in February within the layer 600–1000 K between O3R2–3D and O3R1–3D. There are also positive PV differences over Siberia and negative PV differences over North America, although the magnitude of modeled PV responses is relatively smaller than that composited from the reanalysis data. The polar vortex edge and center in the O3R2–3D run are also closer to Siberia than those in the O3R1–3D run, which is consistent with the composite results (Figs. 3a,b).

Table 1 shows changes in the latitudes and longitudes of the polar vortex center associated with stratospheric ozone changes using reanalysis data composite and WACCM3 simulations. Note that the latitude of the polar vortex center during strong ZAO events is more southward than that during the weak ZAO events, corresponding to the shift of the polar vortex to lower latitudes. In addition, the longitude of the polar vortex center during the strong ZAO events is more eastward than that during the weak ZAO events, corresponding to a displacement of polar vortex center toward Siberia. In the 1990s composite, the latitude and longitude of the polar vortex center do not show a significant shift compared with those in the 1980s composite, which may be masked by various climate forcings. Thus we used WACCM3 simulations with fixed SST and greenhouse gases (i.e., O3R1–3D and O3R2–3D) to

![Figure 2](image-url)
isolate the impacts of ZAO on the polar vortex center. The polar vortex center in the O3R2–3D run shows a more eastward and southward displacement compared with that in the O3R1–3D run, in agreement with the comparison between strong and weak ZAO events. The above-mentioned analysis results indicate that there may exist a feedback effect of ZAO anomalies induced by the polar vortex shift on the position of polar vortex in February (Fig. 3).

To cross-check whether the polar vortex is shifted on daily time scales, we calculate the probability density function (PDF) of the daily-mean fractional vortex area over Siberia and North America. The fractional area of the polar vortex is defined as the percentage area of the polar vortex that covers one region (e.g., Siberia or North America) divided by the total area of the polar vortex. Figures 4a and 4c show the PDFs of the daily mean fractional area of the polar vortex over Siberia during strong and weak ZAO events as well as in the 1990s and 1980s. During strong ZAO events (1990s), the probability of the polar vortex covering a larger fractional area of Siberia is greater than during weak ZAO events (1980s). This feature is consistent with the polar vortex shift toward Siberia shown in the composite results of ERA-Interim data (Figs. 3a,b). However, there is no significant difference in the PDF of fractional area over North America between strong ZAO events (1990s) and weak ZAO events (1980s), which is contradictory to the polar vortex shift away from North America (Figs. 3a,b). This may be related to limited sampling for the composite analysis and large interannual variability among different samples. The Kolgomorov-Smirnov test results show that the difference in PDF of polar vortex area over Siberia between strong and weak ZAO events is statistically significant at 0.01 level, while that over North America is not. We further analyzed the changes in PDFs of fractional polar vortex area over Siberia in the WACCM3 simulations (Fig. 4e) and found that the large fractional area over Siberia is more likely to occur in O3R2–3D than in O3R1–3D, consistent with the results from the

| TABLE 1. The latitudes and longitudes of the polar vortex center during February derived from ERA-Interim reanalysis data and different WACCM3 experiments. The positive and negative values in the longitude column denote east and west longitude, respectively. |

<table>
<thead>
<tr>
<th></th>
<th>Latitude (°)</th>
<th>Longitude (°)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Anomalous ZAO cases from ERA-Interim data</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Weak ZAO cases</td>
<td>82.4</td>
<td>−25.5</td>
</tr>
<tr>
<td>Strong ZAO cases</td>
<td>78.7</td>
<td>14.5</td>
</tr>
<tr>
<td>Decadal mean from ERA-Interim data</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1980s</td>
<td>80.0</td>
<td>−0.2</td>
</tr>
<tr>
<td>1990s</td>
<td>79.8</td>
<td>15.0</td>
</tr>
<tr>
<td>ZAO forcing WACCM experiments</td>
<td></td>
<td></td>
</tr>
<tr>
<td>O3R1–3D (1980s)</td>
<td>85.4</td>
<td>15.6</td>
</tr>
<tr>
<td>O3R2–3D (1990s)</td>
<td>83.6</td>
<td>44.3</td>
</tr>
<tr>
<td>O3R3–3D (2000s)</td>
<td>83.9</td>
<td>33.3</td>
</tr>
<tr>
<td>Zonally symmetric ozone forcing WACCM experiments</td>
<td></td>
<td></td>
</tr>
<tr>
<td>O3R1–2D (1980s)</td>
<td>84.7</td>
<td>32.0</td>
</tr>
<tr>
<td>O3R2–2D (1990s)</td>
<td>84.9</td>
<td>35.0</td>
</tr>
</tbody>
</table>
composite analysis. In contrast, there is a significant lower occurrence in the simulations of the polar vortex being located over North America in O3R2–3D than in O3R1–3D (Fig. 4f). The Kolgomorov-Smirnov test results show that all the differences in histograms between O3R2–3D than in O3R1–3D are statistically significant at the 0.01 level.

A question arises to whether the zonally symmetric ozone changes can also modulate the polar vortex position. We performed two additional experiments forced by the decadal mean of monthly and zonal mean ozone fields derived from MERRA reanalysis data during the 1980s and 1990s (O3R1–2D and O3R2–2D; see section 2 for more details). Figure 5a shows the scaled
PV differences between the runs O3R2–2D and O3R1–2D along with the decadal mean of polar vortex edges in each period. Note that the changes in polar vortex position are totally different from those forced by MERRA 3D ozone data (Fig. 3c). There are no significant changes in the polar vortex edge and center between the 2D runs in the 1990s and 1980s, although the Siberian PV anomalies are marginally positive, which is different from the significant polar vortex shift toward Siberia during February in the 1990s forced by 3D ozone data. Table 1 further shows that the latitude and longitude of the polar vortex center in the zonally symmetric ozone run O3R2–2D are not significantly different from those in O3R1–2D. In addition, when comparing the O3R2–3D and O3R2–2D runs, we also found that the polar vortex shows more of a shift toward Siberia in the ZAO run than that in the zonally symmetric ozone run in the 1990s (Fig. 5b). The discernible differences between the 2D runs and the 3D runs suggest that the impacts of ZAO variations on the polar vortex position are not negligible.

4. Mechanisms responsible for the ZAO impacts on the polar vortex

First, we attempt to clarify the relative importance of radiative processes and dynamical processes in the change of polar vortex position associated with ZAO variation. Figure 6 shows the differences in longwave and shortwave heating rates and temperature tendency due to dynamical processes between the WACCM3 simulations. Stratospheric ozone depletion leads to a smaller shortwave heating rate in the O3R2–3D run forced by the 1990s ozone than that in the O3R1–3D run forced by the 1980s ozone (Fig. 6a), with a maximum reduction of shortwave heating rate over Siberia due to the strong ozone decline here. By contrast, the differences in the shortwave heating rate between the zonally symmetric ozone runs O3R2–2D and O3R1–2D show a nearly uniform pattern in the middle and high latitudes (Fig. 6c), in agreement with the zonal mean ozone forcing used in the two runs. In addition, there is a larger longwave heating rate over Siberia in the O3R2–3D run (Fig. 6b) compared with that in the O3R1–3D run. This is because lower stratospheric ozone concentrations in the middle and lower stratosphere allow more longwave radiation from the Earth surface to reach higher altitudes (Chipperfield and Pyle 1988; Gabriel et al. 2007). However, the positive differences of the longwave heating rate over Siberia between the zonally symmetric ozone runs O3R2–2D and O3R1–2D are statistically insignificant (Fig. 6d). Note that the longwave heating rate differences are larger than shortwave heating rate differences, which is related to relatively weak solar radiation at high latitudes during late winter. The differences in dynamical heating rate between
Fig. 6. Differences of (a) shortwave heating rate, (b) longwave heating rate, (c) temperature tendency due to dynamical processes, and (f) temperature averaged between 30 and 10 hPa during February between the runs O3R2–3D and O3R1–3D. (c),(d) As in (a) and (b), respectively, but for the differences between the runs O3R2–2D and O3R1–2D. Dotted regions indicate statistical significance at the 95% confidence level according to a two-tailed Student’s $t$ test.
the ZAO runs O3R2–3D and O3R1–3D are opposite to the net radiative heating rate differences (Fig. 6e), suggesting that adiabatic cooling associated with dynamical processes roughly cancels with the net radiative heating due to ozone (Birner and Charlesworth 2017). In summary, the dynamical cooling and the shortwave cooling overwhelms the longwave heating, which results in lower midstratospheric temperature over Siberia in the O3R2–3D run than in the O3R1–3D run (Fig. 6f).

The stratospheric ozone decline over Siberia not only leads to local temperature changes over this region, but also induces a zonally asymmetric heating in the stratosphere. The spatial pattern of the temperature anomalies in the midstratosphere shows a dipolar structure (Fig. 6f), resembling a pattern of zonal wave 1, suggesting that planetary wave 1 has an important contribution to the zonally asymmetric heating. Actually, previous studies have shown that a strengthening of zonal wave 1 has an important contribution to the upward planetary wave flux in the stratosphere and favors the shift of polar vortex toward Siberia (Zhang et al. 2016; Hu et al. 2018, 2019b; Huang et al. 2018). Therefore, it is necessary to analyze the changes in zonal wave 1 associated with ZAO. Figure 7a shows zonal wave-1 components of temperature differences between the 1990s and 1980s (color shaded) along with the climatological mean of the zonal wave 1 component (contour lines). There are negative temperature anomalies over Siberia and positive anomalies over the North American continent, in phase with the ozone differences between the 1990s and 1980s (Fig. 2d). The zonal wave-1 temperature anomalies enhance the climatological mean zonal wave 1 to some extent. Lower temperatures in the middle stratosphere over Siberia result in compressed air thickness and thereby cyclonic flows, showing that the polar vortex is shifted toward Siberia. Conversely, higher temperatures in the middle stratosphere over North America result in expansion of air thickness and anticyclonic flows.

An interesting feature is that the negative and positive centers of temperature anomalies show an eastward shift by about 50° compared with the climatological mean, consistent with the findings of Peters et al. (2015) that ZAO heating could induce an eastward shift of planetary wave 1. This phenomenon is also seen in the pressure-longitude cross section of temperature anomalies in the stratosphere (Fig. 7c) with a strengthening and an eastward shift of baroclinic wave 1. Furthermore, the wave-1-like temperature differences between O3R2–3D and O3R1–3D (Figs. 7b,d) show similar results to those in the composite analysis. The anomalous cyclonic flows over Siberia in O3R2–3D forced by the 1990s ozone field (Fig. 7b) further support that ZAO trends could drive a polar vortex shift toward Siberia. It is worth noting that the warming in the upper stratosphere over Siberia (Figs. 7c,d), which may be caused by enhanced upward propagation of planetary wave, supports the finding that the upper stratospheric temperature changes due to ozone changes is partially caused by dynamics (Keeble et al. 2014). The Plumb flux (see section 2 for more details), which represents well the propagation of planetary waves, is used to analyze wave-mean flow interactions involved in the shift of the polar vortex during late winter. Figures 7e and 7f show that an enhancement of zonal wave 1 exists in the geopotential height anomalies associated with ZAO changes and the zonal wave-1 pattern of geopotential height also shows an eastward shift during strong ZAO events (O3R2–3D) compared to that during weak ZAO events (O3R1–3D), in agreement with the eastward shift of the center of the temperature anomalies (Figs. 7c,d). Correspondingly, the planetary waves within the sector 60°–180°E show upward propagation (Figs. 7e,f). By contrast, there is less upward propagation of planetary waves within the sector 180°W–0°.

The above-mentioned results indicate that the polar vortex shift toward Siberia in the 1990s, when the ZAO structure is stronger, is closely related to more upward propagation of planetary wave, particularly for wave 1. To further confirm the role of ZAO in modulating the planetary wave propagation, Fig. 8a shows the differences in the vertical component of the Plumb flux $F_z$ in the upper troposphere and lower stratosphere between the two runs forced with zonal mean ozone fields (i.e., O3R2–2D and O3R1–2D). Note that there are relatively weak negative $F_z$ anomalies over Siberia, opposite to the significant positive $F_z$ anomalies over Siberia between the ZAO runs O3R2–3D and O3R1–3D (Fig. 8b). This result suggests that the upward propagation of planetary waves into the stratosphere over Siberia is stronger in the ZAO runs. The changes in upward propagation of planetary waves are closely related to the wave propagation conditions, which can be described by the refractive index (Andrews et al. 1987). Simpson et al. (2009) noted that the changes in the refractive index at the middle and high latitudes are mainly due to the change in the meridional gradient of PV ($\nabla_v$). Figure 8d shows the differences in $\nabla_v$ between O3R2–3D and O3R1–3D. Note that there is a larger $\nabla_v$ over Siberia in the O3R2–3D run than in the O3R1–3D run, favorable for the upward propagation of planetary waves over this region (Fig. 8b). By contrast, there are negative $\nabla_v$ differences over North America between O3R2–3D and O3R1–3D, and hence, weak upward propagation of planetary waves (Fig. 8b). However, the
Fig. 7. Differences of zonal wave-1 temperature (color shaded) and horizontal winds (vectors; m s$^{-1}$) in the layer 600–1000 K during February between the (a) 1990s and 1980s and (b) runs O3R2–3D and O3R1–3D. Height–longitude cross section of zonal wave-1 temperature differences (color shaded) averaged over 60°–75°N between the (c) 1990s and 1980s and (d) runs O3R2–3D and O3R1–3D. The climatological mean of zonal wave-1 temperature structure (white contour lines) is also shown. Height–longitude cross section of zonal wave-1 geopotential height differences (color shaded) averaged over 60°–75°N between the (e) 1990s and 1980s and (f) runs O3R2–3D and O3R1–3D. The vectors in (e) and (f) represent zonal and vertical components of Plumb fluxes (m$^2$ s$^{-2}$), and the vertical component is magnified by a factor of 500. The climatological mean of zonal wave-1 geopotential height structure (white contour lines) is also shown in (e) and (f). The contour intervals in (a)–(f) are 1 m s$^{-1}$, 0.5 m s$^{-1}$, 1 K, 0.5 K, 100 m, and 50 m, respectively. The solid and dashed lines denote positive and negative values, respectively. Dotted regions indicate statistical significance at the 95% confidence level according to a two-tailed Student’s $t$ test. The reference vector is shown in the lower right corner.
$\text{PV}_y$ to the north of 60°N over Siberia in the O3R2–2D run without ZAO structure is smaller than that in the O3R1–2D run, consistent with weak upward wave propagation and relatively weak polar vortex shift toward Siberia in O3R2–2D, further confirming that the ZAO can affect the planetary wave propagation and hence the polar vortex position.

Figure 9b shows the differences in horizontal components of the Plumb flux and its horizontal divergence between O3R2–3D and O3R1–3D. Note that there exist poleward horizontal wave fluxes within the sector 0°–90°E, while the wave fluxes to the east of 90°E show anomalous southeastward propagation, which may result from wave reflection by the circumpolar jet, in the O3R2–3D run compared with those in the O3R1–3D run, leading to a larger Plumb flux divergence around 90°E between 60° and 75°N in the O3R2–3D run. By definition, the Plumb flux divergence is proportional to
the meridional PV flux and zonal wind acceleration (Plumb 1985; Holton and Hakim 2013), in agreement with the positive PV anomalies over Siberia and the shift of the polar vortex edge toward Siberia in the O3R2–3D run (Fig. 3c). By contrast, there is a larger Plumb flux convergence over North America in the O3R2–3D run than that in the O3R1–3D run, corresponding to a zonal wind deceleration and a retreat of the polar vortex edge over North America. Figure 9a shows the differences in horizontal components of the Plumb flux and its horizontal divergence between two runs forced with zonal mean ozone fields (i.e., O3R2–2D and O3R1–2D). The magnitude of the Plumb flux divergence differences between the O3R2–2D and O3R1–2D runs is smaller than that between O3R2–3D and O3R1–3D, consistent with a weaker shift of the polar vortex toward Siberia in the zonally symmetric ozone runs (Fig. 5a).

Finally, it should be noted that the magnitude of the ZAO may influence the extent of the polar vortex shift toward Siberia. Figure 10a shows the scaled PV differences between the 2000s and 1980s, and the polar vortex positions in the two decades. Note that the negative PV differences over North America between the 2000s and 1980s are slightly weaker and not significant compared with those between the 1990s and 1980s, although the positive PV differences over Siberia are similar to those in the former period (cf. Figs. 3c, 10a). In addition, the polar vortex in the O3R3–3D run (green line and cross) shows a less significant shift toward Siberia than that in the O3R2–3D run (blue line and cross) relative to the polar vortex position in the O3R1–3D run (red line and cross). This may be because the magnitude of ZAO differences between the 2000s and 1980s (Fig. 10b) is smaller than those between the 1990s and 1980s (Fig. 2d), which might be related to the stratospheric ozone recovery after 2000 (Chipperfield et al. 2017).

5. Conclusions and discussions

Using WACCM3 forced by 3D ozone data in the 1980s, 1990s, and 2000s, the impacts of ZAO changes on the polar vortex positions are analyzed in this study. We found that, in the experiment with MERRA 3D ozone forcing in the 1990s, there is a significant shift of the polar vortex toward Siberia in February compared with that in the experiment with 1980s ozone forcing (Fig. 3c). It is found the stratospheric ozone in the 1990s shows a more zonally asymmetric structure than that in the 1980s (Figs. 1 and 2). Using reanalysis data to make composite analysis, we confirmed that the polar vortex is shifted toward Siberia during strong ZAO events or in the 1990s compared with that during weak ZAO events or in the 1980s (Figs. 3a,b), supporting the modeled results (Fig. 3c).
The latitude and longitude of the polar vortex center in the experiment with 1990s ozone forcing (strong ZAO periods) shows more southward and eastward, respectively, than those in the experiment with 1980s ozone forcing (weak ZAO periods) (Table 1). Furthermore, on daily time scales, there is a higher occurrence of stratospheric polar vortex fractional area over Siberia in the 1990s than that in the 1980s (Fig. 4). By contrast, the stratospheric polar vortex does not show a shift toward Siberia in the 1990s experiment with zonally mean ozone forcing (Fig. 5a), suggesting that the ZAO impact on the polar vortex position is not negligible. In addition, the shift of the polar vortex toward Siberia in the O3R3–3D run with 2000s ozone forcing is weaker than that in the O3R2–3D run with 1990s ozone forcing, corresponding to a weaker ZAO trend after 2000 (Fig. 10).

The feedback of ZAO on the polar vortex position is mainly achieved through the chemical–radiative–dynamical feedback processes (Fig. 6). In winter, the shortwave cooling (Fig. 6a) and dynamical cooling over Siberia (Fig. 6e) associated with the ZAO changes leads to a compression of isentropic surface layers and anomalous cyclonic flows over Siberia (Figs. 7a,b), corresponding to a polar vortex shift toward Siberia. In addition, a larger meridional PV gradient over Siberia associated with ZAO structure is found in the 1990s run than that in the 1980s run (Fig. 8d), favorable for more upward propagation of planetary waves over Siberia (Fig. 8b), which is not seen in the zonally symmetric ozone runs (Fig. 8a). Enhanced divergence (convergence) of horizontal wave fluxes over Siberia (North America) accelerates (decelerates) the high-latitude zonal westerlies over Siberia (North America) (Fig. 9), further enhancing the polar vortex shift toward Siberia.

Previous studies (e.g., Gabriel et al. 2007; Crook et al. 2008; McCormack et al. 2011) have reported that ZAO variations could reduce to some extent the strength of the stratospheric polar vortex and attributed the weakening of the polar vortex to increases in the amplitude of stratospheric wave 1. The results in the present study support the findings in the abovementioned studies. Furthermore, the present study first reveals that ZAO variations not only can affect the polar vortex strength, but also can modulate the polar vortex position; that is, the ZAO trend characterized by stronger Siberian ozone decline favors a shift of the polar vortex toward Siberia (Fig. 3). We found that this phenomenon is most pronounced in February due to an evident ZAO trend at that month (Figs. 1 and 2).

Zhang et al. (2018, 2019b) demonstrated that the linear trend in TCO for the period 1980–2009 shows a zonally asymmetric structure with a stronger TCO decline over Siberia, which is closely related to the shift of the Arctic stratospheric polar vortex toward the Eurasian continent, particularly in February. It should be pointed out that the results presented here do not contradict the findings of Zhang et al. (2018, 2019b). Instead, we highlight that the ZAO trend induced by the position change of the Arctic polar vortex in turn
provides a positive feedback on the polar vortex position, and this feedback has not been reported in previous literature. The positive feedback between ZAO variations and the polar vortex shift would be an important process accounting for the interactions between stratospheric ozone changes and polar stratospheric dynamics. The results in the present study further suggest that including realistic ZAO variations in climate models is essential for a better simulation of the climate system.

Finally, it should be pointed out that the version of WACCM used in this study does not include the turbulent mountain stress parameterization that is used in more recent versions of the model (Richter et al. 2010). The inclusion of this parameterization improved the planetary wave propagation and led to a larger number of sudden stratospheric warmings, which suggests that the newer WACCM versions would have a generally more disturbed polar stratospheric vortex. The sensitivity of our results related to different climate models deserves more research in the future.
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