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ABSTRACT

The recurring devastation caused by extreme events underscores the need for reliable estimates of their intensity and frequency. Operational frequency and intensity estimates are very often obtained from generalized extreme value (GEV) distributions fitted to samples of annual maxima. GEV distributed random variables are “max-stable,” meaning that the maximum of a sample of several values drawn from a given GEV distribution is again GEV distributed with the same shape parameter. Long-period return value estimation relies on this property of the distribution. The data to which the models are fitted may not, however, be max-stable. Observational records are generally too short to assess whether max-stability holds in the upper tail of the observations. Large ensemble climate simulations, from which we can obtain very large samples of annual extremes, provide an opportunity to assess whether max-stability holds in a model-simulated climate and to quantify the impact of the lack of max-stability on very long period return-level estimates. We use a recent large ensemble simulation of the North American climate for this purpose. We find that the annual maxima of short-duration precipitation extremes tend not to be max-stable in the simulated climate, as indicated by systematic variation in the estimated shape parameter as block length is increased from 1 to 20 years. We explore how the lack of max-stability affects the estimation of very long period return levels and discuss reasons why short-duration precipitation extremes may not be max-stable.

1. Introduction

Even though we have an extensive understanding of key facets of climate and hydrologic systems from both dynamic and thermodynamic perspectives, for practical purposes, we do not yet have the ability to analyze and describe the intensity of many types of rare extremes based on physical reasoning. In the case of extreme precipitation, current knowledge of storm mechanisms remains insufficient to allow precise evaluation of the intensity and frequency of rare events that occur once in 100 or 1000 years such as are needed for engineering practice for water resources design and management. Probabilistic approaches using statistical frequency analysis are therefore widely used to estimate extremes for a given return period. This approach treats meteorological variables as random variables governed by distribution laws where the upper tail of the distribution describes both the magnitude and frequency of extreme events. In practice, the distributional form is unknown and thus asymptotically motivated extreme value distributions are often used. This involves fitting an observed sample of extremes to such a distribution and using the fitted distribution to estimate the extreme quantiles of interest, often with extrapolation beyond...
the observed data—for example, in cases in which estimates of 100-yr return level (RL) are required but station data are only available for a shorter period that is often only a few decades in length.

The probabilistic description of extremes through the extreme value theory (EVT) is usually obtained via either the block maxima approach or the peaks-over-threshold (POT) approach. The first uses the generalized extreme value distribution (GEV) to describe the probability distribution of the intensity of maxima of blocks of data (typically annual maxima), whereas the second uses the generalized Pareto distribution to model exceedances over a threshold [e.g., see Coles (2001), Smith (2003), and Kotz and Nadarajah (2000), among others]. Both approaches have been applied extensively in climate research (Caires and Sterl 2005; Kharin and Zwiers 2005). In both cases, the rate of decay of the upper tail of the distribution is determined by a shape parameter, which under suitable conditions is common between the two approaches. This rate of decay tells us (i) how quickly the largest values of the distribution increase as the probability of exceedance decays to zero and (ii) whether they can become infinitely large (non-negative shape), or if there is an upper bound on how large they can become (negative shape).

The GEV distribution, through the block maximum approach, has been used more often than the POT approach, even though the latter may be able to make more efficient use of the information available in the observed data series (Lang et al. 1999). This is mainly because the implementation of the POT approach usually involves some subjective choices, mainly regarding the specification of a sufficiently high threshold, declustering of threshold exceedances and the treatment of the annual cycle. The lack of objective automatic procedures to address these issues hampers the wide application of POT approach in climate research for which analyses at a large number of locations are usually required. Furthermore, available data on extremes may already have been processed into block maxima, making it unsuitable for analysis with the POT approach. As we will see, the block maximum approach is also not entirely free of subjective choices, notably concerning the block length.

Past criticisms of traditional frequency analysis in water resource engineering include a series of papers by V. Klemes (Klemes 1986, 1987, 2000) that pointed to the limited information content of the historical data. Indeed, in statistical EVT, extrapolation to very low exceedance probabilities is performed without including any additional information from knowledge of the physical processes that generate extreme values. Generally, a model that allows extrapolation should contain more information than the data themselves, either explicit or implied. In the case of extreme value analysis via the block maximum approach, a key question is therefore whether the underlying physical processes produce block maxima that are max-stable, meaning that the maximum of a sample of several values drawn from a given GEV distribution is again GEV distributed with the same shape parameter. If there is no evidence that the data to which the distribution is fitted are indeed max-stable, there is then a question as to whether the fitted distribution can be used to extrapolate beyond available samples of extremes. This paper uses a large ensemble of historical simulations from the Canadian Regional Climate Model (CanRCM4) over North America to assess whether simulated extreme daily and subdaily precipitation amounts simulated by that model can be well described by a max-stable distribution (i.e., the GEV distribution), and to explore the implications of a lack of max-stability for long period RL estimates derived from the fitted distribution. We also consider very briefly some of the physical origins of a lack of max-stability. A modeling framework that integrates physically based information in an attempt to mitigate these problems will be described in a future paper.

2. Problem definition

The application of the extreme value theory in the real world can be viewed as a solution to a curve extrapolation problem, where the curve to be extrapolated is the upper tail of the parent distribution function of a variable of interest. Usually an estimate of part of the parent curve can be obtained from empirical data in the region where observations provide some information, while extrapolation is required outside the range of observed data. Extrapolation is constrained by the requirement that the distribution function should monotonically approach unity from below. In the case of the block maximum approach, the extremal types theorem (Fisher and Tippett 1928; Leadbetter et al. 1983) suggests the GEV distribution as a possible choice for describing a sample of block maxima, in which case extrapolation relies on max-stability property of GEV distributed random variables. In real world applications, the time series of block maxima to which the GEV is fitted may not be max-stable, possibly resulting in biased extrapolation.

The accuracy of the extrapolation to very long return period using extreme value analysis depends on two main aspects:

1) The accuracy of the estimated parameters of the extreme value distribution from the available data. This depends fundamentally on the size of the sample that is available for parameter estimation.
2) The validity of the assumption that the data to which the extreme value are max-stable.

From a statistical perspective, the latter assumption represents the main source of additional information that is required to extrapolate beyond the information contained in the data. Such an assumption cannot, however, be tested with limited observational records. To the best of our knowledge the only attempt in the current climate literature that involves a brief discussion about max-stability assumption is the work of Huang et al. (2016) that addresses temperature extremes using large datasets from climate simulations.

3. Data and methods

a. Data

We use hourly precipitation accumulations from 35 members of a 50-member large ensemble of CanRCM4 simulations covering North America at 0.44° spatial horizontal resolution (~50 km). Scinocca et al. (2016) provides a detailed description CanRCM4, which is a participant in the Coordinated Regional Climate Downscaling Experiment (CORDEX) (Giorgi et al. 2009). The CanRCM4 simulations were driven by a corresponding 50-member large ensemble simulation produced with the second generation of Canadian Earth System Model (CanESM2) that use the historical “all” forcing prescription including, solar and volcanic forcing, greenhouse gases, aerosols, ozone, and land use for the period 1951–2005, and RCP8.5 forcing for the period 2006–2100. The differences among ensemble members are due to internal variability. We use only output from the simulations for the period 1951–2000. Also, we use only the 35 simulations for which hourly precipitation was archived. Each of these simulations can be considered as a plausible realization of the real world (Deser et al. 2012) for the historical period 1951–2000. Hence, at a given location, the ensemble provides 35 times as much data as an observational record for the same period.

In our analysis, we have assumed stationarity over the 1951–2000 period that we consider as a working hypothesis. We make this assumption despite evidence of nonstationarity that is associated with the warming of the climate system from observational studies (e.g., Sun et al. 2020, manuscript submitted to J. Climate; Westra et al. 2013) and detection and attribution studies that compare observations with models (e.g., Min et al. 2011; Zhang et al. 2013). Such evidence emerges statistically when extremes are considered over broad continental to global scale areas, but it is not evident that attempting to model nonstationarity at local scales would reduce the root-mean-square errors of estimates of the magnitude of very rare extreme precipitation events, even when very large amounts of data are available (e.g., Li et al. 2019).

b. Methods

Hourly precipitation for individual grid cells was aggregated into 6-, 12-, and 24-h accumulations using sliding time windows; annual maxima of 1-, 6-, 12-, and 24-h accumulations were retained for analysis. Data from the 35 simulations were pooled to obtain samples of $50 \times 35 = 1750$ annual maxima for each duration. For each CanRCM4 grid cell and each duration we fitted a GEV distribution to the 1750 annual maxima using the maximum likelihood (ML) method. The large samples of 1750 annual maxima result in GEV distribution parameter estimates with very low sampling uncertainty, including the shape parameter estimates on which we will focus. The very large sample also allows us to fit versions of the GEV to block maxima for blocks that are longer than 1 year.

4. Results and discussion

Our analysis strategy proceeds as follows. In section 4a we first fit GEV distributions to block maxima at individual grid boxes and describe some of the basic characteristics of the fitted distributions and how they change as block length is increased. We next assess in section 4b the goodness of fit (GOF) of these distributions and consider differences in GOF when using annual and 10-yr block maxima. This is followed in section 4c by a detailed examination of the upper tail behavior of extreme precipitation at a selected set of representative locations. The results of these three subsections suggest that there are many locations where the samples of annual maxima from the ensemble of CanRCM4 simulations do not exhibit max-stability, which is inconsistent with the max-stability property that is inherent in the GEV distribution. We therefore examine the implications for the estimation of long period RLs in section 4d, and briefly consider in section 4e how the mixture of physical processes can potentially produce extreme precipitation that might affect tail stability.

a. Basic characteristics of the fitted GEV distributions

Figure 1 shows maps of the estimated shape parameter of the GEV distribution for CanRCM4 simulated daily and subdaily extreme precipitation for the historical period 1951–2000 over North America. As we can see, maps obtained using a single 50-yr CanRCM4 simulation are noisy, due to high uncertainty in shape parameter estimates. The second column of maps shows
that the use of 1750 annual maxima pooled from the 35 ensemble members leads into much smoother maps, reflecting a substantial reduction of sampling uncertainty. Note that there is greater spatial variation in the shape parameter for the annual maxima of subdaily accumulations than for daily accumulations. Subsequent columns illustrate shape parameter estimates obtained for blocks of lengths of 5, 10, and 20 years. Spatial noise that likely originates from sampling variability again becomes apparent as block length increases and the number of blocks correspondingly decreases. Nevertheless, the magnitudes of the estimated shape parameter appear to decrease, on average, over North America with increasing block length.

Figure 2 shows how the shape parameter estimates, averaged over the continent, vary as a function of block length. These are compared with the median shape parameter estimate that is obtained using annual maxima from a single CanRCM4 simulation. The 80% uncertainty intervals that are displayed reflect the total variation in the shape parameter estimates, combining spatial variations with uncertainty in parameter estimates due to sampling variation. As expected, the uncertainty in the shape parameter estimates for the distribution of annual maxima is much larger when using only a single climate simulation (i.e., a sample of 50 annual maxima) than when using the 35 ensemble simulations (1750 annual maxima). Similarly, the variation in parameter estimates increases with increasing block length due to the decline in the number of available blocks. Systematic variations in the estimated shape parameter with block length can also be seen (Fig. S1 in
b. Goodness of fit

Figures 1 and 2 and Fig. S1 suggest that annual maxima simulated by CanRCM4 may not have the max-stability properties that are implicit in GEV distribution. Given the large sample of annual maxima that is available, there should therefore be an indication that the GEV does not fit this sample well, which is indeed the case. Figure 3a shows that the null hypothesis that the samples of 1750 annual maxima follow the fitted GEV distribution was rejected using a Pearson’s chi-square GOF test (see section S1 in the online supplemental material for details) for a large fraction of grid boxes, suggesting that max-stability is not valid for annual maxima over much of North America in the climate simulated by CanRCM4. While the evidence based on a single sample of 50 maxima is less clear, we note that rejection nevertheless occurs at 13.4% of grid boxes, which is larger than would be expected by random chance for a test operating at the 5% significance level given the scale of spatial dependence of extreme precipitation. This suggests that, even with this length of the record, there may be evidence that is relevant to the question of whether max-stability holds, if information is aggregated across space.

Note that since we will make several more comparisons between results that can be obtained from a single 50-yr CanRCM4 simulation and the 1750-yr sample from the CanRCM4 large ensemble, we also briefly
compare the maxima from a single 50-yr simulation with the remaining 1700 maxima (Fig. 3c). In this case we find no evidence to suggest that the simulation that provided the 50 maxima is statistically distinct from the other 34 CanRCM4 simulations. Indeed, the null hypothesis is rejected at about 4.2% locations, which seems entirely consistent with the specified significance level.

c. Assessment of upper tail behavior at specific locations

While some information indicating a lack of fit of the GEV distribution to annual maxima may be available from individual 50-yr records, such information is not reliably available (e.g., locations where rejection occurs in Fig. 3b are randomly scattered), suggesting that the GEV distribution may often be unknowingly inappropriate for fitting to annual maxima. It is therefore desirable to examine how these results regarding the stability of the shape parameter could affect the estimation of high RLs. Figure 4 shows plots of estimated RLs as a function of return period at four different locations A, B, C, and D based on GEV distributions fitted to a sample of 50 annual maxima (using a single CanRCM4 simulation) and also using the 1750 annual maxima (from 35 simulations). Shading indicates 80% confidence intervals obtained by bootstrapping. The geographical positions of the four locations are shown in Fig. 4a. The locations are chosen to illustrate the variation in tail behavior across North America that can be seen in the 1750 years of CanRCM4 output.

For location A in the Pacific Northwest region, the GEV fitted to a sample of 50 annual maxima seems to underestimate high RLs (see Fig. 4b). Underestimation apparently persists when increasing the sample size to 1750 annual maxima, even though the much larger sample substantially reduces the uncertainty of the GEV parameter estimates and high RL estimates. A reasonable hypothesis is that this underestimation may be related to the increase of the shape parameter beyond annual maxima (Fig. 4c). In contrast, the GEV distributions fitted to annual maxima at location B appear to overestimate high RLs (Fig. 4d), consistent with the decrease of the shape parameter with increasing block length (Fig. 4e). The third location, C, shows an example where the stability of the shape parameter seems to be valid beyond annual maxima (Fig. 4g), and thus the GEV distribution fitted to the full sample of 1750 annual maxima characterizes 1-h duration extreme precipitation relatively well (Fig. 4f). Location D shows a midcontinental point where substantial overestimation of extreme quantiles using the GEV fitted to a sample of 50 annual maxima appears to be principally due to overestimation of the shape parameter. At this location, the estimated shape parameter appears to stabilize for blocks longer than about 3 years. Results for an additional nine locations representative of Bukovsky regions are displayed in Figs. S4 and S6 in the online supplemental material.

We now focus on the estimation of a quantile deep in the upper tail of the distributions of extreme precipitation, namely the 1000-yr RL. Figure 4 suggests that estimates based on GEV distributions fitted to annual maxima are biased relative to empirical quantile estimates at three of the four locations considered, even when using the large samples of 1750 annual maxima to fit the distributions. Apparent biases are also seen at about one-half of the locations representative of Bukovsky regions (Fig. S6). Several sources of uncertainty need to be considered to assess the hypothesis that the biases that are apparently seen in 1000-yr RL
estimates based on fitting the GEV distribution to annual maxima are related to instability of the shape parameter. This includes (i) sampling variability, which affects both the empirical and GEV derived 1000-yr RL estimates; (ii) the possibility that the procedure used to produce the empirical RL estimate may induce bias that could cloud the comparison between the empirical and GEV based RL estimates; and (iii) the possibility that the method used to fit the GEV distribution may induce biases that cloud comparisons.

We deal with the impact of sampling variability first. **Figure 5** displays, for each of the four locations, a box-and-whisker plot of 1000 paired differences between GEV-based 1000-yr RL estimates and the corresponding empirical 1000-yr RL estimates based on 1000 bootstrap samples of the 1750 annual maxima of CanRCM4.
simulated hourly precipitation amounts using blocks of different lengths. For location A, the GEV-based RL estimates are consistently smaller than the empirical estimates when using 1- and 10-yr block lengths, and very frequently so when using 20-yr blocks, providing clear evidence that the GEV-based estimates are negatively biased relative to empirical estimates. Somewhat similar results are obtained at location B, except that in this case, the bias is in the opposite direction, and particularly marked when considering 1-yr blocks. In both cases, the sign of the bias and its evolution with block length is consistent with the evolution of the estimated GEV shape parameter seen in Figs. 4c and 4e respectively. At locations C and D we see that the bootstrap sampling distributions of the differences between the GEV-based and empirical RL estimates more consistently cover zero, indicating much weaker or nonexistent bias in the GEV-based estimate relative to the empirical RL estimates, which is consistent with the substantially weaker variation in the estimated GEV shape parameter with block length seen in Figs. 4g and 4i. Nevertheless, there is a relatively strong indication of bias at location D when considering 1-yr block maxima (Fig. 5d). Similar observations distinguishing between the behavior of apparent biases in places where there is a strong evolution of the estimated GEV shape parameter with block length, and places where that evolution is weaker, can be made for locations representative of all nine Bukovsky regions (see online supplemental Fig. S2 for locations, Figs. S4 and S6 for plots corresponding to Fig. 4, and Fig. S9 for bootstrap sampling distributions of the difference between GEV-based and empirical 1000-yr RL estimates).

A second concern flagged above is whether the empirical estimate of the 1000-yr RL is itself biased since
this estimate must be obtained at every location by interpolating between the largest two order statistics in the available sample of 1750 annual maxima. This bias is evaluated in Fig. 6 by first fitting a GEV distribution to the available sample of 1750 maxima, then repeatedly generating samples of 1750 values from the fitted distribution, next calculating an empirical 1000-yr RL estimate from each of the generated samples, and finally calculating the relative differences between those empirical estimates and the 1000-yr RL of the fitted distribution that was sampled. Figure 6 shows box-and-whisker plots of these relative differences assuming the fitted distributions at the four locations A, B, C, and D represent the “truth.” The median bias is negligible at all four locations. The errors in the empirical RL estimates are somewhat skewed and have particularly large spread at location B. A further analysis (Fig. S12 in the online supplemental material) considering representative locations in each of the nine Bukovsky regions (Fig. S2) also demonstrates that the expected bias in the empirical 1000-yr RL estimates is negligible, and that empirical quantile uncertainty can be particularly large in the desert region, where precipitation occurs relatively infrequently.

A third question is whether the particular method used to fit the GEV distribution induces a bias that could affect the comparison between the empirical and GEV-based RL estimates. We therefore recalculated Figs. 4–6 and supplemental Figs. S4, S6, S9, and S12 using the method of probability weighted moments instead of the ML method. The corresponding figures in the supporting information (Figs. S3, S8, S11, S5, S7, S10, and S13 in the online supplemental material) show that our findings are not sensitive to the choice of GEV fitting method.

Overall, it seems evident that reliable extrapolation to the far tail using a GEV distribution depends on both the accuracy of the estimated parameters and the validity of the stability assumption. Note, for example, that at locations A, B, and D, and also the majority of locations shown in supplemental Figs. S3–S13, the GEV distribution fitted via maximum likelihood using the 1750 annual maxima does not provide reliable estimates of extreme quantiles when the nonstability assumption seems to be not valid, even though in this case the large sample ensures small sampling uncertainty in the estimated GEV parameters. This includes the estimates of high quantiles that lie within the support of the large CanRCM4 simulated samples of annual maxima. This indicates that the behavior of extreme precipitation beyond annual maxima is very complex and cannot be simply summarized using a single extreme value distribution characterized by only three parameters.

d. Further implications for RL estimates

We next compare maps of GEV-based 100- and 1000-yr RLs obtained using 1-yr and 10-yr blocks with empirical estimates of these RLs, in both cases using data from the 35 CanRCM4 simulations. As we can see, while the GEV distribution fitted to annual maxima provides estimates of the 100-yr RL that are comparable in magnitude to the empirical estimates over much of the continent (Fig. 7a), the apparent bias in estimating the 1000-yr RL (Fig. 7b) cannot be neglected. These relative differences are spatially organized, suggesting physical origins, with substantial underestimation relative to the empirical estimates along much of the west coast of North America, and overestimation over most of the rest of the continent except in an area that stretches northward from the Gulf Coast into the central United States. These relative differences appear to be related to spatial variation in the shape parameter estimates that is seen in Fig. 1.

Figures 7c and 7d show that the bias of the GEV-based estimates relative to the empirical estimates is much reduced when the GEV distribution is fitted to 10-yr maxima. Figure 7c shows that the bias becomes negligible in the case of the 100-yr RL estimates. Its magnitude is also much reduced in the case of the 1000-yr RL estimates (Fig. 7d), for which the relative differences are noisy and without strongly apparent spatial organization, suggesting sampling variability as a dominant cause. Consistent with this, a GOF test assessing the fit
of the GEV distribution to the available sample of 175 ten-year maxima (Fig. 3d) shows substantially reduced evidence of lack of fit, with rejection of the null hypothesis occurring at 9.1% of locations, which is nevertheless somewhat higher than the specified significance level of 5%.

Further evidence that the relative differences between GEV-based and empirical RL estimates may be related to changes in GEV shape parameter estimates that occur with increasing block length is shown in Fig. 8. It shows the differences between the shape parameter estimates obtained when fitting GEV distributions to annual and 10-yr block maxima of hourly precipitation. While noisy, the pattern of shape parameter differences is similar to that of the relative differences in 1000-yr RLs seen in Fig. 7b. Figure 9 links these two assessments of the effect of misfit when using annual maxima to fit the GEV distribution by plotting the relative bias in the

![Fig. 7. Maps of the relative difference between GEV-based and empirical RL estimates for (left) 100-yr and (right) 1000-yr events. GEV-based estimates are obtained from GEV distributions fitted to (a), (b) annual maximum (GEV-1) and (c), (d) 10-yr maximum (GEV-10) hourly precipitation from the 35 CanRCM4 historical simulations of the period 1951–2000. Differences are expressed in percent relative to the corresponding empirical estimates.](image)
100- and 1000-yr RL estimates as a function of D for all grid boxes over North America. As one penetrates deep into the upper tail of the extreme precipitation distribution (e.g., Fig. 9b), the magnitude of the change in estimated shape parameter becomes strongly predictive of the relative difference between GEV-based and empirical RL estimates.

e. On the role of physical processes

We alluded above to the possibility that the pattern of the relative differences between GEV-based and empirical RL estimates seen in Fig. 7b may have a physical basis. A disadvantage of univariate extreme value theory is that the behavior of extreme precipitation is depicted without knowledge of the physical processes that produce extremes. Instead, the additional information that allows extrapolation derives from mathematical postulates and assumptions. A key assumption is that data from the parent process must be independent and identically distributed (“iid”). While the independence assumption can be relaxed under certain conditions (e.g., Leadbetter et al. 1983), the identically distributed (“iid”) assumption is likely problematic. Extreme precipitation events may be produced by a variety of physical components, with different processes producing extremes of different intensities at different frequencies. Statistically, one might therefore consider the upper tail of the unknown distribution of precipitation extremes as reflecting a mixture of distributions that are produced by different types of physical processes. If the element of the mixture producing the most extreme events occurs only rarely, it would likely be necessary to use blocks that are long enough to consistently sample events from that rarely occurring process to ensure that the sample data exhibit max-stability. This indeed appears to be the situation at location A, for example (Figs. 4b,c), where there is evidence that the largest extremes are associated with rare, very intense, atmospheric rivers (Fig. S14 in the online supplemental material), which are well simulated by the global model CanESM2 that drives CanRCM4 (Tan et al. 2019) and also well represented in CanRCM4 (Whan and Zwiers 2016).

Consideration of mixture distributions in the hydrological literature dates back at least to Waylen and Woo (1982), who used mixtures to model floods arising from different processes; to Rossi et al. (1984), who used a two-component extreme value distribution; and to more recent works such as that of Barth et al. (2019). To illustrate that the variations in shape parameter with block length observed at locations A–D shown in Fig. 4a might be consistent with the notion that extremes result from a mixture of processes, we fitted a mixture of two GEV distributions of the form \( F(x) = \omega \times F_1(x; \mu_1, \sigma_1, \xi_1) + (1 - \omega) \times F_2(x; \mu_2, \sigma_2, \xi_2) \) to the 1750 annual maxima of hourly precipitation accumulations at each of those four locations, where for \( i = 1, 2, F_i(x; \mu_i, \sigma_i, \xi_i) \) is a GEV distribution with location, scale, and shape parameters \( \mu_i, \sigma_i \) and \( \xi_i \), respectively, and \( \omega \) is a weight parameter. The mixture distribution parameters were estimated via the ML method to obtain the following four mixture distributions: \( F_A(x) = 0.17 \times F_1(x; 5.6, 0.91, 0.4) + 0.83 \times F_2(x; 6.01, 0.92, -0.05) \), \( F_B(x) = 0.21 \times F_1(x; 7.12, 3.96, 0.15) + 0.79 \times F_2(x; 1.93, 0.66, 0.57) \), \( F_C(x) = 0.9 \times F_1(x; 15.47, 4.01, 0.08) + 0.1 \times F_2(x; 22.8, 4, -0.5) \), \( F_D(x) = 0.56 \times F_1(x; 5.33, 1.69, 0.06) + 0.44 \times F_2(x; 3.28, 0.89, -0.02) \) at locations A, B, C, and D respectively. At each location we then simulated 1000 series of 1750 values from the fitted mixture distribution and fitted simple GEV distributions via maximum likelihood to the simulated samples and to maxima over longer blocks. Figure 10 illustrates the evolution of the resulting sample of shape parameters with block length. As we can see, fluctuation of the shape parameter beyond annual maxima for samples from the mixture distribution is reminiscent of that seen in Figs. 4c, 4e, 4g, and 4i.

Note that our intention is not to demonstrate that a mixture distribution is better than a single GEV for extrapolation, but merely to illustrate one possibility for
how the apparent lack of max-stability of annual maxima could arise.

5. Conclusions

A key assumption in using extreme value theory to estimate the intensity and frequency of rare events not observed in the instrumental record is that the observed process produces extremes with a distribution with an upper right-hand tail that has a stable rate of decay. This central assumption has been flagged in previous literature as being of concern, but is often not considered in applications of EVT, in part because its validity is difficult to assess with instrumental records that are generally no more than a few decades long.

We have examined the validity of the stability assumption in the climate simulated by a modern regional climate model of North America, CanRCM4, for which a large ensemble of simulations from which hourly precipitation has been archived is available. This ensemble provides 1750 years of simulated climate data that are consistent with forcing conditions that prevailed during the latter half of the twentieth century, and thus provides a realistic test bed for assessing the stability assumption. By considering block maxima of extreme precipitation for durations of 1, 6, 12, and 24 h and blocks of length varying from 1 to 20 years, we show that the model-simulated extremes exhibit a lack of max-stability across large parts of North America. Goodness-of-fit tests show that the GEV distribution does not fit the large sample of annual maxima of hourly precipitation extremes well across much of the continent, presumably because a distribution that has max-stability as an inherent property is being fitted to data that are not max-stable. The fit is seen to improve in many locations when the GEV distribution is fitted to 10-yr maxima rather than annual maxima. Lack of max-stability is also evident from the changes in the estimated GEV shape parameter that are noted as block length increases. Shape parameter estimates tend to stabilize as block length increases, which is suggestive of the possibility that block maxima for sufficiently long blocks may be max-stable in the climate of CanRCM4. Evidence of a lack of max-stability is weaker for events of longer duration, but nevertheless it cannot be ignored.

An implication of this apparent lack of max-stability is that long-period RL estimates based on GEV distributions fitted to annual maxima may be seriously biased, even when very large samples of annual maxima are available. We showed that bias in 100- and 1000-yr RLs is substantially reduced when block length is increased, suggesting that sampling events deep enough in the upper tail could ultimately, identify a point above which stable decay does occur, at least in the climate simulated by CanRCM4. We argue, as others have also done, that the lack of stability has physical origins, reflecting the fact that extreme precipitation at any given location may be produced by a number of different physical processes with different relative frequencies of occurrence. While it is not practical in operational analyses to increase block length so as to sample information from deeper in the upper tail, data pooling within an assumed homogeneous region through an appropriate statistical model of spatial extremes may be helpful (Davison et al. 2012). Another approach would be to use additional meteorological data to decompose precipitation into physically
interpretable constituent components so as to model how the variation in the upper tail of the precipitation distribution varies with one or more of those components. A study suggesting such an approach will be published separately.

It should be borne in mind that numerous caveats apply to our findings. First, given its approximately 50-km spatial resolution, the regional climate model used in this study is not expected to be able to simulate all of the phenomena that, in nature, are responsible for extreme precipitation. For example, the model uses parameterizations that describe the impact of convection on the atmospheric state at the scales that resolves, and thus individual convective events are not simulated. Also, while 50-km-resolution models are able to simulate tropical cyclone–like features, the global model that is used to drive CanRCM4, CanESM2 with its T63 horizontal resolution, has insufficient resolution to simulate tropical cyclones. It is therefore likely that CanRCM4 significantly undersimulates the effects of tropical cyclone activity, if at all. Second, our analysis has implicitly assumed that the climate is stationary during the latter half of the twentieth century, in contrast with repeated assessments (IPCC 2013) and an extensive climate change detection and attribution literature indicating that this is not the case. Studies of observed changes in extreme 1-day and 5-day precipitation amounts suggest, when considering global land data, that human influence has intensified such events at a rate close to the Clausius–Clapeyron rate (Min et al. 2011; Zhang et al. 2013). Nevertheless, nonstationarity remains difficult to detect in local historical precipitation records (Sun et al. 2020, manuscript submitted to *J. Climate*; Westra et al. 2013) and cannot be reliably accounted for in the analysis of individual historical records (Li et al. 2019). While we recognize that the stationarity assumption is not satisfied, given the weak and difficult to discern influence of nonstationarity due to global warming on local precipitation records, departures from stationarity over the period considered in this paper may have a smaller effect on estimated long period RLs than departures from the stability assumption.
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