Observational Constraint on Greenhouse Gas and Aerosol Contributions to Global Ocean Heat Content Changes
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ABSTRACT

Observations and climate models are combined to identify an anthropogenic warming signature in the upper ocean heat content (OHC) changes since 1971. We apply a new detection and attribution analysis developed by Ribes et al. that uses a symmetric treatment of the magnitude and the pattern of the climate response to each radiative forcing. A first estimate of the OHC response to natural, anthropogenic, greenhouse gas, and other forcings is derived from a large ensemble of CMIP5 simulations. Observational datasets from historical reconstructions are then used to constrain this estimate. A spatiotemporal observational mask is applied to compare simulations with actual observations and to overcome reconstruction biases. Results on the 0–700-m layer from 1971 to 2005 show that the global OHC would have increased since 1971 by 2.12 ± 0.21 ± 0.3×10^7 J m^-2 yr^-1 in response to GHG emissions alone. But this has been compensated for by other anthropogenic influences (mainly aerosol), which induced an OHC decrease of 0.84 ± 0.18 ± 0.3×10^7 J m^-2 yr^-1. The natural forcing has induced a slight global OHC decrease since 1971 of 0.13 ± 0.09 ± 0.3×10^7 J m^-2 yr^-1.

Compared to previous studies we have separated the effect of the GHG forcing from the effect of the other anthropogenic forcing on OHC changes. This has been possible by using a new detection and attribution (D&A) method and by analyzing simultaneously the global OHC trends over 1957–80 and over 1971–2005. This bivariate method takes advantage of the different time variation of the GHG forcing and the aerosol forcing since 1957 to separate both effects and reduce the uncertainty in their estimates.

1. Introduction

The ocean stores most of the Earth energy uptake associated with historical forcings (Levitus et al. 2012; Rhein et al. 2013; von Schuckmann et al. 2016). This energy is primarily stored in the form of heat and warms the various layers of the ocean. Because the warming is mixed and transported into the ocean depths, it delays surface warming. As such, the ocean heat uptake plays an important role in the global climate system’s temperature response to radiative forcing (Collins et al. 2013).

Ocean heat content (OHC) changes are driven by a combination of internal climate variability and external forcings. External forcings include both contributions from natural origins (e.g., changes in solar irradiance, volcanic emissions of aerosols) and from anthropogenic origins (e.g., changes in GHGs, ozone and aerosol concentrations, changes in land use). The internal variability is the variability spontaneously generated by the climate system in the absence of changes in the external forcing. Detection and attribution (D&A; Bindoff et al. 2013) studies intend to unravel the response of the global OHC to these different forcings. Several past D&A studies demonstrate a human footprint and assess the role of natural and anthropogenic factors in observed OHC changes at the global scale (Barnett et al. 2001, 2005; Pierce et al. 2006, 2012; Gleckler et al. 2012, 2016; Tokarska et al. 2019). These studies clearly identified the
anthropogenic forcing as the main contributor to the global variations of OHC over the last decades. However, within the anthropogenic forcing influence, they have not tried to separate and quantify the role played by GHG emissions specifically, as opposed to other anthropogenic forcing (including the role of aerosols). A few other studies have developed similar D&A approaches to analyze the influence of anthropogenic forcing on the global mean thermosteric sea level, which is a proxy of the global OHC changes (Domingues et al. 2008; Marcos and Amores 2014). They confirmed that, as for OHC, the anthropogenic forcing is the main contributor to the observed global mean thermosteric sea level changes over the past decades. Two recent studies from Slangen et al. (2014) and Bilbao et al. (2019) went one step further and intended to separate the effect of GHG emissions from the effect of other anthropogenic forcing on respectively thermosteric sea level and ocean temperature. Both studies found it difficult to separate the effect of GHG from the effect of other anthropogenic forcing due to a degeneracy between the global signals induced by GHG emissions and anthropogenic aerosols. They found that aerosols and GHGs have opposite and anticorrelated effects on OHC that mirror each other in the global mean [aerosols cool the system whereas GHGs warm it; see, e.g., Fig. 3c in Slangen et al. (2014)]. They concluded that the use of extra spatiotemporal information is necessary to remove effectively the degeneracy and disentangle the role of GHG emissions from the role of aerosols with regard to global thermosteric sea level change and OHC change.

Estimating the OHC change associated with GHG emissions is essential to improve our understanding of the global climate system’s temperature response to the anthropogenic GHG radiative forcing (Collins et al. 2013). In particular, it can help in refining our estimates of key characteristics of this response such as the equilibrium climate sensitivity (which determines the long-term equilibrium warming response to stable atmospheric composition) or the transient climate response (which is a measure of the magnitude of transient warming while the climate system, particularly the deep ocean, is not in equilibrium). Ultimately, this would help both to understand the present-day climate change and to constrain predictions of future climate change (e.g., Irving et al. 2019).

The objective of this study is to unravel the response of the global OHC to these different forcings and ultimately determine the global OHC changes associated with GHG emissions. To tackle this problem, we adopt here a D&A approach as in previous studies. We compare observations of OHC to a range of single forcing experiments simulated with a set of 39 climate models from the the archive of phase 5 of the Coupled Model Intercomparison Project (CMIP5; Taylor et al. 2012). We complement previous D&A studies on the OHC by using a larger set of attribution experiments driven by various external forcing: historical, natural only, anthropogenic only, GHG only, and aerosols only (see section 2). We use the control runs to quantify the internal climate variability (see section 2). Compared to previous studies our approach is original for three reasons. First, we use a new D&A method that takes into account for the first time the uncertainty in the regional pattern in OHC changes (see section 2). Second, we follow Pierce et al. (2006) and ensure a rigorous comparison between model simulations and observations by using a time-varying sampling mask to restrict the comparison to where and when in situ ocean observations are available. The Pierce et al. (2006) approach of using a time-varying sampling mask has not been followed in recent D&A studies (Domingues et al. 2008; Marcos and Amores 2014; Slangen et al. 2014; Gleckler et al. 2016) but it proves to be important to get an accurate comparison between observations and model simulations (see section 3). Third, we use for the first time a bivariate version of D&A method to introduce regional information in order to disentangle the role of GHG emissions from the role of aerosols (see section 3). The results of our analyses are presented in section 3 and discussed in section 4.

2. Data and methods

D&A analysis provides a framework to compare the OHC anomaly trends calculated from both model outputs and in situ ocean observations. Dealing with different sources of data implies using different spatial grids, masks, corrections, and averages. To get consistent input data in the D&A method, we pay a particular attention to apply the same treatments across simulations and in situ observations.

Sections 2a and 2b describe the in situ ocean observations and climate simulations used in this study, respectively. Section 2c details the calculation of the OHC anomaly trends and the construction of the observational mask, which is applied to both observations and climate simulations. The D&A method is explained in section 2d.

a. Observed data

Ishii et al. (2017) and Levitus et al. (2012) datasets are used for this study. Those datasets were constructed using temperature and salinity observations issued from the World Ocean Database. Main differences between both datasets lie in the interpolation techniques and instrumental corrections for biases in expendable and
mechanical bathythermograph data. The observed OHC anomalies for the upper 700 m used for this study are the ensemble mean of the two reconstructions.

Reconstructed fields are provided globally and over the full ocean depth, although in situ observations are sparse and unevenly distributed with a bias toward the Northern Hemisphere and the upper ocean (the vast majority of observations are above 700-m depth; Rhein et al. 2013; Abraham et al. 2013). In particular there are very few observations in the Southern Ocean before the year 2000 (Durack et al. 2014). Different techniques are used to fill areas presenting few or no observations. Ishii et al. (2017) and Levitus et al. (2012) use objective interpolation techniques to carry out the infilling, which bias the temperature anomaly toward zero in data-sparse regions (Gregory et al. 2004; Gleckler et al. 2012). This affects the depiction of OHC content changes and variability at the global scale and in regions with sparse data (Gregory et al. 2004; AchutaRao et al. 2007).

To remove this bias and ensure the accuracy of the D&A analysis, we apply an observational mask that restricts the data to areas and periods with a sufficient number of available observations. We build the observational mask using the data distribution field (dd) available in the World Ocean Atlas. For a given grid cell and a given year, the entire 0–700-m water column is considered as observed when at least 10 observations are present along the water column. To avoid seasonal biases, an additional criterion retains a given grid cell and a given year only if observations cover at least two trimesters. We also choose to focus over the period 1971–2005 because the data coverage becomes more global in 1971 (Rhein et al. 2013; Abraham et al. 2013).

Figure 1 shows the total and subsampled yearly mean OHC anomalies. As expected, the subsampling induces a larger variability in particular at the times of the sparsest sampling [i.e., before 1971 and between 1996 and 2003 when the coverage of the global ocean was below 40%; Abraham et al. (2013)]. The subsampled dataset also exhibits a larger trend over the period 1971–2005 because the data coverage becomes more global in 1971 (Rhein et al. 2013; Abraham et al. 2013).

b. Climate simulations

In this study, we use various types of CMIP5 numerical experiments: preindustrial control (PIC) and historical (HIST, include all forcing), natural forcing only (NAT), and greenhouse gases forcing only (GHG). The last two sets of simulations are specifically designed for D&A studies, where only a subset of external forcings are varying in time.
assuming that the response to a combination of forcings is equal to the sum of the responses to individual forcings, we can infer the response of OHC to other combinations of forcings. The additivity assumption has been verified for the dynamical sea level by Slangen et al. (2015). It holds for OHC as dynamical sea level and OHC are linearly related at global scale. We infer the response of OHC to all anthropogenic forcings (including GHGs and aerosol forcing, referred to as ANT forcing hereafter) by calculating the difference between the response of OHC in HIST versus NAT simulations. We also infer the response of OHC to aerosols (and land use when available, referred to as OA forcing hereafter) as the OHC response to HIST forcing minus NAT forcing minus GHG forcing.

The selection of CMIP5 models was made upon the availability of temperature and salinity fields during the 1971–2005 period, resulting in a total of 39 models for the HIST experiment and 18 models for both NAT and GHG experiments (see Table 1). The HIST, NAT, and GHG columns of Table 1 details the number of realizations used for each model.

c. Calculation of the ocean heat content trends

To compute OHC anomalies, monthly 3D temperature and salinity fields from 0- to 700-m depth are averaged annually and masked over marginal seas and lakes (such as the Mediterranean Sea, Red Sea, Black Sea, Caspian Sea, Baltic Sea, Persian Gulf, Hudson Bay, and Great Lakes) for each dataset. OHC anomalies are computed from the annual mean temperature fields and a climatology of the salinity fields, following the 1980 UNESCO International Equation of State (IES80). The OHC is calculated on each layer and each cell of the reconstruction/model grid and vertically integrated. Anomalies are obtained by subtracting the 1971–2000 climatology for each grid cell. For observations, temperature and salinity fields were first converted into potential temperature fields [using the methodology of Bryden (1973)] before the computation of OHC anomalies.

In a second step, we compute the global (and regional, when necessary) subsampled averages and trends. In this case, a common observational mask, varying in time and space, is applied to all observational datasets and simulations. As a consequence, the spatial coverage might be different from one year to another. The spatial average is computed from subsampled OHC anomalies over the globe (and over different ocean basins when necessary). Finally, linear trends are computed over the period of interest: 1971–2005.

The D&A method is applied to the subsampled OHC anomaly trends. As a consequence, the observational constraint obtained applies to the subsampled OHC trend, which is different from the global OHC trend. This result can be difficult to understand and to be exploited. Therefore, we translate the results obtained on subsampled OHC (sub-OHC) into a result applicable to global OHC (tot-OHC) using a linear regression model

$$y = ax + b$$

is fitted from an ensemble of sub-OHC ($x$) and tot-OHC ($y$) values issued from available model simulations. An observational constraint on tot-OHC trends, as well as the associated uncertainty, is then derived from this.

<table>
<thead>
<tr>
<th>Model</th>
<th>PIC</th>
<th>HIST</th>
<th>NAT</th>
<th>GHG</th>
</tr>
</thead>
<tbody>
<tr>
<td>ACCESS1.0</td>
<td>500</td>
<td>3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ACCESS1.3</td>
<td>500</td>
<td>3</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>BCC-CSM1.1</td>
<td>500</td>
<td>3</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>BCC-CSM1.1-m</td>
<td>400</td>
<td>3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>BNU-ESM</td>
<td>559</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CanESM2</td>
<td>996</td>
<td>5</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>CCSM4</td>
<td>1051</td>
<td>6</td>
<td>4</td>
<td>3</td>
</tr>
<tr>
<td>CMCC-CESM</td>
<td>277</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CMCC-CM</td>
<td>330</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CMCC-CMS</td>
<td>500</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CESM1-BGC</td>
<td>500</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CESM1-CAM5</td>
<td>319</td>
<td>3</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>CESM1-FASTCHEM</td>
<td>222</td>
<td>3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CESM1-WACCM</td>
<td>200</td>
<td>7</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CNRM-CM5</td>
<td>850</td>
<td>10</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td>CNRM-CM5.2</td>
<td>410</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CSIRO-Mk3.6.0</td>
<td>500</td>
<td>10</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>FIO-ESM</td>
<td>800</td>
<td>3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>GFDL-CM3</td>
<td>500</td>
<td>5</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>GFDL-ESM2G</td>
<td>500</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>GFDL-ESM2M</td>
<td>500</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>GISS-E2-H-CC</td>
<td>251</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>GISS-E2-H (p1)</td>
<td>540</td>
<td>6</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>GISS-E2-R-CC</td>
<td>251</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>GISS-E2-R (p1)</td>
<td>550</td>
<td>6</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>HadGEM2-CC</td>
<td>240</td>
<td>2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>HadGEM2-ES</td>
<td>576</td>
<td>5</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>IPSL-CM5A-LR</td>
<td>1000</td>
<td>6</td>
<td>3</td>
<td>6</td>
</tr>
<tr>
<td>IPSL-CM5A-MR</td>
<td>300</td>
<td>3</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>IPSL-CM5B-LR</td>
<td>300</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>MIROC5</td>
<td>670</td>
<td>5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>MIROC-ESM-CHEM</td>
<td>315</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>MIROC-ESM</td>
<td>630</td>
<td>3</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>MPI-ESM-LR</td>
<td>1000</td>
<td>3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>MPI-ESM-MR</td>
<td>1000</td>
<td>3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>MPI-ESM-P</td>
<td>1156</td>
<td>2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>MRI-CGCM3</td>
<td>500</td>
<td>3</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Nor-ESM1-ME</td>
<td>252</td>
<td>2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nor-ESM1-M</td>
<td>501</td>
<td>3</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Total models</td>
<td>39</td>
<td>39</td>
<td>18</td>
<td>18</td>
</tr>
<tr>
<td>Total years/realizations</td>
<td>20946</td>
<td>128</td>
<td>62</td>
<td>64</td>
</tr>
</tbody>
</table>
linear regression (see Fig. 2). Uncertainties on the regression line are included in the tot-OHC uncertainties, using a Monte Carlo technique to sample uncertainty on $a$ and $b$. The regression models assume that, for a given type of experiment, changes over a spatiotemporal subset (as defined by the observational mask) are linearly related to the global changes, and that this ratio is correctly simulated by GCMs. Figure 2 shows the global OHC against the subsampled OHC for the period 1971–2005 for all GCM simulations and for observations [we use here the infilled estimate from Ishii et al. (2017) and Levitus et al. (2012) as a global OHC estimate]. This figure suggest that, for the HIST, NAT, and GHG simulations, the relationship between tot-OHC and sub-OHC is close to linearity. The root-mean-square error (RMSE) estimated as the root-mean-square (RMS) of the residual is below 16% of the RMS of the total signal for the NAT simulations, below 9% for the HIST simulations, and below 7% for the GHG simulations. The relationship between tot-OHC and sub-OHC is also primarily linear for OA and ANT simulations as expected, since these simulations are linear combinations of the HIST, NAT, and GHG simulations. For all simulations that include the GHG forcing (i.e., HIST, GHG, and ANT) the estimated regression coefficients $a$ are similar because the OHC signal is dominated by the response to GHGs (e.g., Gleckler et al. 2012). For the NAT simulation, the internal variability dominates and generates a different ratio between sub-OHC and tot-OHC. For the OA simulations, the ratio between sub-OHC and tot-OHC is significantly different from that found in GHG experiments, because the aerosol forcing is highly variable across space (unlike the GHG forcing). Note that observations lie below the regression line of the HIST simulations. This is because the global observed OHC is biased low due to the infilling technique in Ishii et al. (2017) and Levitus et al. (2012), which tends to bias the temperature anomalies toward 0°C in data-sparse regions such as the Southern Ocean (Durack et al. 2014).

d. Detection and attribution method

Most D&A methods rely on linear regression models where the observations $Y$ are regressed onto the expected response to forcings $i$, as simulated by climate models $X_i$. These methods assume that the spatiotemporal pattern of the response to each forcing given by climate models is correct but that its amplitude is wrong (Hegerl and Zwiers 2011; Bindoff et al. 2013). Their objective is then to find the right amplitude by comparison with observations. The assumption underlying these methods presents two important limitations. First, models do provide information on the amplitude of the response to each forcing. This information is useful and should not be discarded a priori because it can help to constrain the estimate of the real response to each forcing. Second, the spatiotemporal distribution of the response to each external forcing simulated by climate models is not perfectly correct. A careful analysis suggests that there are significant differences among climate models in the spatial response patterns, as shown by the large spread among model patterns (see, e.g., Slangen et al. 2014). So, there are probably some errors in the models’ patterns. This information should be considered through a modeling of the uncertainty in the spatial response pattern.

Recently Ribes et al. (2017) developed a new D&A method to deal with these two limitations. We use this new D&A method, which provides a framework to treat the amplitude and the spatiotemporal pattern of the response to different forcing consistently, without any a priori assumptions on their reliability.

The Ribes et al. (2017) statistical method is based on the additivity assumption: the true and unknown

Fig. 2. Linear relation between the subsampled ocean heat content 35-yr trends and the global ocean heat content 35-yr trends for different climate model simulations and for observations. For observations, the 35-yr trend is computed over the period 1971–2005 and indicated with a black dot. HIST refers to historical simulations that include all forcing. NAT refers to simulations with only the natural forcing. ANT refers to simulations with only anthropogenic forcing (including GHG emissions, aerosol forcing, and land use change when available). It is calculated by taking the difference between HIST and NAT simulations. GHG refers to simulations with only the forcing from anthropogenic GHG emissions. OA refers to simulations with only the forcing from anthropogenic activity other than GHG emissions (it includes the forcing from aerosol emissions and land use change when available). It is calculated as HIST simulations minus NAT simulations minus GHG simulations.
response of the climate system (in terms of OHC here) to all external forcing $Y^*$ is assumed to be equal to the sum of the true and unknown responses to each external forcing $i$ taken separately $X^*_i$:

$$Y^* = \sum_{i=1}^{n_i} X^*_i,$$  

(1)

where $n_i$ is the total number of external forcing considered. It is also assumed that the observations of the climate response $Y$ and the multimodel mean response to each forcing $X_i$ (i.e., the best available estimate of the expected response), are related to the exact responses $Y^*$ and $X^*_i$ with some uncertainty as described in the following equations:

$$\begin{align*}
Y &= Y^* + \varepsilon_Y, \\
X_i &= X^*_i + \varepsilon_{X_i}, \\
\varepsilon_Y &\sim N(0, \Sigma_Y), \\
\varepsilon_{X_i} &\sim N(0, \Sigma_{X_i}), \quad i = 1, \ldots, n_f,
\end{align*}$$  

(2)

where $\varepsilon_Y$ represents the noise in observations $Y$ (including internal variability and observation errors) and $\varepsilon_{X_i}$ represents the noise in simulated responses (including internal variability, and modeling errors in GCMs). The random terms $\varepsilon_Y$ and $\varepsilon_{X_i}$ are assumed to be independent and to follow Gaussian distributions centered on zero with known variance–covariance matrices $\Sigma_Y$ and $\Sigma_{X_i}$.

In (1) and (2), $Y$, $X_i$, and $\varepsilon$ are all vectors made of $n$ variables. The way these vectors are constructed deserves some discussion. Usually in D&A methods, these vectors are spatiotemporal vectors, in which each coordinate corresponds to the mean over a given region and a given period. In this study, we will limit ourselves to the univariate (i.e., with $n = 1$, using only global averages) or the bivariate (i.e., with two regions and $n = 2$) cases. We can hardly go further because the small number of independent climate model simulations available in CMIP5 is not large enough to estimate properly each covariance matrix $\Sigma_{X_i}$ when $n > 2$ (see below for more details). In the univariate case, we only consider the global 1971–2005 OHC trend. In the bivariate case, an extra variable (e.g., the OHC trend over another region and/or period) is considered in addition to the global OHC 1971–2005 trend variable. The idea to use two variables at the same time is to account for some spatial information in the D&A. With this approach we expect to improve the attribution of the forced signal in OHC response and to separate the GHG response from the aerosol response. We run a set of 83 bivariate D&A analysis with a range of 83 different extra variables added to the global OHC 1971–2005 trend. The objective is to test which variable leads to the best separation of the GHG response from the aerosol response.

The main parameters of interest in (1) and (2) are $X^*_i$, which are the responses to each forcing. By estimating these parameters, we detect and attribute the OHC response to each forcing including GHG and aerosols. The maximum likelihood estimate $\hat{X}^*_i$ of $X^*_i$ is given by

$$\hat{X}^*_i = X_i + \frac{\sum_{j=1}^{n_i} \left(Y - \sum_{i=1}^{n_i} X_i\right)}{\sum_{i=1}^{n_i} \Sigma_{X_i}} X_i, \quad i = 1, \ldots, n_f,$$  

(3)

where $\Sigma/\Sigma$ denotes the product $A \cdot B^{-1}$ and $\Sigma_X = \sum_{i=1}^{n_i} \Sigma_{X_i}$. The distribution of $\hat{X}^*_i$ is a Gaussian given by the following closed-form expression [see Ribes et al. (2017) for more details]:

$$\hat{X}^*_i \sim N\left[X^*_i, \left(\frac{1}{\sum_{X_i}} + \frac{1}{\Sigma_Y + \sum_{j \neq i} \Sigma_{X_j}}\right)^{-1}\right].$$  

(4)

To estimate $X^*_i$ we need to estimate the variance matrices $\Sigma_Y$ and $\Sigma_{X_i}$. These matrices represent the noise in respectively the observations of the OHC forced response and the simulations of the OHC forced response. The noise in the observations is generated by two sources of uncertainty: the uncertainty in measurements and the uncertainty induced by the internal variability. The uncertainty induced by the internal variability $\Sigma_i$ is estimated from unforced PIC experiments. OHC trends are calculated for 35-yr-long segments, following the same processing as for observations. Segments are taken at 20-yr intervals along the PIC runs (segments can overlap and are thus not totally independent) and $\Sigma_i$ is computed as the sample estimate over this ensemble of segments. It leads to an estimate of the uncertainty induced by the internal variability of $\pm 0.48 \times 10^7$ J m$^{-2}$ yr$^{-1}$ (see Fig. 3a). The measurement uncertainty is dominated by instrument bias corrections, and the definition of a baseline climatology to estimate the OHC anomalies (see, e.g., Boyer et al. 2016). Boyer et al. (2016) estimated that the uncertainty due to instrument bias corrections and the base line climatology at global scale for the period 1970–2008 ranges between $\pm 0.10 \times 10^7$ and $\pm 0.15 \times 10^7$ J m$^{-2}$ yr$^{-1}$ (depending on the spatial interpolation scheme used to calculate the global OHC estimate; see their Table 4). Here we consider the period 1971–2005, which is close to the reference period 1970–2008 of Boyer et al. (2016) and we do not interpolate the data to get global OHC estimate. Because we do not interpolate the data, we do not introduce any uncertainty due to the interpolation scheme, so the measurement uncertainty in our case is smaller than the estimate from Boyer et al. (2016). In the worst case, Boyer et al. (2016) estimate the uncertainty due to instrument bias corrections and the base line climatology is $\pm 0.15 \times 10^7$ J m$^{-2}$ yr$^{-1}$. This
is about 3 times as small as the uncertainty due to the internal variability estimated above. For this reason, we neglect here the uncertainty in measurements and we approximate the uncertainty in the observations by the uncertainty due to the internal variability only ($\Sigma_i$).

The uncertainties in the simulations of the forced response, $X_i$, are related to both the uncertainty due to internal variability $\Sigma_i$ and the uncertainty due to climate modeling errors, $\Sigma_m$. The procedure used to estimate each $\Sigma_m$ is detailed in Ribes et al. (2017). The key step corresponds to the estimation of $\Sigma_m$ and relies on the paradigm that models are statistically indistinguishable from the truth (Annan and Hargreaves 2010). The resulting $\Sigma_m$ estimate depends on the spread of responses among models, within the HIST, NAT, and GHG multimodel ensembles.

3. Detection and attribution of the 1971–2005 global ocean heat content increase

This section describes the D&A analysis results for the trends in sub-OHC and the extension of those results to tot-OHC. The contributions, calculated from the multimodel ensemble and from the D&A model, are given with their 90% confidence interval (i.e., $1.65\sigma$ assuming a Gaussian distribution).

a. Detection of a signal inconsistent with internal variability alone

The internal variability in OHC is estimated from more than 20 000 years of unforced detrended PIC runs. Global sub-OHC anomalies trends, calculated on 35-yr segments, are shown as vertical bars on Fig. 3a. The data distribution is very similar to a Gaussian distribution of $0 \pm 0.58 \times 10^7 \text{J m}^{-2} \text{yr}^{-1}$ (90% confidence interval), with the model unforced responses ranging from $-1.04$ to $1.26 \times 10^7 \text{J m}^{-2} \text{yr}^{-1}$. The consistency of the observed trend (black arrows in Fig. 3) with internal variability [see Eq. (18) in Ribes et al. 2017] can be tested statistically, and is rejected with a $p$ value smaller than $10^{-4}$.

As expected, the observed global trend ($1.38 \times 10^7 \text{J m}^{-2} \text{yr}^{-1}$) cannot be explained by the internal variability alone. This finding is consistent with previous studies (Barnett et al. 2001; Pierce et al. 2006; Gleckler et al. 2012, 2016).

b. Role of external forcings

We now compare the observations with historical simulations including all forcings and historical simulations including only a subset of forcings.

First, observations are compared with HIST simulations (see Fig. 3b). The Gaussian distribution describing uncertainty in observations is deduced from the internal variability and centered on the observed global OHC trend. Ensemble means obtained from HIST runs for each model are represented by vertical bars. They range from $0.16$ to $2.21 \times 10^7 \text{J m}^{-2} \text{yr}^{-1}$, corresponding to $X_{\text{HIST}} = 1.43 \pm 0.72 \times 10^7 \text{J m}^{-2} \text{yr}^{-1}$ assuming a Gaussian distribution. The observed trend is consistent with the simulated response to all forcing, with a $p$ value of 0.94. This shows that models perform well in reproducing the observed trend. By combining the simulated and observed trends, a new estimation of the OHC response to all forcings is computed, using a univariate D&A model (Ribes et al. 2017). This new estimation of the real response (purple error bar) is similar to the multimodel mean (the gray and the purple error bars are both centered on the same value), but with a substantial decrease of the corresponding uncertainty (i.e., the size of the error bars) if compared to the multimodel estimate—error bars are reduced by 37%. The new estimate of the OHC changes in response to all forcings over 1971–2005 is $X^*_{\text{HIST}} = 1.40 \pm 0.45 \times 10^7 \text{J m}^{-2} \text{yr}^{-1}$.

We now compare the observed trend with the response to different combinations of forcings. Figure 3c shows the
response of sub-OHC trends to NAT and ANT forcing. The uncertainty in simulated NAT trends is limited, with a model estimate of $X_{\text{NAT}} = -0.18 \pm 0.36 \times 10^7 \text{J m}^{-2} \text{yr}^{-1}$. The outlier at $-1.22 \times 10^7 \text{J m}^{-2} \text{yr}^{-1}$ comes from the GFDL-Esm2M simulation, which has only one realization. There are actually some other individual realizations from other models that show similar values but they do not appear on this graph as they are part of a multimember ensemble and thus they are smoothed in the ensemble mean (Fig. 3 only shows, for each model, the ensemble mean across all realizations available). The response to ANT forcing exhibits a larger variance among models (individual model trends ranging from 0.60 to $2.65 \times 10^7 \text{J m}^{-2} \text{yr}^{-1}$) than the response to NAT forcing. It shows a large multimodel mean of $X_{\text{ANT}} = 1.57 \pm 0.94 \times 10^7 \text{J m}^{-2} \text{yr}^{-1}$, which dominates the response to all forcing. The observed trend (indicated by a black arrow that is masked by the pink arrow on Fig. 3c) cannot be explained by NAT forcing only. However, it is consistent with the response to ANT forcing only, with a $p$ value of 0.78. It is also consistent with the sum of the NAT and the ANT responses. Indeed, the simulated OHC response to NAT + ANT forcing is almost equal to the observed OHC response (the pink arrow points almost to the same value as the black arrow on Fig. 3c; for this reason the two arrows are separated vertically). We now apply the univariate D&A model to reduce uncertainties and compute a new estimation of the OHC response to each forcing. The D&A analysis yields similar estimates as the multimodel mean in terms of mean OHC response to the NAT forcing and to the ANT forcing. However, it improves the uncertainty around these mean responses. The standard deviation of the uncertainty in the OHC response to the NAT forcing is only improved by 5% (the new estimate is $X_{\text{NAT}}^* = -0.18 \pm 0.34 \times 10^7 \text{J m}^{-2} \text{yr}^{-1}$). The improvement is marginal because the uncertainty in the multimodel mean OHC response to the NAT forcing is already small compared to the other uncertainties. For the OHC response to the ANT forcing, the improvement is much clearer, as the uncertainty is reduced by 41% (the new estimate is $X_{\text{ANT}}^* = 1.57 \pm 0.55 \times 10^7 \text{J m}^{-2} \text{yr}^{-1}$).

We now consider the three-forcing decomposition of the response (NAT + GHG + OA), shown in Fig. 3d. In this analysis, the ANT forcing is decomposed into two distinct forcings: the GHG forcing and the OA forcing (which is largely dominated by the aerosol forcing). As expected, the results for the NAT forcing in this analysis are unchanged compared to the results obtained before. This is because splitting ANT into GHG + OA has no impact on the NAT calculations. Under GHG forcing only, the sub-OHC anomaly trends estimated from the multimodel mean reach the value of $X_{\text{GHG}} = 2.41 \pm 0.64 \times 10^7 \text{J m}^{-2} \text{yr}^{-1}$ (with extreme values at 1.83 and $3.16 \times 10^7 \text{J m}^{-2} \text{yr}^{-1}$). Under the OA forcing, the sub-OHC anomaly trends are mainly negative (values ranging from $-2.11$ to $+0.66 \times 10^7 \text{J m}^{-2} \text{yr}^{-1}$) with a multimodel mean value of $X_{\text{OA}} = -0.84 \pm 0.90 \times 10^7 \text{J m}^{-2} \text{yr}^{-1}$. This negative response of OHC is due to the cooling effect of aerosols on the ocean (Bindoff et al. 2013). It compensates partly the large positive trend induced by the GHG forcing. On an individual basis, none of the various forcings generate a response in OHC that is consistent with observations. But the sum of the response to all forcings is nearly equal to the observed 1971–2005 trend in OHC (in Fig. 3d the black arrow representing the observed OHC trend is masked below the pink arrow, which represents the combination of the response to all forcings). Among all individual OHC responses, the OHC response to the OA forcing only is the most uncertain. This is because the OA forcing is very different from one model to another (e.g., there is a large spread in the aerosol-cloud interactions across climate models; Boucher et al. 2013). The response of the climate system to the OA forcing is also very different from one model to another. When we apply the D&A procedure, we find no significant shift in the estimates of the OHC response to each forcing compared to the multimodel mean estimate. This means that the multimodel mean estimate agrees with observations within error bars. However, the D&A yields significant improvements on the estimate of the uncertainties. The standard deviations of the uncertainty in OHC response to the NAT, GHG, and OA forcings are reduced respectively by 4%, 13%, and 28%, with new estimates of $X_{\text{NAT}}^* = -0.18 \pm 0.35 \times 10^7 \text{J m}^{-2} \text{yr}^{-1}$, $X_{\text{GHG}}^* = 2.41 \pm 0.55 \times 10^7 \text{J m}^{-2} \text{yr}^{-1}$, and $X_{\text{OA}}^* = -0.84 \pm 0.65 \times 10^7 \text{J m}^{-2} \text{yr}^{-1}$. These improvements enable a better separation of the OHC response to the different forcings. In particular, the response to GHG and OA forcings is significantly refined. This is an improvement compared to previous studies based on linear regression models that cannot separate effectively the response to GHG from the response to OA (e.g., Barnett et al. 2005; Pierce et al. 2012; Slangen et al. 2014; Tokarska et al. 2019).

Figure 4a shows the contributions of each individual forcing when considering the model ensemble (gray error bars) and after the application of the univariate D&A model (black continuous error bars). The use of the Ribes et al. (2017) D&A model on subsampled OHC trends results in a better determination (i.e., lower uncertainty) of the contributions of individual forcings, especially the most uncertain ones, such as HIST, ANT, and OA.

c. Exploration of the bivariate case and potential to further reduce uncertainties

In this section, we include an extra variable in the D&A analysis (in addition to the 1971–2005 global mean
The objective is to consider more information on the OHC variability to further reduce the uncertainties in the OHC response to the GHG forcing and the OA forcing. The GHG and OA forcings effects on OHC show distinct spatiotemporal patterns (Slangen et al. 2015). The OA effect is local and its amplitude decreases in the late twentieth century, while the GHG forcing effect is globally quasi-uniform and increases until present (Slangen et al. 2015). Despite these differences, the effects of the GHG and OA forcings are similar on the OHC (with opposite sign) when they are averaged over the ocean and over the period 1971–2005 (Slangen et al. 2014). These similar effects make it difficult to unravel the role of each forcing on OHC when looking only at global OHC. To remove this degeneracy, we use a second variable in the D&A analysis. For a second variable, we take a regional average of the OHC trend. We test different regions for the averaging of the OHC trend and we test also different periods over which the OHC trend is computed. In total, 14 different regions (ranging from global to oceanic basins; see Table S1 in the online supplemental material) and 6 different periods (the periods start after 1957 and end before 2005; see Table S1) were tested leading to a total of 83 different second variables. (That is, 14 regions by 6 periods lead to 14 × 6 = 84 different combinations for the second variable. Within these 84 second variables, we do not consider the combination that corresponds to global OHC over the period 1971–2005 because this variable is already used as primary variable. So, in total it leads to 83 different second variables). Note that when global OHC over a given period is used as primary variable and regional OHC over the same period is used as secondary variable, then the information on the regional OHC is used twice, one time in the primary variable as part of the total information on global OHC and one time in the secondary variable.

Figure 5 summarizes the 83 estimates of the global 1971–2005 sub-OHC trends in response to each forcing and their associated uncertainty. In all tests, the inclusion of the second variable in the D&A analysis does not change substantially the best estimate of the global sub-OHC trend over 1971–2005 (see the x axis in Fig. 5). The best estimates of the global sub-OHC trend over 1971–2005 range between 1.2 and 1.6 × 10^7 J m^-2 yr^-1 for the different second variables.
HIST simulations, between $-0.23 \pm 0.14 \times 10^7 \text{J} \text{m}^{-2} \text{yr}^{-1}$ for the NAT simulations (excluding the outlier at $-0.27 \times 10^7 \text{J} \text{m}^{-2} \text{yr}^{-1}$), between $2.28$ and $2.55 \times 10^7 \text{J} \text{m}^{-2} \text{yr}^{-1}$ for the GHG simulation, and between $-1.05 \text{ and } -0.9 \times 10^7 \text{J} \text{m}^{-2} \text{yr}^{-1}$ for the OA simulation. This is consistent with the results of the univariate case. The inclusion of the second variable makes a difference on the uncertainty associated to the best estimate of the global sub-OHC trend over 1971–2005 (see the $y$ axis in Fig. 5). For all tests, the inclusion of the second variable reduces the uncertainty of the sub-OHC response to all forcings compared to the univariate case (see Fig. 5). However, the reduction is not the same for each forcing and for each second variable that is considered. The variables that yield the smallest uncertainty in the sub-OHC response to OA are not the same as the ones that yield the smallest uncertainty in the sub-OHC response to GHG. This suggests that each variable has its own sensitivity to the different forcings.

We plot in Fig. 5 the detailed results for the cases that lead to the smallest uncertainty in sub-OHC response to GHG (blue plus sign in Fig. 5c, corresponding to the case with the South Pacific sub-OHC trend over 1957–2005 as second variable) and to OA (green square in Fig. 5d, corresponding to the case with the high-latitude sub-OHC trend over 1957–80 as second variable). The pair of variables that leads to the smallest uncertainty in the sub-OHC response to OA (green square in Fig. 5) does not lead to the smallest uncertainty in the sub-OHC response to GHG. The same is true for the pair of variables that leads to the smallest uncertainty in the sub-OHC response to GHG (blue plus sign in Fig. 5). It does not lead to the smallest uncertainty in sub-OHC response to OA. The reason is that for these pairs of variables the regional responses of the sub-OHC to GHG and OA are not still largely anticorrelated such that we are still close to degeneracy (even with two variables).

Indeed, in Figs. 6b and 6d the semi-major axis of the GHG ellipse is aligned with the semi-major axis of the OA ellipse, which means that the pair of variables have the same response under OA or GHG forcing and thus they do not help in removing the degeneracy in this case.

To cope with this issue, and to find cases where the degeneracy is removed, we considered the three cases that lead to the largest uncertainty reduction in sub-OHC responses to GHG and OA simultaneously (the uncertainty of the sub-OHC responses to both GHG and OA is computed as the quadratic sum of the uncertainty in the sub-OHC response to GHG and the uncertainty in the sub-OHC response to OA). These cases are indicated by a red cross (case with the South Pacific sub-OHC trend over 1971–2005 as second variable), a blue cross (case with the South Pacific sub-OHC trend over 1957–2005 as second variable), and a green circle (case with the global sub-OHC trend over 1957–1980 as second variable) in Fig. 5.

Among these three cases, Fig. 6 indicates that two cases (cases with red and blue crosses in Fig. 5) are still very close to degeneracy (see Figs. 6a,b). Indeed, in Figs. 6a and 6b, the semi-major axis of the GHG ellipse is almost aligned with the semi-major axis of the OA ellipse. There is only one case where the semi-major axis of the GHG ellipse is less aligned with the semi-major axis of the OA ellipse. It is the case with the global sub-OHC trend over 1957–80 as second variable (case with the green circle on Fig. 5). For this single case the degeneracy is reduced (see Fig. 6c). The semi-major axes of the GHG and OA ellipses are no longer aligned (although they are still close). This indicates that the ratio of the global sub-OHC 1957–80 trend over the global sub-OHC 1971–2005 trend does not show the same response to GHG forcing and to OA forcing. Thus, the OHC response to GHG and OA cannot compensate anymore with this pair of variables. It means that the
combined analysis of the global sub-OHC over the two periods 1957–80 and 1971–2005 enables us to decorrelate (partly) the response to GHG from the response to OA. With the decorrelation, the responses of the sub-OHC to both GHG and OA are independently observable at the same time. It should improve the associated estimate of the global sub-OHC trend response to OA and GHG over 1957–80 and 1971–2005. It should also reduce significantly the associated uncertainty. The resulting estimate of the global sub-OHC trend over 1971–2005 is $1.22 \pm 0.18 \times 10^7 \text{J m}^{-2} \text{yr}^{-1}$. This trend breaks down into $-0.17 \pm 0.26 \times 10^7 \text{J m}^{-2} \text{yr}^{-1}$ in response to the natural forcing, $2.37 \pm 0.34 \times 10^7 \text{J m}^{-2} \text{yr}^{-1}$ in response to the GHG forcing, and $-0.78 \pm 0.37 \times 10^7 \text{J m}^{-2} \text{yr}^{-1}$ in response to the OA forcing (Fig. 4). These numbers show that the use of the bivariate case has not changed the best estimate of the OHC response to the different forcing (see Fig. 4). It has improved the uncertainty estimates (by a few percent) but the improvement is marginal compared to the univariate case (see Fig. 4). This is because the decorrelation of the OHC response to OA and GHG even with our best pair of variables is only partial. In all cases analyzed in this study, the bivariate case is our best estimate of OHC response to OA and GHG. When we translate this into total-OHC trend we find that the global OHC trend over 1971–2005 is $1.42 \pm 0.18 \times 10^7 \text{J m}^{-2} \text{yr}^{-1}$. This trend breaks down into $-0.13 \pm 0.09 \times 10^7 \text{J m}^{-2} \text{yr}^{-1}$ in response to the natural forcing, $2.12 \pm 0.21 \times 10^7 \text{J m}^{-2} \text{yr}^{-1}$ in response to the GHG forcing, and $-0.84 \pm 0.18 \times 10^7 \text{J m}^{-2} \text{yr}^{-1}$ in response to the OA forcing (Fig. 4).

4. Discussion

In this study, we estimated the global OHC trend over 1971–2005 and applied a new D&A method. It enables us to estimate the contribution of each forcing, namely the NAT forcing, the GHG forcing, and the OA forcing to the global OHC trend. We find that the global OHC has increased significantly since 1971 in response to GHG emissions by $2.12 \pm 0.21 \times 10^7 \text{J m}^{-2} \text{yr}^{-1}$. Of this increase, 40% has been compensated by other anthropogenic influences (mainly aerosol emissions), which induced an OHC decrease since 1971 ($-0.84 \pm 0.18 \times 10^7 \text{J m}^{-2} \text{yr}^{-1}$). The natural forcing has also induced a slight global OHC decrease since 1971, compensating an extra 6% of the OHC increase due to GHG. In total we find that the global OHC increase since 1971 amounts to $1.22 \pm 0.14 \times 10^7 \text{J m}^{-2} \text{yr}^{-1}$.

These results confirm earlier studies (Domingues et al. 2008; Gleckler et al. 2012, 2016; Marcos and Amores 2014; Slangen et al. 2014; Tokarska et al. 2019; Bilbao et al. 2019) in showing that the response to anthropogenic forcing (GHG plus OA response) explains most of the global OHC change since 1971 while the natural forcing explains only a small part of it (decrease of about 12%).

Compared to previous studies, we have been able to separate the effect of the anthropogenic forcing into the effect of the GHG forcing and the effect of the OA forcing (essentially aerosols). This has been possible by using a new D&A method and simultaneously analyzing the global OHC trends over 1957–80 and over 1971–2005. This bivariate method takes advantage of the different time variation of the GHG forcing and the OA forcing since 1957 to separate both effects. It shows that the OA forcing has offset 33% of the increase in OHC due to the GHG effect.

Several elements give confidence in this result. First, the new D&A method used here accounts for the modeling uncertainty, and treats uncertainties on the shape and amplitude of the OHC signals more consistently than previous studies.

Second, in this study, areas where the observations were sparse were masked out in both the observations and climate model simulations [as in previous studies such as Pierce et al. (2006)]. This approach allows one to remove from observations the large biases and errors due to the interpolation of the data and ensures a better comparison with model simulations. A consequence is that we find a very good agreement between CMIP5 historical simulations and observations (see Fig. 3). This agreement is substantially better than previously reported (Slangen et al. 2014; Gleckler et al. 2012, 2016). Another consequence of using an observational mask is that we get smaller uncertainty in global OHC estimates. This is because the trends tend to be higher in regions where we have observations than in other regions (see the regression lines on Fig. 2 between global and subsampled trends, which have slopes <1). As a result, the standard deviations of global trends are smaller than the standard deviations of subsampled trends and we get smaller uncertainty in the global OHC trends than in the subsampled OHC trends.

Third, we used a bivariate method to analyze the anticorrelation between the GHG and the OA effect on the global OHC. By testing 83 pairs of different variables we have been able to find pairs of variables that enable to partly decorrelate the GHG and OA effects on global OHC, reducing the degeneracy of the problem (e.g., Allen et al. 2006; Bilbao et al. 2019, and many others). This reduces the uncertainty and increases confidence in the estimates of the GHG and OA effects on OHC.

However, the results from the bivariate method are disappointing. We expected a better decorrelation by
using several variables while the improvement has turned out to be marginal compared to the univariate method. A reason for this is that at global and basin scale the OHC response is fairly similar regardless of which regional basin is considered. Potentially, looking at higher resolution, with smaller regions and also looking at different depth layers [as in Bilbao et al. (2019)], may increase the signal-to-noise ratio and improve the decorrelation. So, a way to improve our approach would be to increase the number of variables and to use a multivariate approach (\( >2 \) variables). Given the first results here with a partial decorrelation with basin-scale variables, the multivariate approach appears promising. But developing such a multivariate approach requires a very large number of independent model simulations to be able to estimate the variance–covariance matrix \( \mathbf{\Sigma}_X \). In the future, very large perturbed physics ensembles could provide such large ensemble of independent simulations and help in this work. Another important limitation in our study, which is common to all D&A study, is that the internal variability is estimated from PIC simulations that are about 1000 years long only. Because 1000 years is not enough to reach an equilibrium in the simulated climate, these simulations are drifting and thus the internal variability is not estimated over a period with stationary statistics. To cope with this issue, we detrended the PIC simulations but it is not clear to which extent this detrending is removing all the drift in the PIC simulations. In the future, multi-thousand-year PIC simulations should help in addressing this issue.

Note that the partial reduction of the degeneracy has been possible because the GHG and OA forcings have different effects over different regions and periods. The trace of these changes is more easily found in the ocean because the ocean variability is slow and has a long memory of past changes (at least over decades to centuries). Because the memory in the atmosphere and land is much shorter, it is not clear whether such an approach would also work with atmospheric variables. This remains to be tested.
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