**Contributions of External Forcing and Internal Climate Variability to Changes in the Summer Surface Air Temperature over East Asia**

JINLIN ZHA,a,b CHENG SHEN,c DEMING ZHAO,b JINMING FENG,b ZHONGFENG XU,b JIAN WU,a WENXUAN FAN,a MENG Luo,d AND LIYA ZHANGe

a Key Laboratory of Atmospheric Environment and Processes in the Boundary Layer over the Low-Latitude Plateau Region, Department of Atmospheric Science, Yunnan University, Kunming, China

b CAS Key Laboratory of Regional Climate and Environment for Temperate East Asia, Institute of Atmospheric Physics, Chinese Academy of Sciences, Beijing, China
c Gaochun Meteorological Bureau, Nanjing, China
d Yunnan Climate Center, Kunming, China
e Shanghai Pudong Meteorological Bureau, Shanghai, China

(Manuscript received 31 July 2021, in final form 5 April 2022)

**ABSTRACT:** Summer mean (June, July, and August) surface air temperature (SSAT) in East Asia during the period from 1958 to 2001 has shown a warming. However, the relative contributions of external forcing (EF) and internal climate variability (ICV) to the SSAT changes over East Asia remain unclear. In this study, a new approach is applied to estimate the changes in the SSAT determined by the effects of EF and ICV over East Asia during the period from 1958 to 2001. Reanalysis data as well as simulated results from both global atmosphere–ocean coupled model outputs and a regional climate model (RCM) are used for this approach. The observed SSATs over East Asia have undergone a decreasing trend from 1958 to 1972 (−0.14°C decade−1, p < 0.01) and an increasing trend after 1972 (0.24°C decade−1, p < 0.01). While these features are not captured by the reanalysis studied here, they are reproduced when the reanalysis output is down-scaled using an RCM. The effects of the EF and the ICV on the SSAT can be separated based on the RCM downscaling simulation. The results show that the SSAT with EF displayed significant warming over most regions of East Asia, whereas the SSAT with ICV mainly exhibited cooling over East Asia. Furthermore, EF mainly influenced the decadal changes of the SSAT, whereas the ICV mainly influenced the interannual changes in the SSAT over East Asia. The interannual changes of the SSAT over East Asia that were influenced by the ICV are mainly manifested as the combined effects of the large-scale ocean–atmosphere circulations, which expressed 79% explanatory power on the SSAT changes.
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1. Introduction

It has been shown that the summer (June, July, and August) surface air temperature (SSAT) in most regions of Asia has experienced rapid warming in the past (Li et al. 2010; Hu et al. 2019), which has resulted in more and more hot summers in recent decades (Sun et al. 2014; Wang et al. 2014). Continuous warming during the summer has been observed over East Asia, but the trends in the SSAT have also varied from region to region. Based on observations, the SSATs in East Asia have shown significant increasing trends over arid and semi-arid regions of northern China from 1951 to 1999; however, cooling trends have been observed in central China (Hu 2003; Gong et al. 2004; Qian and Qin 2006). Moreover, previous studies have suggested that the SSAT changes over East Asia have involved significant regional and multiple time scale characteristics.

Some studies have disclosed that there was a clear link between the internal climate variability (ICV) and the temperature at regional scales (Sánchez-Benítez et al. 2018; Kornhuber et al. 2019; Ren et al. 2020). Feng and Wu (2020) showed that the ICV explained, at least in part, the changes in temperature over the midlatitudes of Asia. The changes in large-scale ocean–atmosphere circulations (LOACs) are regarded as the primary manifestation of ICV. Many previous studies discussed the correlation between LOACs and temperature. Wallace and Gutzler (1981) proposed that the relationships between LOACs and regional temperature anomalies over middle and high latitudes of Northern Hemisphere are considerable. The interannual and interdecadal variability of the western North Pacific subtropical high could affect the SSAT over East Asia monsoon region (Sui et al. 2007; Chen and Lu 2014a). The nonuniform warming in summer over Eurasia displayed a good correlation with the Atlantic multidecadal oscillation and the decadal changes in the Silk Road pattern (Hong et al. 2017). The interannual variation in SSAT over Northeast Asia tended to be related to the Eurasian teleconnection pattern and the East Asia–Pacific teleconnection pattern (Chen et al. 2016), and it was also significantly modulated by the East Asia summer monsoon (Ding and Chan 2005). The Arctic Oscillation can be associated with the extreme summer temperature and the heat wave frequency in most regions of Northern Hemisphere midlatitudes.
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The variety of the above-mentioned teleconnection patterns is indicative of the complexity of the remote circulations associated with variability in SSAT over Asia. The interactions and modulations among the different LOACs are complex (Wang et al. 2004; Deser et al. 2012a), so it is difficult to isolate and quantify the contributions of the different LOACs to temperature changes at regional scale.

In addition to the effects of ICV, the changes in external forcing (EF) also exert an important effect on SSAT changes over East Asia. Increasing concentrations of greenhouse gas (GHG) emissions have resulted in a considerable warming over East Asia in the twentieth century (Christensen et al. 2013). Nevertheless, if EFs such as total solar irradiance, ozone, and the direct effects of aerosols are considered, a cooling trend can occur over East Asia (He et al. 2013). The solar and volcanic forcings impact on the temperature over Eurasian continent have also been identified (Woollings et al. 2010; Ineson et al. 2011). Recent studies have proposed the potential causes of EF-induced cooling trends in the surface air temperature. Li et al. (2016) emphasized that the aerosol radiative effects can change the thermodynamic stability and convective potential of the lower atmosphere, which can induce the decreasing in temperature and strengthening in atmospheric stability. Moreover, different EF fields can alter monsoon circulations, which can also affect the surface air temperature (Li et al. 2007, 2016).

Hasselmann (1976) pointed out that the EF factors (e.g., GHG emissions) can leave a specific fingerprint in the climate system. By isolating this fingerprint, the effects of human activity on the climate change can be detected. This is the theoretical basis for the present studies on the detection and attribution of the climate change. Based on this statistical assumption for diagnosis, several studies have been carried out to perform the influence of ICV and EF on the climate change (Hegerl and North 1997; Hegerl et al. 2000, 2003; Sun et al. 2016; Qian and Zhang 2019). In previous studies, the optimal fingerprint is one of the commonly used methods to isolate the effects of ICV from the forced response signals (Hasselmann 1997; Stott 2003). Given that the response of climate change to EF leaves a fingerprint, the optimal fingerprint can be used to quantify the effect of a single forcing factor on climate change at given levels of uncertainty based on linear regression analysis. Large ensemble (LE) simulation is also developed to estimate the effects of EF (Deser et al. 2012a, 2014), since the internal variability of models can be eliminated based on the ensemble mean of members in LEs (Li et al. 2019). Furthermore, individual members of the LEs only differ in their initial conditions (Bittner et al. 2016), and the anomalous trend in the individual members from LEs can be attributed to the roles of ICV (Deser et al. 2012b; Hu et al. 2019). Nevertheless, in the model world, the effects of EF based on LEs can only be considered effective when the ensemble member is large enough to guarantee the statistical significance level (Monerie et al. 2017; Hu et al. 2019; Li et al. 2021). Additionally, due to the deficiencies and discrepancies among models, the ICV is different among models or between the real world and the model world (Dai 2006; Dai and Bloecker 2019).

The effects of the ICV on temperature based on optimal fingerprints are generated with global climate models (GCMs), which are used mainly for detecting the signals of ICV and EF in temperature and analyzing the uncertainties of the results. Therefore, such results could not represent the real ICV or EF effects on temperature, which only have meaning in a statistical sense (Luo et al. 2020). The results obtained based on the LEs depend significantly on the performance of the GCMs in simulating the temperature (Zha et al. 2021a). Nevertheless, most GCMs are ineffective in simulating regional and local climate features due to their coarse resolution. Consequently, GCMs results are difficult to be directly applied at regional scale, especially over the regions with complex topography and inhomogeneous land distributions (e.g., East Asia). Previous studies have shown that the state-of-the-art coupled models have limitations in being able to reproduce climate change for East Asia (Kang et al. 2002; He et al. 2013). To overcome these limitations, high-resolution regional climate model (RCM) simulations have been used extensively for the regions with complex terrain, such as East Asia (Li et al. 2020; Wu et al. 2020; Zhao et al. 2020, 2021). Thus, the RCM could be more suitable for regions where local effects are the important processes that controlling changes in the regional climate (Gutowski et al. 2020).

The SSAT changes at regional scales are influenced by the ICV and EF, but to what extent the SSAT changes can be attributed to the ICV and EF remain key questions. Also, whether the decadal and interannual changes in the SSAT are influenced by different forcing responses. These scientific issues are yet to be resolved. In this study, a new approach is proposed based on the combined use of reanalysis data, multiple GCM outputs, and RCM simulated results, with which the effects of ICV and EF to changes in the SSAT are isolated and estimated. Compared to optimal fingerprint and LEs simulation with GCMs, this method can be more suitable to be used at regional and local scales, especially for regions with complex and heterogeneous terrain (e.g., East Asia).

2. Datasets and methods

a. Datasets

1) Observations

To validate the performance of the RCM in simulating the SSAT changes over East Asia, the monthly mean temperature data spanning the period from 1958 to 2001 were extracted from the gridded Climate Research Unit (CRU) time series (TS) data version 4.01 (CRU TS4.01) with a spatial resolution of 0.5° latitude/longitude (Harris et al. 2014). The CRU TS4.01 dataset is produced by the CRU at the University of East Anglia, which provides monthly variations in climate observations during the period from 1901 to 2016 on high-resolution grids. The CRU TS4.01 dataset is a monthly gridded field-based dataset with the monthly observational data calculated from the daily or subdaily data of national meteorological services and other external agencies, based on
which angular-distance weighting interpolation is adopted to produce the dataset (Harris et al. 2014). A detailed description of the CRU dataset is available in Harris et al. (2014). This dataset has been widely used for assessing climate variability and validating climate models at regional scales (Giorgi et al. 2004; Jacob et al. 2007; Xu et al. 2009; Chen andFrauenfeld 2014).

2) Driving Field Datasets

The European Centre for Medium-Range Weather Forecasts (ECMWF) ERA-40 global reanalysis product, which has a 1.1° horizontal resolution and 24 vertical pressure levels, was selected as the driving data of the RCMs (Uppala et al. 2005). ERA-40 was selected as the driving data based on its good performance in simulating climate change over East Asia (Frauenfeld et al. 2005; Ma et al. 2008; You et al. 2013; Guo et al. 2016). It has been extensively used as the driving data of RCMs, such as the Weather Research and Forecasting (WRF) Model (Lorenz and Jacob 2010; Heikkilä et al. 2011; Huang et al. 2016). Consequently, the performance of the ERA-40 was judged to be satisfactory. Actually, the ECMWF Twentieth Century Reanalysis (ERA-20C), the National Oceanic and Atmospheric Administration Twentieth Century Reanalysis (NOAA-20CR), the Japanese 55-year atmospheric reanalysis (JRA-55), and the National Centers for Environmental Prediction–National Center for Atmospheric Research reanalysis (NCEP–NCAR) were also considered during our experimental design. However, each dataset has its own deficiencies in East Asia, including issues such as coarse spatial resolution, sharp fluctuations in the time sequence, large bias in the climatology and trends, and incorrect interannual and monthly variability (Luo et al. 2019; Shen et al. 2021a). Additionally, there is no water vapor data above 300 hPa in NCEP–NCAR and JRA-55. The ERA-Interim reanalysis product had just been released for data after 1979, and the latest ERA5 reanalysis product had not been released completely when the numerical simulation was designed and carried out. Therefore, the ERA-40 dataset was selected for this study ultimately.

The multimodel ensemble mean (MME) of Coupled Model Intercomparison Project phase 5 (CMIP5) historical outputs is also used as the lateral boundary condition of the RCM, due to the fact that CMIP6 had not been released when all experiments were designed. The CMIP5 historical runs with the monthly mean values were used this study, including air temperature, relative humidity, surface pressure, sea level pressure, zonal and meridional components of wind, and so forth. Each model had three ensemble members. Therefore, there were 51 ensemble members across all 17 models. The details for the selected 17 CMIP5 GCMs are shown in Table 1.

3) Detection and Attribution Model Intercomparison Project

To reveal the potential causes of irregular changes in the SSAT over East Asia induced by EF, the Detection and Attribution Model Intercomparison Project (DAMIP) from CMIP6 was used. Only 11 models of detection and attribution simulation in the DAMIP were available at the time of performing this analysis (Table 2). In this study, the impacts of two main EFs on SSAT changes over East Asia are discussed based on DAMIP: 1) aerosol forcing (anthropogenic-aerosol-only historical simulations), called the “hist-aer” experiment in DAMIP, and 2) GHG forcing (well-mixed GHG-only historical simulations), called the “hist-GHG” experiment in DAMIP. Details for the DAMIP experiments are introduced in Gillett et al. (2016).

4) Climate Indices

To investigate the possible effects of the LOACs on the SSAT changes over East Asia, 16 time series for the climate indices were selected: these included the 1) Atlantic meridional mode (AMM; Chiang and Vimont 2004); 2) Atlantic Oscillation (AO; Higgins et al. 2002); 3) East Asian summer monsoon (EASM; Li and Zeng 2002); 4) North Atlantic Oscillation (NAO; Barnston and Livezey 1987); 5) Niño-3; 6) Niño-3.4; 7) Niño-4 (Trenberth and Stepaniak 2001); 8) Pacific decadal oscillation (PDO; Mantua et al. 1997); 9) South China Sea summer monsoon (SCSSM; Li and Zeng 2003); 10) Southern Hemisphere annular mode (SHAM; Nan and Li 2003); 11) 10.7-cm solar flux (Solar; Molen and Brekke 1993); 12) tropical northern Atlantic pattern (TNA; Enfield et al. 1999); 13) Western Hemisphere warm pool (WHWP; Wang and Enfield 2001); 14) western Pacific index (WPI; Barnston and Livezey 1987); 15) western Pacific subtropical high area (WPSHA; Huang et al. 2018); and 16) western Pacific subtropical high intensity (WPSHI; Huang et al. 2018). These climate indices, which have been widely used by the research community, are informative in terms of the various fluctuations that the LOACs undergo. The physical processes of LOACs reflected by these climate indices have important effects on climate change over East Asia (Zeng et al. 2019). Consequently, these climate indices are adopted to perform this analysis. A guide to the downloading of these climate indices is available in Shen et al. (2021b).

b. Methods

1) Model Description and Experimental Design

The RCM used in this study is WRF version 3.8.1 with the Advanced Research version of WRF core, released on 12 August 2016. The simulation domain covers most of East Asia (0°–55°N, 125°–42.5°E), with a spatial resolution of 0.5° × 0.5°. The WRF simulations were integrated over 44 years from January 1958 to August 2002. Preliminary experiments were carried out to optimize the parameterization schemes (Luo et al. 2020). The main schemes used in this study are presented in Table 3. The EF in model should be varied with time for long-term climate simulation; however, most forcing variables in current available WRF versions are fixed in time at the climate mean state without interannual variabilities. Additionally, none of the radiative physical schemes has considered the effect of volcanic aerosols, which have significant impact on long-term climate evolution (Dai 2010; Diallo et al. 2017; Cooper et al. 2018; Hegerl et al. 2019).
<table>
<thead>
<tr>
<th>No.</th>
<th>Model name</th>
<th>Institution</th>
<th>Spatial resolution</th>
<th>Country</th>
<th>Ensembles</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>BCC Climate System Model, version 1.1 (BCC-CSM1.1)</td>
<td>Beijing Climate Center (BCC), China Meteorological Administration</td>
<td>$128 \times 64$</td>
<td>China</td>
<td>3</td>
</tr>
<tr>
<td>2</td>
<td>Second Generation Canadian Earth System Model (CanESM2)</td>
<td>Canadian Centre for Climate Modeling and Analysis (CCMA)</td>
<td>$128 \times 64$</td>
<td>Canada</td>
<td>3</td>
</tr>
<tr>
<td>3</td>
<td>Community Climate System Model, version 4 (CCSM4)</td>
<td>National Center for Atmospheric Research (NCAR)</td>
<td>$288 \times 192$</td>
<td>United States</td>
<td>3</td>
</tr>
<tr>
<td>4</td>
<td>CNRM Coupled Global Climate Model, version 5 (CNRM-CM5)</td>
<td>Centre National de Recherches Meteorologiques (CNRM)/Centre European de Recherche et Formation Avancee en Calcul Scientifique</td>
<td>$256 \times 128$</td>
<td>France</td>
<td>3</td>
</tr>
<tr>
<td>5</td>
<td>CSIRO Mark, version 3.6.0 (CSIRO-Mk3.6.0)</td>
<td>Commonwealth Scientific and Industrial Research Organization (CSIRO) in collaboration with Queensland Climate Change Centre of Excellence</td>
<td>$192 \times 96$</td>
<td>Australia</td>
<td>3</td>
</tr>
<tr>
<td>6</td>
<td>Flexible Global Ocean–Atmosphere–Land System Model grid point, version 2 (FGOALS-g2)</td>
<td>State Key Laboratory of Numerical Modeling for Atmospheric Sciences and Geophysical Fluid Dynamics, Institute of Atmospheric Physical, Chinese Academy of Sciences and CESS, Tsinghua University</td>
<td>$128 \times 60$</td>
<td>China</td>
<td>3</td>
</tr>
<tr>
<td>7</td>
<td>GFDL Climate Model, version 3 (GFDL CM3)</td>
<td>National Oceanic and Atmospheric Administration (NOAA) Geophysical Fluid Dynamics Laboratory (GFDL)</td>
<td>$144 \times 90$</td>
<td>United States</td>
<td>3</td>
</tr>
<tr>
<td>8</td>
<td>GISS Model E2, coupled with the Hybrid Coordinate Ocean Model (GISS-E2-H)</td>
<td>National Aeronautics and Space Administration (NASA) Goddard Institute for Space Studies (GISS)</td>
<td>$144 \times 90$</td>
<td>United States</td>
<td>3</td>
</tr>
<tr>
<td>9</td>
<td>GISS Model E2, coupled with the Russell Ocean model (GISS-E2-R)</td>
<td>NASA Goddard Institute for Space Studies</td>
<td>$144 \times 90$</td>
<td>United States</td>
<td>3</td>
</tr>
<tr>
<td>10</td>
<td>Hadley Centre Coupled Model, version 3 (HadCM3)</td>
<td>Met Office Hadley Centre</td>
<td>$96 \times 73$</td>
<td>United Kingdom</td>
<td>3</td>
</tr>
<tr>
<td>11</td>
<td>IPSL Coupled Model, version 5, coupled with Nucleus for Europe for Modeling of the Ocean (NEMO), low resolution (IPSL-CM5A-LR)</td>
<td>Institute Pierre-Simon Laplace (IPSL)</td>
<td>$96 \times 96$</td>
<td>France</td>
<td>3</td>
</tr>
<tr>
<td>12</td>
<td>Model for Interdisciplinary Research on Climate, Earth System Model (MIROC-ESM)</td>
<td>Japan Agency for Marine-Earth Science and Technology, Atmosphere and Ocean Research Institute (The University of Tokyo), and National Institute for Environment Studies</td>
<td>$128 \times 64$</td>
<td>Japan</td>
<td>3</td>
</tr>
<tr>
<td>13</td>
<td>Model for Interdisciplinary Research on Climate, version 5 (MIROC5)</td>
<td>Center for Climate System Research (The University of Tokyo)</td>
<td>$256 \times 128$</td>
<td>Japan</td>
<td>3</td>
</tr>
<tr>
<td>14</td>
<td>MPI Earth System Model, low resolution (MPI-ESM-LR)</td>
<td>Max Planck Institute for Meteorology (MPI)</td>
<td>$192 \times 96$</td>
<td>Germany</td>
<td>3</td>
</tr>
<tr>
<td>15</td>
<td>MPI Earth System Model, intermediate resolution (MPI-ESM-MR)</td>
<td>MPI Earth System Model, medium resolution</td>
<td>$192 \times 96$</td>
<td>Germany</td>
<td>3</td>
</tr>
<tr>
<td>16</td>
<td>MRI Coupled Atmosphere–Ocean General Circulation Model, version 3 (MRI-CGCM3)</td>
<td>Meteorological Research Institute (MRI)</td>
<td>$320 \times 160$</td>
<td>Japan</td>
<td>3</td>
</tr>
<tr>
<td>17</td>
<td>Norwegian Earth System Model, version 1 (intermediate resolution) (NorESM1-M)</td>
<td>Norwegian Climate Centre</td>
<td>$144 \times 96$</td>
<td>Norway</td>
<td>3</td>
</tr>
</tbody>
</table>
Therefore, the WRF Model is modified to include both spatially and temporally varying EF. For instance, the Thompson microphysics scheme and the RRTMG radiation transfer scheme are revised by including the 3D time varying aerosol concentrations. The spatiotemporal distributions of volcanic aerosols, ozone, and long-term variations of the solar constant are introduced in the radiative physics scheme. The Noah land surface model is modified to consider land use and cover change. The spectral nudging is applied to the air temperature, wind vector, and relative humidity above the boundary layer. The coefficient of spectral nudging is $3 \times 10^{-5}$ s$^{-1}$.

The method used to isolate the EF and the ICV signals based on the WRF dynamical downscaling has been expressed systematically in the previous study (Luo et al. 2020). In this paper, the main steps of the method are given to ensure completeness in the method description. First, we use the reanalysis data (RE) as the driving field to carry out a numerical experiment (EX1). The RE can be decomposed into climate mean state (RE) and the anomaly field (RE'). The driving field of EX1 is denoted as Eq. (1):

$$D_{ALL} = \text{RE} = \text{RE} + \text{RE}'$$  \hspace{1cm} (1)

The reanalysis product has an assimilated observation, so the effects of both EF and ICV are included in EX1. Similarly, the MME of CMIP5 can also be decomposed into the sum of climatology (MME) and anomaly (MME'). The
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**TABLE 2.** Model names, model institutions, spatial resolutions, and countries of the 11 Detection and Attribution Model Intercomparison Project (DAMIP) used in this study.

<table>
<thead>
<tr>
<th>No.</th>
<th>Model name</th>
<th>Institution</th>
<th>Spatial resolution</th>
<th>Country</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>ACCESS-CM2</td>
<td>Commonwealth Scientific and Industrial Research Organization</td>
<td>$145 \times 192$</td>
<td>Australia</td>
</tr>
<tr>
<td>2</td>
<td>ACCESS-ESM1-5</td>
<td>Commonwealth Scientific and Industrial Research Organization</td>
<td>$145 \times 192$</td>
<td>Australia</td>
</tr>
<tr>
<td>3</td>
<td>BCC-CSM2-MR</td>
<td>Beijing Climate Center</td>
<td>$64 \times 128$</td>
<td>China</td>
</tr>
<tr>
<td>4</td>
<td>CanESM5</td>
<td>Canadian Centre for Climate Modeling and Analysis</td>
<td>$64 \times 128$</td>
<td>United States</td>
</tr>
<tr>
<td>5</td>
<td>CESM2</td>
<td>National Center for Atmospheric Research</td>
<td>$192 \times 288$</td>
<td>United States</td>
</tr>
<tr>
<td>6</td>
<td>FGOALS-g3</td>
<td>Institute of Atmospheric Physics, Chinese Academy of Sciences</td>
<td>$80 \times 180$</td>
<td>China</td>
</tr>
<tr>
<td>7</td>
<td>GFDL-ESM4</td>
<td>Geophysical Fluid Dynamics Laboratory</td>
<td>$180 \times 360$</td>
<td>United States</td>
</tr>
<tr>
<td>8</td>
<td>IPSL-CM6A-LR</td>
<td>Institute for Pierre Simon Laplace</td>
<td>$143 \times 144$</td>
<td>France</td>
</tr>
<tr>
<td>9</td>
<td>MIROC6</td>
<td>Japan Agency for Marine-Earth Science and Technology, Atmospheric and Ocean Research Institute, National Institute for Environmental Studies, PIKEN Center for Computational Science</td>
<td>$128 \times 256$</td>
<td>Japan</td>
</tr>
<tr>
<td>10</td>
<td>MRI-ESM2-0</td>
<td>Meteorological Research Institute</td>
<td>$160 \times 320$</td>
<td>Japan</td>
</tr>
<tr>
<td>11</td>
<td>NorESM2-LM</td>
<td>Center for International Climate and Environmental Research, Norwegian Meteorological Institute, Nansen Environmental and Remote Sensing Center, Norwegian Institute for Air Research, University of Bergen, University of Oslo</td>
<td>$96 \times 144$</td>
<td>Norway</td>
</tr>
</tbody>
</table>
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**TABLE 3.** The main parameterization schemes for WRF downscaling simulation used in the study.

<table>
<thead>
<tr>
<th>Physics options</th>
<th>Names</th>
<th>Descriptions</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>Microphysics</td>
<td>Thompson aerosol-aware microphysics scheme</td>
<td>This scheme considers water- and ice-friendly aerosol. A climatology dataset could be used to specify initial and boundary conditions for the aerosol variables.</td>
<td>Thompson and Eidhammer (2014)</td>
</tr>
<tr>
<td>Longwave radiation</td>
<td>RRTMG scheme</td>
<td>It includes the MCICA method of random cloud overlap. For major trace gases, CO$_2$ = $379 \times 10^{-6}$, N$_2$O = $319 \times 10^{-9}$, CH$_4$ = $1774 \times 10^{-9}$.</td>
<td>Iacono et al. (2008)</td>
</tr>
<tr>
<td>Shortwave radiation</td>
<td>RRTMG shortwave</td>
<td>A new shortwave scheme with the MCICA method of random cloud overlap.</td>
<td>Iacono et al. (2008)</td>
</tr>
<tr>
<td>Planetary boundary layer</td>
<td>YSU scheme</td>
<td>Non-local K scheme with explicit entrainment layer and parabolic K profile in unstable mixed layer.</td>
<td>Hong (2010)</td>
</tr>
<tr>
<td>(sfsurfacePhysics)</td>
<td>Noah-MP land surface model</td>
<td>Noah-MP contains a separate vegetation canopy defined by a canopy top and bottom with leaf physical and radiometric properties used in a two-stream canopy radiation transfer scheme that includes shading effects, which also contains a multilayer snowpack with liquid water storage and melt/refreeze capability and a snow-interception model describing loading/unloading, melt/refreeze, and sublimation of the canopy-intercepted snow.</td>
<td>Niu et al. (2011)</td>
</tr>
<tr>
<td>Cumulus parameterization</td>
<td>New simplified Arakawa-Schubert</td>
<td>New mass-flux scheme with deep and shallow components and momentum transport.</td>
<td>Han and Pan (2011)</td>
</tr>
</tbody>
</table>
CMIP5 models have different phases for the ICV. If the sample size is sufficiently large, the ICV signals can be considered to be cancelled when the MME is calculated (Jiang et al. 2020; Tokarska et al. 2020; Ukkola et al. 2020). Therefore, we can use the MME of CMIP5 historical experiment outputs as the lateral boundary fields of the RCM. Nevertheless, the climatology simulated by GCM usually has large bias relative to observation, which would be propagated into the RCM if MME is directly used to drive RCM (Xu and Yang 2015). Therefore, the mean climate state of MME in CMIP5 (MME) is replaced with the mean climate state of the ERA-40 driving data every 6 h. To match this experiment, the lateral boundary field of EX2 is denoted as Eq. (2):

$$D_{EF} = \text{RE} + \text{MME}'.$$  

In EX2, it is assumed that the CMIP5 ensemble is sufficiently large that ICV signals are cancelled when the MME is calculated, leaving just the effects of EF.

In the third experiment (EX3), the difference between the ERA-40 and anomaly value of MME is considered as the driving data of RCM, which is denoted as Eq. (3):

$$D_{ICV} = \text{RE} - \text{MME}'. $$

Noting that the EF and the ICV effects are included in RE, and MME’ only includes the EF effect. Hence, EX3 just includes the ICV effect. A similar approach has been adopted to extract the ICV by removing the EF from the observations (Hegerl et al. 1996; Kaufmann et al. 2011; Song et al. 2014; Dai et al. 2015). A detailed outline of the technical details of the experimental design is given in Luo et al. (2020).

The output averaging frequency of the experiment with ERA-40 driving data is every 6 h. To match this experiment, the MME of CMIP5 monthly data is interpolated to 6-h intervals, which is added to the climatological mean 6-h reanalysis data to get the driving data, due to the difficulty of obtaining 6-h data for each CMIP5 model. This approach, which could neglect some signals of diurnal cycles and submonthly variability in the climate system, has been used for the long-term climate simulation in the former study (Xu and Yang 2015). In this study, we mainly focused on the interannual and the decadal changes of SSAT based on the annual mean values of SSAT. Therefore, the neglected diurnal and submonthly signals will not affect our focus. Nevertheless, it can be a better choice if the 6-h data for each CMIP5 model can be obtained.

To estimate the performance of the WRF in simulating the SSAT over East Asia, the correlation coefficient, the root-mean square error (RMSE), and the skill score between the observation and the simulation were calculated. The correlation coefficient and the RMSE have been used in many climate studies (Wu et al. 2016; Zha et al. 2019, 2020; Shen et al. 2021b), and details are not presented here. The skill score is calculated using Eq. (4):

$$\text{skill score} = \frac{(1 + R)^2}{(SDR + 1)^2},$$

where $R$ is the spatial correlation between the observation and the simulation, and SDR is the ratio of the spatial standard deviations of the observation and the simulation. Both the spatial distribution and the magnitude are considered in the skill score. The better the relationship is, the closer the value is to 1 (Song and Zhou 2014; Peng et al. 2020).

2) PIECEWISE LINEAR FUNCTION

To investigate the changing trends of the SSAT during different periods, a piecewise linear function (PWLF) is employed to quantify the potential turning point in a given sequence, due to the fact that the turning point cannot be selected optimally based on a traditional single linear method (Shen et al. 2021b,c). A PWLF can automatically detect the point where the slope of a linear function changes and identify the optimal breakpoints, allowing multiple linear models to be fitted to each distinct section of a time sequence (Fyllas et al. 2009; Jekel and Venter 2019). A PWLF can be described using Eq. (5):

$$y(t) = \begin{cases} 
\eta_1 + m_1(t - b_1) & b_1 < t < b_2 \\
\eta_2 + m_2(t - b_2) & b_2 < t < b_3 \\
\vdots & \vdots \\
\eta_{mnb-1} + m_{mnb-1}(t - b_{mnb-1}) & b_{mnb-1} < t < b_{mnb}
\end{cases},$$

where $b_1$ is the location of the first turning point, $b_2$ is the location of the second turning point, etc., to the last turning point $b_{mnb}$. The necessity of introducing turning point is tested statistically with a $t$ test under the null hypothesis that $m_{mnb-1}$ is not different from zero. We assume that the time sequence has one and only one turning point in this study. When the turning point is unknown, optimization is used to find the best set of turning point that minimize the overall sum-of-the-squares of the residual (SSR). The SSR is represented as a function dependent on the turning point. A summary of the optimization problem is as follows Eq. (6):

$$\begin{align*}
\text{minimize} & \quad \text{SSR (b)} \\
\text{subject to} & \quad x_k \leq b_k \leq x_{k-1}, \quad k = 1, 2, \ldots, n_
\end{align*}$$

In the PWLF, differential evolution is used for the global optimization (Storn and Price 1997). Statistical significance for the regression includes the goodness of fit, and the $P$ values for the trends before and after turning point. Details for the PWLF can be seen in Jekel and Venter (2019).

3) FORWARD STEPWISE REGRESSION ALGORITHM

The forward stepwise regression algorithm (FSRA) is employed to pick out the dominant climate indices that have the largest explanatory power for the changes in the SSAT. Both $X_i$ (climate indices) and $Y$ (SSAT) are selected to establish the regression model [Eq. (7)]:

$$\text{skill score} = \frac{(1 + R)^2}{(SDR + 1)^2},$$

where $R$ is the spatial correlation between the observation and the simulation, and SDR is the ratio of the spatial standard deviations of the observation and the simulation. Both the spatial distribution and the magnitude are considered in the skill score. The better the relationship is, the closer the value is to 1 (Song and Zhou 2014; Peng et al. 2020).

$\text{skill score} = \frac{(1 + R)^2}{(SDR + 1)^2},$
where $\alpha_i$ and $\beta$ are the regression coefficients and residual, respectively; $F_i^{(1)}$ is the value of the $F$ test for $\alpha_i$, and $F_i^{(1)}$ denotes the maximum value of $F_i^{(1)}$. Given that the threshold of the significance level $\alpha = 0.01$, if $F_i^{(1)} \geq F_i^{(0.01)}$, $X_i$ is introduced into the model. The term $I$ denotes the set of introduced $X_i$. When $X_i$ is selected, the bivariate regression is estimated between $Y$ and the subsets $\{X_0, X_1\}, \ldots, \{X_n, X_{n-1}\}, \{X_n, X_{n+1}\}, \ldots, \{X_n, X_p\}$ ($p - 1$ subsets). Similarly, the statistical value of the $F$ test is $F_i^{(2)} (X_i \notin I_1)$, and the maximum $F_i^{(2)}$ is selected. If $F_i^{(2)} \geq F_i^{(0.01)}$, $X_i$ is input into the model. Using the FSRA, a reconstructed SSAT is obtained based on the selected climate indices and their regression coefficients, as expressed in Eq. (8):

$$SSAT_R = \sum_{i=1}^{6} a_i X_i + b_0,$$

where $a_i$ and $b_0$ are the regression coefficients and residual, respectively. To evaluate the importance of the selected climate indices and test the uncertainty of the reconstructed SSAT, we randomly select a 30% subset of the grids and perform the FSRA 300 times.

A Gaussian low-pass filter with a 9-yr window is used to extract the decadal signals in the time sequence (Zhu et al. 2012), and the interannual sequence of the data is obtained based on the raw sequence minus the decadal sequence (Wu et al. 2018a; Shen et al. 2021a). The linear trend is calculated using the least squares method, and the significance of trend and correlation coefficient is determined using the two-tailed Student’s $t$ test (Zha et al. 2016; Zhao et al. 2021).

3. Results

a. Evaluating the performance of the WRF in simulating the SSAT changes in East Asia

The climatology and the linear trend of the SSAT in the WRF downscaling simulation (EX1) and the reanalysis output are compared with the observation for a 44-yr period (Fig. 1). The results show that the spatial patterns of the SSATs in the WRF downscaling simulation and the reanalysis output were consistent with those in the observation (Figs. 1a-c), with the spatial correlations being 0.97 ($p < 0.01$) and 0.92 ($p < 0.01$), respectively. Compared to the reanalysis output, the regional and local characteristics of the SSAT could be better captured by the WRF downscaling simulation. Based on the inspection of observation, the SSAT experienced a significant warming over most regions of East Asia, especially for the regions to the north of 40°N, where the warming trend reached 0.5°C decade$^{-1}$ ($p < 0.01$). The observed SSAT showed a decrease over the southern parts of the Tibetan Plateau and southeastern China, although the decreasing trend failed Student’s $t$ test at the 0.01 significance level (Fig. 1d). The cooling trend over southeastern China is also reported by He et al. (2013). The simulated spatial pattern of SSAT trend with WRF was similar to those of the observation over East Asia, such as the cooling over the southern parts of Tibetan Plateau and southeastern China, and the warming over the Indian peninsula and the Indo-China peninsula. Nevertheless, the warming in the WRF downscaling simulation was weaker than those in the observation, and the simulated SSAT showed a decreasing trend in scattered areas over the regions north of 40°N (Fig. 1e), which could be attributed to the systematic model bias (Luo et al. 2020). The reanalysis output can reproduce the main characteristics of the observed SSAT trends over East Asia, but failed to reproduce the warming over northwestern China (Fig. 1f).

Temporal evolutions of the regional mean SSAT in the observation, the RCM downscaling, and the reanalysis output are exhibited in Fig. 2. The observed SSAT showed a decreasing trend from 1958 to 1972 and an increasing trend after 1972, at rates of $-0.14$°C decade$^{-1}$ ($p < 0.01$) and 0.24°C decade$^{-1}$ ($p < 0.01$), respectively (Fig. 2a). Compared to the observation, the WRF downscaling simulation also underwent a decreasing trend from 1958 to 1972 and an increasing trend after 1972, at rates of $-0.31$°C decade$^{-1}$ ($p < 0.01$) and 0.16°C decade$^{-1}$ ($p < 0.01$), respectively (Fig. 2b). The correlation coefficient of temporal sequences between the observation and the WRF simulation was 0.87 ($p < 0.01$). Reanalysis output studied here failed to capture the decadal changes of the observed SSAT over East Asia. Based on the PWLF, the turning point of the SSAT in the reanalysis output was located in 1993, which was not consistent with the observation (Fig. 2c). Additionally, the SSAT in the reanalysis output exhibited a pronounced peak from 1958 to 1966, which was not apparent in the observation. Compared to Fig. 1, the decreasing trends of SSAT over some regions of East Asia could be caused mainly by the cooling before 1972. We also compared the spatial pattern of the trends during two periods (figures not shown). Before (after) 1972, both observed and simulated SSAT mainly showed decreasing (increasing) trends over most regions of East Asia. Therefore, the downward trend in earlier period followed by upward trend in later period can be found in most regions of East Asia. This characteristic was also reported in an independent study (Chen and Lu 2014b).

Based on the aforementioned results, it is concluded that the WRF downscaling simulation better captured the spatiotemporal characteristics of the observed SSAT over East Asia than the reanalysis output analyzed here. To quantitatively estimate the relationship between the observation and the RCM downscaling simulation, the correlation coefficient, the RMSE, and the skill score between the observation and the WRF simulation were computed (Fig. 3). The observation and WRF simulation showed a significant positive correlation, which passed Student’s $t$ test at the 0.10 significance level for the study region (Fig. 3a). The regional mean correlation coefficient reached 0.62 ($p < 0.10$). The regional mean RMSE was 1.38°C with the large values locating mainly in western China, and small values of the RMSEs locating mainly in eastern China (Fig. 3b). The RMSEs were larger over western China and Tibetan Plateau than those over eastern China, which could be a reflection of the complex and/or
heterogeneous terrain; moreover, these local effects cannot be well reproduced in the model (Li et al. 2020). The regional mean skill score was 0.62. The large values of the skill score located mainly in regions north of 40\degree N (0.7), and the small values located mainly in the Indian peninsula (0.5) (Fig. 3c). Compared to the ERA-40 reanalysis output, the WRF downscaling simulation can better capture the atmospheric mesoscale features and the land surface heterogeneity at finer

Fig. 1. Spatial patterns of (top) the averaged summer surface air temperature (SSAT) (\degree C) and (bottom) the trends of the SSAT \degree C decade\(^{-1}\) over East Asia during the period from 1958 to 2001, for (a),(d) observation, (b),(e) RCM downscaling simulation, and (c),(f) ERA-40 reanalysis output. Dots in (d)–(f) indicate that trends pass Student’s \( t \) test at the 0.01 significance level.

Fig. 2. Temporal evolutions of the averaged summer surface air temperature (SSAT) anomaly during the period from 1958 to 2001 with (a) observation, (b) RCM downscaling simulation, and (c) reanalysis output. Blue and red lines denote the piecewise linear function (PWLF) fitting curves. The shaded regions represent the ranges of the 25th and 75th percentiles of SSAT in all grids. In the inset, the blue and red bars denote the trends during different periods; \( p < 0.01 \) denotes the PWLF fitting passes Student’s \( t \) test at the 0.01 significance level. Calculations are based on the area-averaging of entire study region as shown in Fig. 1.
scale. Furthermore, due to the model improvement and the optimization of parameterization schemes in WRF, the dynamics and thermodynamics components at finer scale could also be better captured by the WRF downscaling simulation. As a consequence, the WRF downscaling simulation had multiple improvements over the reanalysis data studied here, and therefore better reproduced the main characteristics of the SSAT changes over East Asia.

**b. Effects of EF and ICV to the SSAT changes over East Asia**

The potential influences of the EF and ICV on the spatio-temporal changes in SSAT over East Asia will be discussed in this section. Based on Eqs. (2) and (3) in section 2b, the EF and the ICV affect the SSAT changes over East Asia are differentiated. The spatial patterns of the climatology and the trends for the SSAT with the EF and the ICV responses are shown in Fig. 4. The climatological SSAT under EF response was consistent with those under the ICV (Figs. 4a,b). Spatial distributions of the simulated SSAT from EF and ICV were similar to those as shown in Fig. 1a. However, the SSAT with EF underwent a significant enhancement over most regions of East Asia, for which the trends passed Student’s t test at the 0.01 significance level (Fig. 4c). Noting that the SSAT with EF also showed a reduction over some regions of the Indian peninsula, the Indo-China peninsula, and the middle and lower reaches of the Yellow River valley in China. The potential causes could be attributed mainly to aerosol emissions (Li et al. 2016). The cooling trend in the SSAT over the middle and lower reaches of the Yellow River valley in China was also reported in He et al. (2013). In section 4b, the potential causes of the cooling trend over the aforementioned regions will be discussed. The ICV mainly induced a decrease in the SSAT over East Asia except for northern India and Indo-China peninsula, although the trends failed to pass Student’s t test (Fig. 4d). Compared to Fig. 1d, the warming trend over most regions of East Asia could be attributed mainly to EF response, and the ICV could cause cooling in East Asia.

Compared to Fig. 1e, we can note that the combination of the EF and the ICV (Figs. 4c,d) were similar to the result shown in Fig. 1e. It was also found that the local maximums appearing in northern India, the Indo-China Peninsula, and eastern Mongolia in Fig. 1 were realized in ICV experiment (Fig. 4d). Furthermore, the strong negative trend along 30°–35°N presented in Fig. 1e is also found in Fig. 4d. These results may imply an important role of ICV in determining the SSAT trend in those regions.

The effects of EF and ICV on the temporal evolutions of the SSAT were also revealed (Fig. 5). Compared to Fig. 2, the changes of the SSAT with EF were similar to the observation and all forcings. The SSAT with EF response exhibited a decrease before 1965 and an increase thereafter, at rates of −0.52°C decade⁻¹ (p < 0.01) and 0.16°C decade⁻¹ (p < 0.01), respectively (Fig. 5a). Nevertheless, the temporal evolutions of the SSAT with the ICV were not consistent with the observation. The SSAT with the ICV showed a decreasing trend over the whole study period (−0.09°C decade⁻¹, p < 0.01), which did not exhibit the change from decrease to increase (Fig. 5b). The correlation coefficients between all forcings and EF, and between all forcings and ICV, were 0.65 (p < 0.01) and −0.54 (p < 0.01), respectively. Based on six CMIP5 GCMs and a statistical diagnosis analysis method, Qian and Zhang (2019) also reported that the temporal evolutions of SSAT with ICV cannot matched well with the observed SSAT over China. They found that all EF contributed 100% of the observed change in the amplitude in SSAT over China, whereas the natural variability showed negative contributions for SSAT changes. Hence, compared to a previous study, our results can also be confirmed.

The changes of the SSAT included the decadal and the interannual changes. To detect how the SSAT was influenced by the EF and the ICV at different time scales, the temporal evolutions of the SSAT with different forcing responses were compared at the decadal and the interannual scales. The results show that the decadal changes in the SSAT with EF were consistent with all forcings, with a correlation coefficient
of 0.72 ($p < 0.01$). The decadal changes of the SSAT with the ICV were significantly different for all forcings, whereas the interannual changes of the SSAT with the ICV were consistent with all forcings. At the interannual scale, the probability of SSAT with all forcings and SSAT with ICV having extreme values at the same time point can reach 90%, whereas the probability of SSAT with all forcings and SSAT with EF having extreme values at the same time point was less than 20%. Furthermore, at the interannual scale, the correlation coefficient between SSAT with all forcings and SSAT with the EF (ICV) was 0.50 (0.80). These results imply that the decadal and the interannual changes of the SSATs over East Asia could be attributed mainly to the EF and the ICV responses, respectively.

4. Discussion

a. Potential manifestation of the ICV impacts on the SSAT changes over East Asia

The above-mentioned results indicate that the ICV has a considerable influence on the interannual changes of the SSAT over East Asia. Generally, the ICV is manifested mainly by the changes of the LOACs, such as the EASM (Ding and Chan 2005), the NAO (Sun et al. 2008), ENSO
(Lim and Kim 2013), the AO (He et al. 2017), the WPSH (Liu et al. 2019), the SCSSM (You et al. 2021), and so forth, which have been suggested to exert influences on the SSAT over East Asia. In this section, the LOACs that could influence the changes of the SSAT over East Asia were examined based on the FSRA. To avoid overfitting, six primary climate indices that explain the changes in the SSAT were validated based on their statistical significance (Shen et al. 2021b; Zha et al. 2021b). This preprocessing method has been used in the previous study (Zeng et al. 2019). Actually, it was noted that the improvement in fit became marginal when the number of climate indices retrained in the stepwise regression became relatively large (e.g., the explanatory power changed by only 5% in going from 6 to 12 indices). Based on FSRA, the selected six climate indices were the Niño-3.4, NAO, PDO, SCSSM, Niño-4, and WPI. The total explanatory power for the selected indices was 79%, which passed Student’s t test at the 0.01 significance level. To evaluate the uncertainty of the selection, 300 random samples (30% of the grids were chosen at random for each experiment) were performed to determine if the selected six indices could be selected for most cases. The results revealed that the selected six indices can be selected in all 300 experiments, but for WPI. According to Eqs. (7) and (8), a reconstructed SSAT (called SSAT$_R$ hereafter) can be obtained, and then the SSAT$_R$ was compared with the SSAT that included only by the ICV response (called SSATICV hereafter). The results show that the SSAT$_R$ matched well the SSATICV for the whole study period (Fig. 6a), which could suggest a predictive relationship between SSAT changes and LOACs. The correlation coefficient between the SSAT$_R$ and the SSATICV reached 0.79 ($p < 0.01$). The probability density function (PDF) of the SSAT$_R$ was similar to those of the SSATICV. Both the PDF of SSAT$_R$ and the PDF of SSATICV were centered on zero, although the SSAT$_R$ was narrower than SSATICV (Fig. 6b). These results imply that the SSAT$_R$ was
capable of reproducing the SSAT changes with the ICV. Given that the SSAT\textsubscript{R} can reproduce the temporal evolutions of the SSATICV, the contributions of the LOACs to the trend of the SSATICV can be evaluated. Both the SSATICV and the SSAT\textsubscript{R} exhibited decreasing trends, but the reduction of the SSAT\textsubscript{ICV} was slower than those of the SSATICV (\(-0.091^\circ \text{C decade}^{-1}\); \(p<0.001\)), with the difference being 0.016\(^\circ\)C decade\(^{-1}\). The contribution of the selected LOACs to the downward trend of the SSATICV was 82.4\% (Fig. 6c). These results imply that the decrease of the SSAT induced by the ICV over East Asia could be attributed mainly to the combined effects of variations in the selected six LOACs. Actually, the correlations between the SSATICV and all 16 climate indices were also compared, showing that no single index had a large explanatory power on the SSAT changes. However, a large explanatory power was generated when the indices were taken together. Consequently, the interannual changes in the SSATICV over East Asia cannot be simply linked to just one LOAC, but should be determined by the combined effects of variations in the selected six LOACs.

Several previous studies have proposed that the ICV has a considerable effect on the regional temperature changes (Deser et al. 2012a; Sánchez-Benit ezt et al. 2018; Kornhuber et al. 2019); however, the EF effects are not excluded. Therefore, the quantitative effects of a single ICV realization on the SSAT changes over East Asia could show uncertainty (Ding and Chan 2005; Chen and Lu 2014a; Lee and Lee 2016; Hong et al. 2017). In this study, the results suggested that the ICV could cause cooling in East Asia. It must also be stated that the predictors are not independent; that is, the interactions and modulations among different LOACs are considerable (Gong and Ho 2003; Wang et al. 2004). For instance, the SCSSM onset can be influenced by El Niño events (Hu et al. 2020), the phase changes in the PDO have a propensity to coincide with changes in the relative frequency of ENSO events (Verdon and Franks 2006), ENSO can affect the NAO (Mokhov and Smirnov 2006), the PDO shows interannual modulation on the low-latitude western North Pacific (Wu 2013), and so forth. A previous study has shown that the non-independence of LOAC indices could influence the standard deviations of the reconstructed sequences (Shen et al. 2021b). Additionally, the LOACs could also include the EF signals, which was not excluded in the present study. These uncertainties ultimately lead to conclusion that the SSAT\textsubscript{R} cannot explain entirely the variabilities and the magnitude of the trend in the SSATICV. Whether the nonlinear relationship between the SSATICV and the LOACs can better express the influences of LOACs on the SSATICV changes than linear one is unclear. How to best clarify the physical mechanisms whereby the combined effects of the various LOACs affect the SSATICV over East Asia are topics of great interest that need to be addressed in future research.

In addition to the above-mentioned LOACs, some other teleconnection patterns, such as the east Atlantic/west Russian (WA/WR) teleconnection and Scandinavian pattern explain the large-scale Rossby-wave propagation originating from the North Atlantic and Scandinavian Peninsula, may influence the temperature over East Asia. Nevertheless, some studies have pointed out that the WA/WR teleconnection pattern mainly influences surface temperature over North America, North Africa, Middle East, and Europe (Lim 2015). The Scandinavian pattern is found to exhibit apparent seasonality in its spatial structure and dynamical properties, and mainly influences the temperature over the Eurasian continent during winter and spring. During summer, the Scandinavian pattern is weak and can be neglected (Bueh and Nakamura 2007). Therefore, the Scandinavian pattern could generate weak effects on summer temperature changes over East Asia. Additionally, some LOACs, such as AMM, TNA,
and SHAM, mainly representing the climate variations over the Atlantic region or Southern Hemisphere, have negligible impact on the SSAT variability over East Asia.

b. Potential causes of uneven changes in the SSAT induced by EF

Based on interpretation of Fig. 4c, the warming in East Asia was considered to be induced by EF. However, EF also caused a decrease of the SSAT over some regions of the Indian peninsula and the Indo-China peninsula. This raises a question of whether these are valid signals or if this is a result of bias in the WRF downscaling simulation, which needs to be clarified. The WRF downscaling simulation can isolate the effects of the EF on the SSAT changes, but it cannot determine the primary EF signals inducing the SSAT changes. To address this question, 11 DAMIP models from the CMIP6 are used. Before the detection and attribution analysis was carried out, the performance of the DAMIP in simulating the SSAT changes over East Asia was analyzed. The results show that the MME of DAMIP were capable of reproducing the spatiotemporal characteristics of the SSAT over East Asia. The spatial distribution of the SSAT in the MME of DAMIP was consistent with those of the observation (Fig. 7a), with a spatial correlation coefficient of 0.92 ($p < 0.01$). The temporal evolutions of the SSAT in the MME of DAMIP were also consistent with those of the observation (Fig. 7b), with a correlation coefficient of 0.79 ($p < 0.001$). To quantify the relationship between the observation and the MME of DAMIP, the correlation coefficient, the RMSE, and the skill score were calculated (Fig. 8). The observation and the MME of DAMIP showed positive correlation, passing Student’s $t$ test at the 0.10 significance level for most regions. The regional mean RMSE and skill score were 2.01°C and 0.35, respectively. Consequently, the DAMIP data were capable of capturing the spatiotemporal characteristics of the SSAT over East Asia. Compared to Fig. 3, the RMSE between the observation and the DAMIP was larger than those between the observation and the WRF downscaling simulation, whereas the correlation coefficient and the skill score between the observation and the DAMIP were smaller than those between the observation and the WRF downscaling simulation. Most of current GCMs are run with a coarse resolution, which cannot accurately represent temperature changes at finer scale, since the atmospheric mesoscale features and the land surface heterogeneity cannot be properly resolved by the GCMs (Fu et al. 2005; Xu and Yang 2015). Additionally, the WRF has been fed the correct ICV, whereas the DAMIP simulations have arbitrary ICV. Accordingly, the performance of WRF downscaling in simulating the SSAT over East Asia is better than the DAMIP.

In this study, two main kinds of EF, aerosol forcing and GHG forcing, have been discussed. The spatial patterns of the trends in the SSAT with different forcing responses are shown in Fig. 9. During the study period, accompanied by aerosol forcing, the SSAT mainly decreased, particularly strongly in the Indian peninsula, Indo-China peninsula, and eastern China. The cooling even exceeded $-0.3°C$ decade$^{-1}$ ($p < 0.10$) in the Indian peninsula (Fig. 9a). For the GHG forcing, the SSAT mainly increased, which was particularly strong in regions north of 40°N and the Tibetan Plateau (Fig. 9b). If both the aerosol and the GHG forcings are considered (Fig. 9c), a cooling was found over the Indian peninsula and the Shandong peninsula. Compared to Fig. 4c, the cooling in the Indian peninsula based on WRF downscaling simulation should be induced mainly by aerosol forcing, and which should not be the systematic bias in the WRF downscaling simulation. Therefore, the uneven changes of the trend in the SSAT induced by EF may be attributed mainly to the heterogeneous distribution of aerosols. In this study, we mainly detected the possible causes of cooling induced by EF in some regions of the Indian peninsula and the Indo-China peninsula. The physical mechanisms of how GHGs and aerosols affect the temperature changes have been discussed.
extensively in the former studies (Jain 1993; Ramanathan and Feng 2009; He et al. 2013; Li et al. 2016; Huang et al. 2017), which are not the focus of this study and will not be discussed here. It is worth noting that except for the GHGs and aerosols, the EF also includes land use and cover change (LUCC) and urbanization (Zha et al. 2017; Wu et al. 2018b). Some studies have expounded on the influences of LUCC and urbanization on temperature changes (Kalnay and Cai 2003; Pitman et al. 2012; Zhao et al. 2018). Therefore, the uneven changes in the trends of the SSAT induced by EF may also be partly attributable to the LUCC and urbanization.

5. Conclusions

In this study, based on a WRF downscaling simulation, the influences of EF and ICV on the SSAT changes over East Asia are estimated. The potential manifestation of how the ICV influences the SSAT changes and the potential causes of the uneven changes in the SSAT induced by EF are discussed. The main results are summarized as follows:

1) The RCM downscaling simulation had multiple improvements over the driving data. It can better capture the spatiotemporal characteristics of the observed SSAT over East Asia than the reanalysis output studied here. Compared to the reanalysis output used here, the RCM downscaling simulation can better reproduce the regional and local characteristics of the climatological SSAT over East Asia. However, the warming trend in the RCM downscaling simulation was weaker than those in the observation. The observed SSAT experienced a decadal transition in the study period, exhibiting a significant decrease from 1958 to 1972 (−0.14°C decade \(^{-1}\)) and a significant strengthening thereafter (0.24°C decade \(^{-1}\)). These observed characteristics can be reproduced by the RCM downscaling simulation, but cannot be captured by the reanalysis output studied here. The correlation coefficient and the skill score between the observation and the RCM downscaling simulation were higher than those between the observation and the reanalysis output studied here, and the RMSE between the observation and the RCM
downscaling simulation was lower than that between the observation and the reanalysis output studied here.

2) The SSAT climatology in East Asia with EF response was similar to those with the ICV response, which indicate that the EF and the ICV did not alter the spatial pattern of the SSAT climatology. However, the SSAT with EF showed significant warming over most regions of East Asia, but for some regions of the Indian peninsula and the Indo-China peninsula. The SSAT with the ICV showed cooling over East Asia, except for northern India and the Indo-China peninsula. Therefore, the warming over most regions of East Asia could be attributed mainly to EF, whereas the ICV could cause cooling in East Asia. The decadal changes of the SSAT under all forcings were consistent with those under the EF, and the interannual changes of the SSAT under all forcings were consistent with those under the ICV. Hence, the decadal and the interannual changes of the SSAT over East Asia could be dominated by the EF and the ICV, respectively.

3) The ICV, which impacted the SSAT over East Asia, was caused by processes represented by the climate indices, and the crucial climate indices were the Niño-3.4, NAO, PDO, SCSSM, Niño-4, and WPI. The total explanatory power of these selected LOACs to the SSAT changes that induced by ICV reached 79%. Therefore, the interannual changes of the SSATICV over East Asia cannot be simply linked with just one LOAC, but should be determined by the combined effects of the variations in the various LOACs. Based on the FSRA, the SSATG matched the SSATICV well for the whole study period and was capable of capturing the SSATICV changes. The quantitative results show that the contribution of the LOACs to the downward trend of the SSATICV reached 82.4%. Furthermore, based on the DAMIP, the SSAT mainly displayed decreasing and increasing trends over East Asia accompanied by the aerosol and GHG forcings, respectively. If both the aerosol and GHG forcings are considered, a cooling for the study period can be found over the Indian peninsula and the Shandong Peninsula. Therefore, the uneven changes of the trend in the SSAT induced by EF may be dominated by the heterogeneous distribution of aerosols.

The effects of ICV and EF on the SSAT changes over East Asia are isolated and quantified in this study. However, there are limitations and drawbacks that are necessary to be mentioned. In this paper, we just qualitatively estimate the effects of primary LOACs on the SSAT changes over East Asia; thus, this just be a result of diagnostic analysis. It does not mean that the SSAT changes are entirely determined by the selected six climate indices. Furthermore, we also noted that the ICV has influences on SSAT changes over East Asia with marked regional differences, such as the SSAT over the Indian peninsula and the Indo-China peninsula shows opposed trends compared to other regions, which may be attributed to the effects of the Indian Ocean dipole mode (IODM) on the temperature changes over southern part of East Asia. Some previous studies have pointed out that IODM can modulate ENSO (Izumo et al. 2010) and the East Asian summer monsoon (Yuan et al. 2008), which is associated with the climate and monsoon variability over India (Ashok et al. 2004; Kripalani and Kumar 2004) and East Asia (including the Indo-China peninsula) (Guan and Yamagata 2003; Kripalani et al. 2005, 2010). Nevertheless, how to demonstrate the physical mechanisms of ICV influencing the SSAT over East Asia needs to be further investigated in the future.

Additionally, the CMIP5 and the ERA-40 datasets are used as the lateral boundary condition of the WRF downscaling simulation. Meanwhile, all of model improvements and test of parameterization schemes are carried out based on 0.5° × 0.5° resolution. Due to the high cost of long-term climate simulation, we do not have enough computing and storage resources to carry out the numerical simulation with finer resolution at present. In the future, based on different lateral boundary condition datasets (e.g., CMIP6, ERA5, etc.) and finer spatial resolution, the uncertainties of EF and ICV governing the SSAT changes over East Asia at different time scales can be further evaluated.
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