ABSTRACT: Arctic amplification has been attributed predominantly to a positive lapse rate feedback in winter, when boundary layer temperature inversions focus warming near the surface. Predicting high-latitude climate change effectively thus requires identifying the local and remote physical processes that set the Arctic’s vertical warming structure. In this study, we analyze output from the CESM Large Ensemble’s twenty-first-century climate change projection to diagnose the relative influence of two Arctic heating sources, local sea ice loss and remote changes in atmospheric heat transport. Causal effects are quantified with a statistical inference method, allowing us to assess the energetic pathways mediating the Arctic temperature response and the role of internal variability across the ensemble. We find that a step-increase in latent heat flux convergence causes Arctic lower-tropospheric warming in all seasons, while additionally reducing net longwave cooling at the surface. However, these effects only lead to small and short-lived changes in boundary layer inversion strength. By contrast, a step-decrease in sea ice extent in the melt season causes, in fall and winter, surface-amplified warming and weakened boundary layer temperature inversions. Sea ice loss also enhances surface turbulent heat fluxes and cloud-driven condensational heating, which mediate the atmospheric temperature response. While the aggregate effect of many moist transport events and seasons of sea ice loss will be different than the response to hypothetical perturbations, our results nonetheless highlight the mechanisms that alter the Arctic temperature inversion in response to CO₂ forcing. As sea ice declines, the atmosphere’s boundary layer temperature structure is weakened, static stability decreases, and a thermodynamic coupling emerges between the Arctic surface and the overlying troposphere.
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1. Introduction

Global climate change is characterized by an Arctic-amplified pattern of surface warming. This warming pattern is a robust feature of climate models subjected to increases in CO₂ (Manabe and Stouffer 1980; Holland and Bitz 2003), and observed Arctic temperatures have warmed at twice the global average in recent decades (Serreze et al. 2009; England et al. 2021). However, considerable uncertainty remains regarding the underlying mechanisms of the Arctic amplification phenomenon (Smith et al. 2019). Accurate predictions of future warming trends require understanding of the various feedback mechanisms acting at high latitudes. The surface albedo feedback associated with sea ice loss has long been understood to shape polar climate sensitivity: melting snow and sea ice increase the surface absorption of solar radiation, leading to additional warming (Manabe and Wetherald 1975). However, the changes in sea ice are largest in summer, while Arctic near-surface warming trends are largest in winter (Lu and Cai 2009), when shortwave radiative fluxes are small. This discrepancy highlights an additional positive feedback, the high-latitude lapse rate feedback, which is associated with the Arctic’s surface-amplified warming in the cold season (Winton 2006). More generally, the lapse rate feedback describes the effect of vertically nonuniform tropospheric warming on the efficiency of radiative cooling to space.

The surface-amplified warming characteristic of a positive lapse rate feedback arises in the Arctic due to stable stratification of the wintertime boundary layer, which inhibits upward mixing of thermal anomalies away from the surface (Bintanja et al. 2011). Compared to vertically uniform warming, this bottom-heavy structure necessitates larger surface temperature increases to drive the change in outgoing longwave radiation that balances anthropogenic CO₂ forcing (i.e., a positive lapse rate feedback). This situation can be contrasted with the tropics, where deep convection leads CO₂-forced warming to maximize in the upper troposphere, producing more efficient radiative cooling and a negative lapse rate feedback. Therefore, the spatial pattern of lapse rate changes drives Arctic amplification in fully coupled climate models (Pithan and Mauritsen 2014; Stuecker et al. 2018), as well as hemispheric asymmetries in projected polar warming, where the Arctic exhibits greater warming than the Antarctic (Hahn et al. 2020).

Although the physical basis for the positive high-latitude lapse rate feedback is well established, its coupled interactions with other aspects of the climate system remain unclear. From a local perspective, quantifying the warming contribution of the Arctic lapse rate feedback is challenging because of its interdependent relationship with sea ice. Reductions in ice cover during the warm season can lead to a buildup of heat in the newly exposed ocean, delaying freeze-up in fall and winter...
temperature change in a single-column model emphasize the role of CO₂ and water vapor in warming the surface and atmospheric heat transport in warming the mid- and upper troposphere, with compensating behavior by the dry heat transport in the presence of a surface heat source (Henry et al. 2021). Last, it is well established that enhanced atmospheric heat transport is able to produce Arctic amplification in simulations that have meridionally uniform radiative feedbacks (Merlis and Henry 2018; Armour et al. 2019), suppress the ice-albedo feedback (Graversen and Wang 2009), or lack sea ice altogether (Alexeev et al. 2005), although there is some evidence that this response may be due in part to the idealized nature of the simulations (Kim et al. 2018). Attritions of polar amplification are thus represented differently across models of varying complexity and for different attribution methods.

A pressing challenge in climate science is to understand how sea ice and atmospheric circulation interactively set the Arctic’s vertical warming structure during the twenty-first century. Using a statistical causal inference approach, we evaluate coupled relationships and causal pathways between time series of sea ice concentration, Arctic atmospheric temperatures, surface energy fluxes, and meridional heat flux convergence from output of the Community Earth System Model. Although CO₂ forcing is the ultimate driver of Arctic warming, we seek to identify and quantify the proximate causes and mediating pathways between sea ice and heat-transport perturbations and the eventual warming response in a comprehensive model. Such pathways are uncovered using causal network learning algorithms that analyze large numbers of interdependent time series variables at once (Pearl 2000; Spirtes et al. 2000). These novel statistical techniques are just beginning to be applied to the study of Arctic climate (Kretschmer et al. 2016) and their adaptation for geoscience applications is a new and active area of research (Runge et al. 2019). By evaluating the Arctic’s temperature inversion in a fully coupled setting, we account for two-way relationships among the physical processes of interest. This is a crucial feature of our analysis, as sea ice and atmospheric circulation do not control Arctic climate independently; sea ice loss, for instance, can itself drive circulation changes in both the atmosphere (Screen et al. 2018; McGraw et al. 2020) and the ocean (Tomas et al. 2016). Our statistical approach therefore disentangles the atmosphere–ocean–ice interactions underlying the high-latitude lapse rate feedback and Arctic amplification.

2. Methods

a. Climate model output and diagnostics

This study is conducted with output from the Community Earth System Model Large Ensemble (CESM-LE; Kay et al. 2015). The CESM-LE climate change simulation is initialized from an equilibrium preindustrial control state, then subjected to historical greenhouse gas forcing from 1920 to 2005 and projected forcing from 2005 to 2100 using the RCP8.5 climate forcing scenario. For our analyzed climate fields, we utilize output spanning 1986–2100. Over this time period, the CESM-LE simulates 40 ensemble members with the same
underlying physics, but each member’s air temperature fields are given slightly differing initial conditions, providing a tool to assess the role of internal variability in climate change projections. By applying our analysis across ensemble members, we can analyze both the forced climate response, represented by the ensemble mean, and internal variability, represented by the ensemble spread.

Our data-driven, causal inference approach applies time series analysis to the CESM-LE model output, where the variables of interest are simultaneously represented in a large, inclusive network for each ensemble member. Causal network input consists of 10 spatially averaged time series, which track various aspects of the high-latitude climate system. Each variable and its spatial averaging domain are listed in Table 1. Four atmospheric variables are used, two of which represent Arctic temperatures at different altitudes in the troposphere, and two that represent components of meridional energy transport into the high latitudes. Surface energy fluxes and sea ice extent are represented by the remaining six time series variables. In this section, we provide a physical description of each term within the context of the RCP8.5 scenario.

In all ensemble members, the annual-mean Arctic warming response to RCP8.5 forcing is largest below 850 hPa, dictated primarily by changes in the wintertime vertical temperature structure (Fig. 1a). At the end of the twentieth century, the Arctic is characterized by stable stratification in the boundary layer; temperature increases with height throughout the lower portion of the atmosphere in all seasons, with strong inversions occurring in winter (DJF) and spring (MAM). By the end of the twenty-first century, surface-amplified warming fully erodes the boundary layer temperature inversions in fall (SON) and winter (DJF), with winter experiencing the largest change in inversion strength. Hence, to characterize the vertically nonuniform Arctic temperature changes, our causal networks include 850-hPa temperature \(T_{850}\) and inversion strength variables, where inversion strength is estimated as the difference between \(T_{850}\) and near-surface (2 m) temperature.

Changes in remotely sourced heat and moisture into the high latitudes are evaluated using the horizontal convergence of latent and sensible heat fluxes, \(-\nabla \cdot Lqv\) and \(-\nabla \cdot c_p vT\), respectively. At a given pressure \(p\) level, the meridional convergence of zonal mean heat flux is then given by

\[
-\nabla_p \cdot L[\psi] = -\frac{1}{R \cos \phi} \frac{\partial}{\partial \phi} (L[\psi] \cos \phi),
\]

(1)

\[
-\nabla_p \cdot c_p [\psi T] = -\frac{1}{R \cos \phi} \frac{\partial}{\partial \phi} (c_p \psi T \cos \phi),
\]

(2)

where \(L\) is the latent heat of vaporization \((2.51 \times 10^6\; J\; kg^{-1})\), \(c_p\) is the specific heat capacity of air at constant pressure \((1004\; J\; kg^{-1}\; K^{-1})\), \(v\) is meridional wind, \(q\) is specific humidity, \(R\) is Earth’s radius, \(\phi\) is latitude, square brackets denote a zonal mean, and overbars denote a time average. Diagnostic variables \(\psi\) and \(T\) are calculated online during simulation at each model time step (30 min) to take cycloic effects into account, then saved as monthly means. However, analogous transport terms involving geopotential height and zonal wind are not provided for CESM1-LE. Due to this data limitation, we neglect the geopotential energy contribution to dry static energy flux convergence [Eq. (2)], which contributes approximately 29% of the annual mean convergence in the Arctic troposphere (Cardinale et al. 2021). Since we use zonal means in Eqs. (1) and (2), the averaging domain for our two transport terms must be defined in terms of latitude (Table 1). Finally, we neglect the latent heat of freezing for the case of solid precipitation [Eq. (1)], following prior assessments of Arctic latent heat flux convergence in CESM1 (Graversen and Langen 2019).

Climatological, mass-weighted vertical profiles of the two heat flux convergence components, as well as their distinct responses to RCP8.5 forcing, are shown in Figs. 1b and 1c. In the Arctic midtroposphere (800–400 hPa), increases in latent heat flux convergence [Eq. (1)] occur in every season over the twenty-first century, with ensemble-mean changes on the order of 1 W m\(^{-2}\) (Fig. 1b). Sensible heat flux convergence [Eq. (2)] trends are largest between 950 and 600 hPa, with ensemble-mean decreases on the order of 10 W m\(^{-2}\) that are largest in winter and spring (Fig. 1c). The forced changes in latent heat flux convergence are more robust, despite their smaller magnitude, because the forced changes in sensible

<table>
<thead>
<tr>
<th>Variable</th>
<th>Vertical domain</th>
<th>Horizontal domain</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sensible heat flux convergence ((-\nabla_{850} \cdot c_p [\psi T]))</td>
<td>850 hPa</td>
<td>70°–90°N</td>
</tr>
<tr>
<td>Latent heat flux convergence ((-\nabla_{850} \cdot L[\psi]))</td>
<td>500 hPa</td>
<td>70°–90°N</td>
</tr>
<tr>
<td>Boundary layer atmospheric temperature ((T_{850}))</td>
<td>850 hPa</td>
<td>1986–96 annual mean sea ice edge (15% concentration contour)</td>
</tr>
<tr>
<td>Boundary layer inversion strength</td>
<td>(T_{850} - T_{2m})</td>
<td>1986–96 annual mean sea ice edge (15% concentration contour)</td>
</tr>
<tr>
<td>Net all-sky longwave radiative flux ((LW_{net}))</td>
<td>Surface</td>
<td>1986–96 annual mean sea ice edge (15% concentration contour)</td>
</tr>
<tr>
<td>Net all-sky shortwave radiative flux ((SW_{net}))</td>
<td>Surface</td>
<td>1986–96 annual mean sea ice edge (15% concentration contour)</td>
</tr>
<tr>
<td>Shortwave cloud radiative effect ((SWCRE))</td>
<td>Surface</td>
<td>1986–96 annual mean sea ice edge (15% concentration contour)</td>
</tr>
<tr>
<td>Longwave cloud radiative effect ((LWCRE))</td>
<td>Surface</td>
<td>1986–96 annual mean sea ice edge (15% concentration contour)</td>
</tr>
<tr>
<td>Turbulent heat flux</td>
<td>Surface</td>
<td>1986–96 annual mean sea ice edge (15% concentration contour)</td>
</tr>
<tr>
<td>Sea ice extent</td>
<td>Surface</td>
<td>1986–96 annual mean sea ice edge (15% concentration contour)</td>
</tr>
</tbody>
</table>
FIG. 1. The twenty-first-century, RCP8.5-forced change in (a) atmospheric temperature ($T$), (b) zonal-mean latent heat flux convergence ($-\mathbf{v} \cdot L[\mathbf{v}]$), and (c) zonal-mean sensible heat flux convergence ($-\mathbf{v} \cdot c_p[\mathbf{v}]$) in the Community Earth System Model, Large Ensemble (CESM-LE). The leftmost column shows the extratropical zonal-mean, annual-mean difference between the 2090–2100 and 1986–96 climatologies, where color represents the ensemble-mean change, and hatching represents regions where the forced change is insignificant compared to internal variability (two-sided Student’s $t$ test, $p = 0.05$). The remaining columns show the Arctic-average (as defined in Table 1) climatologies in 1986–96 (blue) and 2090–2100 (red) for each season, where the x marks indicate the ensemble mean and shaded envelopes indicate the ensemble spread ($\pm 2\sigma$). In (b) and (c), heat flux convergences are mass-weighted by the pressure thickness ($dp/g$) at each model level (hybrid sigma coordinates).
heat flux convergence lie largely within the internal variability. Taken together, midtroposphere changes reflect a large-scale response to anthropogenic forcing, where latent heat flux convergence follows a strengthened meridional humidity gradient (not shown) and sensible heat flux convergence follows a weakened meridional temperature gradient (Fig. 1a). At lower altitudes, below 800 hPa, decreases in net heat flux convergence suggest an additional influence from local surface conditions. For instance, the atmospheric response to sea ice loss has been connected to enhanced local moisture export from the Arctic (Singh et al. 2017) and equatorward mixing of thermal anomalies over adjacent continents (Deser et al. 2010), consistent with the change from sensible heat flux convergence to divergence in winter under RCP8.5 forcing (Fig. 1c). We aim for our causal networks to evaluate changes in heat and moisture at heights where RCP8.5 trends are largest. The networks therefore employ time series of latent heat flux convergence at 500 hPa and sensible heat flux convergence at 850 hPa. For both components, Arctic heat flux convergence is defined as the average over 70°–90°N, following prior research on atmospheric energy transport in CESM1 (Graversen and Langen 2019).

Sea ice extent is defined in terms of its total Northern Hemisphere surface area, which is calculated as an area-weighted sum of grid cell sea ice concentration. The change in sea ice extent over the twenty-first century is shown in Fig. 2a for the ensemble mean. By 2100, fall (SON) sea ice coverage is completely lost in the Northern Hemisphere (<0.1 million km²) for all ensemble members, while the central Arctic remains ice-covered in the remaining seasons. Spring (MAM) retains the largest sea ice area in 2100 (12.3–14.2 million km²), largely due to slower melt rates relative to summer (JJA) and
winter (DJF). To coherently assess the atmospheric response to sea ice loss, all surface and lower-tropospheric variables are averaged over ocean areas with at least 15% sea ice in the 1986–96 annual mean (black line, Fig. 2). This limitation excludes high-latitude regions that are perennially ice free at the start of the twenty-first century, but includes areas that become seasonally ice free under RCP8.5 forcing (blue regions, Fig. 2a). All regimes within this spatial domain feature an increase in surface heat uptake in summer (JJA; Fig. 2b) and release to the atmosphere in fall and winter (SON and DJF; Fig. 2b). Decreases in inversion strength closely follow the increases in upward surface heat flux (SON and DJF; Fig. 2c), which occur poleward of the climatological ice edge. Significant inversion strength changes thus take place over both regions that are ice-covered (i.e., the central Arctic) and ice-free (i.e., Hudson Bay) by 2100. This spatial pattern of surface and lower-tropospheric changes is robust across ensemble members and across smaller thresholds for defining the ice line (5% and 10%; not shown).

For the causal network inputs listed in Table 1, the surface energy budget is described using five variables. The sum of surface sensible and latent turbulent heat fluxes provides the first surface variable, upward turbulent heat flux. The second and third surface time series represent the shortwave radiation budget: net shortwave radiative flux at the surface and shortwave (SWnet) cloud radiative effect (SWCRE), with the latter quantity calculated as the difference between all-sky and clear-sky net surface shortwave flux. Net longwave surface flux (LWnet) and cloud radiative effect (LWCRE) are calculated similarly to the shortwave variables, where a positive LWCRE is a surface warming tendency, consistent with the climatological effect of Arctic clouds. Throughout this study, all surface energy budget terms are defined as positive down (into the surface).

b. Causal networks

Causal networks are constructed from the 10 aforementioned time series, using a linear application of Pearl’s causal effect theory (Pearl 2013; Runge et al. 2015). To compare the impact of local and remote warming sources simultaneously, we must select a temporal resolution that accommodates both the short (daily) time scale of variability for midtroposphere heat flux convergence, as well as the longer (monthly) time scale of variability for Arctic sea ice extent. We find that averaging daily CESM-LE output into weekly [i.e., quarter-monthly, as in Kretschmer et al. (2016)] time steps best accomplishes this goal. Assessing causal relationships also requires stationary time series input, so we next remove the anthropogenic trend from each variable. The trend is estimated as a second-order polynomial and subtracted from the data, applied separately for each week in the seasonal cycle. Then, each variable is divided by its standard deviation. The resulting time series input consists of weekly standardized anomalies with constant mean and variance, shown in Fig. 3 for a characteristic ensemble member. Temporal periodicity remains present when there are large seasonal differences in the magnitude of anomalies, which is especially apparent in the shortwave surface fluxes (Figs. 3f–g). This seasonality is a key consideration throughout our analysis. In general, anomalies are an order of magnitude smaller than CO2-forced trends over 1986–2100. Sensible heat flux convergence (Fig. 3a) is the one exception to this relationship, as its twenty-first-century trends are smaller than its anomalies. The process of constructing causal networks from these time series occurs in two phases. First, we identify the robust, time-lagged causal relationships between each variable in a CESM ensemble member. Then, we quantify causal effects using a linear vector autoregressive (VAR) model.

Causal links between each variable are identified using the PC-algorithm adapted for time series, named after its creators Peter Spirtes and Clark Glymour (PC-Stable; Spirtes et al. 2000). For each input variable, the algorithm begins by calculating every possible time-lagged linear autocorrelation and cross-correlation over a predetermined time window, or maximum lag (\(t_{\text{max}}\)). The linear lagged correlation measure is defined as

\[
\rho[\text{X}_i(t - \tau), \text{X}_j(t)],
\]

where \(\rho\) is the Pearson correlation coefficient, \(\tau\) is a time lag (weeks), \(X_i(t)\) is one of the 10 input time series variables defined in section 2a, and \(X_i(t - \tau)\) are lagged time series with a potential causal influence on \(X_i(t)\). Contemporaneous links are not considered in this study. The significance of \(\rho\) is assessed with a predefined significance threshold \(\alpha\); if \(\rho\) is found to be insignificant, then we conclude that \(X_i(t - \tau)\) does not cause \(X_i(t)\) and remove it from the set of possible links. We test several values for \(\alpha\) and find that \(\alpha = 0.01\) provides the optimal balance between network simplicity and network connectivity. Our choices for \(t_{\text{max}}\) are discussed in section 3a.

While \(X_i(t - \tau)\) may be unconditionally correlated with \(X_i(t)\), the relationship could be confounded by the influence of another network variable. Therefore, after the initial lagged correlation test, the PC-algorithm tests the remaining significant links a second time, conditioned on the influence of a third process, \(Z_1\):

\[
\rho[\text{X}_i(t - \tau), \text{X}_j(t) | Z_1],
\]

where \(Z_1 \neq X_i(t - \tau)\) is the auto- or cross-link possessing the strongest unconditional correlation with \(X_i(t)\) in Eq. (3). The vertical line in Eq. (3) denotes removing the linear influence of \(Z_1\) from both \(X_i(t - \tau)\) and \(X_i(t)\) and testing the correlation between their residuals. If \(Z_1\) makes the formerly significant link insignificant, the two variables are said to be conditionally independent, and the link is subsequently removed. This process is repeated over \(n\) iterations by adding an increasingly stringent number of conditions, \(Z_2, Z_3, \ldots, Z_n\) to the partial correlation tests until no more links can be removed. The PC-algorithm finishes when it converges to a final set of significant links for each variable, which are subsequently considered the causes of \(X_i(t)\). This designation is based on the causal Markov condition, which states that \(X_i\) is independent of all network variables, except \(X_i\)'s effects, when conditioned on the causes of \(X_i\) (Spirtes et al. 2000). The PC-algorithm thus accounts for all indirect and confounding causal connections.
in the complex network, assuming all relevant variables for the system are included. This assumption, which is usually violated to some degree in practice, emphasizes the importance of the variable selection process, as well as the need for prior physical knowledge about the system in question.

Finally, after uncovering each variable’s causal predictors with the PC-algorithm, we quantify causal effects following Runge et al. (2015), using a VAR model:

\[ X(t) = \sum_{\tau=1}^{\tau_{\text{max}}} \Phi(\tau)X(t-\tau) + \epsilon_t, \]

where \( X \) is a vector of shape \((N, t)\) containing time series for \( N \) variables, \( \Phi \) is a standardized regression coefficient matrix of shape \((N, N, \tau_{\text{max}})\), and \( \epsilon_t \) are independent, identically distributed error terms, which describe the uncorrelated probability distributions of each causal network variable’s anomalies.

Fig. 3. Weekly time series of causal network inputs, standardized and detrended, shown for a characteristic ensemble member in the Community Earth System Model, Large Ensemble (CESM-LE). (a)–(j) The spatially averaged variables defined in Table 1. For each variable, bar plots display the magnitude of ensemble-mean 1σ anomalies and RCP8.5 trends (1986–2100) for each season. Bar plot error bars represent the ensemble spread, calculated as in Fig. 1. Trends in all surface energy budget terms [(c)–(i)] are signed positive down (into the surface). Note that mass weighting is not applied to submonthly heat flux convergences [(a) and (b)], so trends and anomalies are shown in W kg\(^{-1}\). Products \( \bar{w} \) and \( \bar{v}\bar{T} \) are calculated as weekly averages from daily diagnostic output for \( v, q, \) and \( T \) at 850 and 500 hPa.
An individual regression coefficient, or link coefficient, \( \Phi_{i,j}(\tau) \), indicates the expected change in variable \( X_i(t) \) caused by a hypothetical 1r perturbation in \( X_j(t - \tau) \) with all other variables held constant. The term \( \tau_{\text{max}} \) refers to the time domain over which link coefficients are added. The VAR model defined in Eq. (5) bears some resemblance to Green's functions used in prior polar climate studies (Kostov et al. 2017), which quantify a climate variable's response to a hypothetical step-increase in a given forcing. However, Eq. (5) additionally utilizes causal inference to account for coupled interactions modulating the response. For instance, \( \Phi_{i,j}(\tau) = 0 \) unless \( X_j(t - \tau) \) causes \( X_i(t) \), as determined by the PC-algorithm. This key feature of matrix \( \Phi \) frees the VAR model from having to fit negligible parameters, thus allowing it to accommodate a large number of variables. The link coefficient structure in \( \Phi \) also serves as the causal network, tracing pathways between an imposed perturbation to any variable and the expected temperature response. We construct these networks for each CESM ensemble member using Eqs. (3)–(5), and then analyze their structure to understand the causes of the Arctic's changing temperature inversion.

A visual schematic of a causal network, as well as its associated causal effects, is shown in Fig. 4. The total causal effect \( \text{TCE}(\tau) \) of any hypothetical perturbation is calculated by iteratively computing link coefficient matrix products from a causal network \([\Phi] \), given by

\[
\text{TCE}(\tau) = \sum_{s=1}^{\tau_{\text{max}}} \Phi(s) \text{TCE}(\tau - s).
\]

The term \( \text{TCE}_{i,j}(\tau) \) represents the total causal effect of perturbed variable \( [X_i(t - \tau)] \) on a response variable \( [X_j(t)] \). It should be noted that the structures of Eqs. (5) and (6) are similar. Equation (5) is a full description of the causal network, where regression coefficients are calculated from 1 to \( \tau_{\text{max}} \). Equation (6) highlights that causal effects can be calculated for any lag in the network, where each effect is the sum of regression coefficients up to (and only to) that specified time lag. We also use this framework to isolate the portion of a causal effect mediated by an intermediate network variable, defined as \( X_k \). This calculation is accomplished by first setting all link coefficients through \( X_k \) to zero in matrix \( \Phi \) [Eq. (5)], resulting in a modified coefficient matrix \( \Phi^k \). We then repeat the total causal effect calculation [Eq. (6)] with this modified matrix. The difference between the modified and unmodified calculations yields the mediated causal effect, defined as

\[
\text{MCE}^j_{i,k}(\tau) = \text{TCE}_{i,j}(\tau) - \text{TCE}^k_{i,j}(\tau).
\]

where \( \text{MCE}^j_{i,k}(\tau) \) represents the causal effect of \( X_i(t - \tau) \) on \( X_j(t) \) mediated by network variable \( X_k \). Note that \( \text{MCE}^j_{i,k}(\tau) \) is equal to \( \text{TCE}_{i,j}(\tau) \) if \( X_k = X_i \). Relatedly, if \( X_k = X_j \), then \( \text{MCE}^j_{i,k}(\tau) \) indicates the contribution of autocorrelation (memory) in the perturbation of \( X_j \).

![Fig. 4. Schematic of a causal network time series graph, as introduced in Runge et al. (2015).](image)

Causal pathways are defined by the set of all arrows (gray and colored) and are quantified as the regression coefficient matrix of a VAR model \([\Phi] \) with \( N = 3 \) variables \( (X_s, X_r, X_i) \) and \( \tau_{\text{max}} = 3 \) weeks. Curved, colored arrows denote the specific pathways used to quantify the total causal effect of \( X(s-2) \) on \( X(t) \) [\text{TCE}^2_{i,j}(\tau) \text{, Eq. (6)}] and the causal effect mediated by intermediate variable \( X_k \) [\text{MCE}^k_{i,j}(\tau) \text{, Eq. (7)}]. In this example, the link coefficient pathway quantifying \text{MCE} \text{[cd, blue node at } X_i(t-1)] \text{ reduces the magnitude of } \text{TCE} \text{ (ab + cd + be) because the effects are opposite in sign. Many potential causal links are not shown, as they are deemed insignificant by the PC algorithm [Eqs. (3) and (4)] and excluded from the causal network, such as } X_i \text{ causing } X_k \text{ at any lag. Note that the color of affected nodes is constant for each variable (row), as it corresponds to } \text{MCE} \text{ solely for the lag where the perturbation is initiated } (t-2, \text{in this case}).

3. Results

a. The causal effect of enhanced Arctic heat flux convergence and sea ice loss

In our causal networks, we track remote Arctic warming sources by imposing a hypothetical \(+1\sigma\) step increase in 500-hPa Arctic latent heat flux convergence \((-\nabla_{500} \cdot L[\bar{w}])\) and a \(-1\sigma\) step decrease in 850-hPa sensible heat flux convergence \((-\nabla_{850} \cdot c_p[\bar{w}])\), with the sign of the perturbations reflecting twenty-first-century anthropogenic trends (Figs. 1b,c). Similarly, a \(-1\sigma\) step decrease in sea ice extent is used to track the local impact of sea ice loss. The
magnitude of perturbations is equivalent to the annual standard deviation of each detrended time series variable. The total causal effect of each perturbation on 850-hPa Arctic temperature and inversion strength is shown in Fig. 5. To account for the seasonality of Arctic warming, we calculate these causal effects after four separate implementations of the PC-algorithm, where the response variables (850-hPa temperature or inversion strength) are masked to only include data from summer (JJA), fall (SON), winter (DJF), and spring (MAM), respectively, following the approach of Kretschmer et al. (2016). Network regression coefficients are fit for each season using Eqs. (3)–(5). Then, causal effects are calculated at each time lag using Eq. (6). The causal effects analyzed in this section represent the time-lagged linear response of Arctic temperatures to an instantaneous step change in sea ice and/or poleward heat transport. Given the use of detrended time series data, these hypothetical step changes do not describe the transient temperature response to CO2-forced changes. However, they nonetheless offer the advantage of isolating the impact of individual processes on the lower troposphere in a fully coupled setting.

In Fig. 5a, the total causal effect of enhanced latent heat flux convergence $(+1\sigma \cdot V_{500} \cdot L[q])$ is shown at lags of 1–4 weeks $(\tau = 1$ to $\tau_{\text{max}} = 4)$ for each CESM ensemble member, where our choice of $\tau_{\text{max}}$ follows the observed time scale of moist intrusions into the Arctic (Woods et al. 2013). One week following a $+1\sigma$ step increase in latent heat flux...
convergence, the Arctic atmosphere responds by warming at 850 hPa in all seasons (black curves), with the total causal effect \( [TCE_{fl}(1)] \) ranging from 0.077 K in summer to 0.25 K in winter for the ensemble mean. This response then quickly decays in the subsequent three weeks, reflecting the short time scale of the atmospheric perturbation. The initial warming impact at 850 hPa is robust, being detected in all 40 CESM ensemble members. A similarly robust impact on boundary layer inversion strength (green curves) is found in summer, fall, and winter. In summer, the inversion’s response to latent heat flux convergence is similar to the 850-hPa temperature response, which indicates little-to-no warming near the surface. In summer, it is likely that an anomalous downward longwave radiation flux to the surface, associated with the 850-hPa temperature change, goes into sea ice melt rather than warming. This mechanism is further detailed in the following section. In fall and winter, however, the initial \( (\tau = 1) \) positive inversion strength response is weaker than the 850-hPa temperature response. Furthermore, after four weeks \( (\tau = 4) \), the inversion strength response switches from positive to weakly negative in some CESM ensemble members, especially in winter. This change in sign implies that a secondary warming response to latent heat flux convergence appears near the Arctic surface. The near-surface warming response begins weaker than the 850-hPa warming response, but eventually exceeds 850-hPa warming after four weeks. This fall/winter temperature response follows a similar timeline to prior observation-based studies of Arctic moist intrusions (Woods and Caballero 2016): the temperature response is initially slower at the surface than in the troposphere, but the situation eventually reverses. Such related studies have focused strictly on strong, highly localized moist intrusions, which produce surface temperature anomalies up to an order of magnitude larger than the warming tracked by our causal effect networks. The moist transport perturbations in this study are less strictly defined, as our networks track the response to any positive anomaly in Arctic-averaged latent heat flux convergence at 500 hPa. In spring, the inversion strength response to latent heat flux convergence is weak or insignificant (i.e., zero), with causal effects detected in only half of CESM ensemble members.

The total causal effect of weakened sensible heat flux convergence is shown in Fig. 5b \((-1\sigma - \nabla_{850} \cdot c_p^s [17])\) for the same time lags. In all seasons, fewer ensemble members detect a significant causal impact on Arctic temperatures, and the significant causal effects are generally smaller in magnitude and inconsistent in sign. For instance, 11 out of 40 ensemble members detect a wintertime 850-hPa warming response to weakened sensible heat flux convergence, while the remaining ensemble members detect a cooling effect or no effect at all. The causal effect signal is even weaker if sensible heat transport is instead evaluated in the midtroposphere instead of at 850 hPa \((-1\sigma - \nabla_{500} \cdot c_p^s [17])\); see Fig. S1 in the online supplemental material. Sensible heat flux convergence anomalies only cause robust temperature changes when they are evaluated on shorter (daily) time scales, where, with the exception of spring (MAM), decreases in sensible heat flux convergence partially compensate the opposite-signed impacts of a latent heat flux convergence increase (Fig. S2).

Therefore, our networks suggest that Arctic sensible heat flux convergence anomalies have small impacts on lower-tropospheric temperature on submonthly time scales. Instead, temperatures are more sensitive to the latent component (Fig. 5a). This result is somewhat counterintuitive, given the relative magnitudes of climatological heat flux convergences (Figs. 1b,c). However, prior energy budget analyses have suggested that latent energy transport influences Arctic climate more strongly than dry static energy transport (Graversen and Burtu 2016; Yoshimori et al. 2017). The total causal effects shown in Figs. 5a and 5b are consistent with these findings and are robust to tests that use a more equatorward spatial averaging boundary (60°–90°N; Fig. S3). The mechanisms determining the differential warming impacts are explored in section 3b.

We expect a \(-1\sigma\) step decrease in sea ice extent to influence Arctic temperatures over a longer time range compared to the atmospheric perturbations in Figs. 5a and 5b. We therefore calculate the total causal effect of sea ice loss over a longer range of time lags, up to 12 weeks \( (\tau_{max} = 12) \). Since more time elapses between a hypothetical sea ice perturbation and the expected Arctic warming response, causal networks with \( \tau_{max} = 12 \) capture the influence of sea ice loss across seasons. This interseasonal influence is shown with the total causal effects in Fig. 5c. Here, most CESM ensemble members detect causal effects from sea ice loss in the summer-to-fall (JJA \( \rightarrow \) SON) and fall-to-winter (SON \( \rightarrow \) DJF) transitions, demonstrating a link between fall/winter Arctic temperature changes and sea ice loss in the preceding melt season. During these seasonal transitions, the Arctic warming response to sea ice loss peaks 4–6 weeks after the imposed perturbation, where ensemble-mean 850-hPa temperature changes are comparable in magnitude to those caused by enhanced latent heat flux convergence (Fig. 5a). However, the causal effect of sea ice loss at 850 hPa is dwarfed by concurrent decreases in boundary layer inversion strength, with total causal effects at \( \tau = 6 \) ranging from 0.5 to 1.5 K. The inversion strength response indicates a larger warming response to sea ice loss near the surface. Similar results are obtained when testing causal effects at coarser time resolution \( (\tau_{max} = 12 \text{ months}; \text{not shown}) \), where causal effects are largely confined to lags of 1–4 months, consistent with Fig. 5c.

In summary, the perturbations imposed to our causal networks demonstrate that 850-hPa warming is caused by both sea ice loss (Fig. 5c) and enhanced latent heat flux convergence in the Arctic midtroposphere (Fig. 5a). All else being equal, 850-hPa warming increases the strength of the Arctic’s boundary layer temperature inversion. However, these causal effects are outweighed by strong near-surface warming caused primarily by sea ice loss in the melt season, which weakens the temperature inversion in fall and winter. Even though anthropogenic trends are removed from our network time series, the seasonality of the total causal effects in Fig. 5 are similar to the seasonality of surface-amplified warming under RCP8.5 forcing (Fig. 1a). The inversion strength response to \(-1\sigma\) sea ice perturbations is approximately an order of magnitude smaller than the twenty-first-century changes simulated.
in CESM1-LE (Figs. 3d and 5c), but this difference is consistent with sea ice perturbations being similarly small in comparison to projected sea ice loss (Fig. 3). The causal effects therefore suggest that the Arctic vertical warming structure shown in Fig. 1a can be produced by the cumulative impact of seasonal sea ice retreat over many years, until the Arctic becomes ice free. Similarly, projected twenty-first-century increases in midtroposphere latent heat flux convergence are approximately a factor of 5 larger than imposed causal network perturbations (Fig. 3b), implying that the cumulative impact of many moist transport events is a significant driver of Arctic temperature trends at 850 hPa, especially in winter and spring (Figs. 3c and 5a).

Finally, it is important to note that the spatial domain of our causal networks includes both ice-covered and ice-reatt regions at the end of the twenty-first century (Fig. 2a). Accordingly, we additionally explore the extent to which the inversion strength response to sea ice loss is related to weaker inversions over sea ice or to the exposure of newly open ocean. We test the sensitivity of our causal effects to open-ocean exposure by assessing sea ice loss over ice-covered and ice-reatt regimes only (Fig. S4). The sensitivity test shows that weaker inversions do occur over sea ice, and do not require the appearance of open ocean. This result is consistent with related research that found positive Arctic lapse rate feedbacks over both ice-covered and ice-reatt regions across CMIP5 (Boeke et al. 2020).

b. The mediating role of surface energy fluxes

After quantifying the Arctic temperature response to causal network perturbations, we identify which parts of the surface energy budget mediate the temperature response to latent heat flux convergence and sea ice loss, respectively. Examining these causal pathways in greater detail reveals the physical mechanisms connecting atmospheric heat transport and sea ice loss to Arctic warming. For each perturbation introduced in section 3a, we calculate the causal effect mediated by each energy budget term. We use Eq. (7) to identify the key mediating pathways in each causal network at $t_{\text{max}} = 4$ weeks for latent heat flux perturbations (corresponding to Figs. 5a and 6), and at $t_{\text{max}} = 12$ weeks for sea ice loss perturbations (corresponding to Figs. 5c and 7). We focus on the most important mediating pathways, where MCE$_s^i(\tau)$ is non-zero for a majority (>50%) of CESM ensemble members. Then, we visualize the causal pathways in a directed time series graph (right-hand panels of Figs. 6 and 7), which depicts the causal structure for a characteristic ensemble member. Each ensemble member may feature distinct causal pathways that are not seen in other members. Accordingly, the best visual aid is provided by a characteristic causal network that features the most common mediating effects. We limit this analysis to the fall and winter implementations of the PC-algorithm, as these seasons feature robust causal effects from both enhanced latent heat flux convergence (Fig. 5a) and sea ice loss (Fig. 5c). During these seasons, we find that causal effects of each perturbation are mediated by changes in both turbulent and longwave heat fluxes at the surface, while changes in the shortwave energy budget play no significant role.

The variables mediating the 850-hPa temperature response to enhanced latent heat flux convergence are shown in Figs. 6a and 6b and the variables mediating the inversion strength response are shown in Figs. 6c and 6d at a lag of four weeks. As noted in the previous section, the total causal effect of latent heat transport is typically positive (warming) at 850 hPa (gray-shaded row of Fig. 6a) in both fall and winter, while the inversion strength response features both weakly positive (strengthening) and negative (weakening) causal effects across the CESM ensemble (gray-shaded row of Fig. 6c). The total response in each temperature variable is explained by the mediating impact of progressive changes in the surface longwave radiative flux and sea ice extent. Initially, both $T_{850}$ and inversion strength feature a direct, positive response to $-\nabla_{850} \cdot \mathbf{LW}$, which is damped by the negative autocorrelation (memory) of the atmospheric perturbation in subsequent weeks (Figs. 6b,d). Therefore, the total effect in gray shading (row 3, Fig. 6a) can be regarded as the direct impact of latent heat flux convergence on $T_{850}$, minus the negative impacts of autocorrelation (row 2, Fig. 6a) and the mediating effect of LW$_{\text{net}}$ (row 4, Fig. 6a). In Figs. 6c and 6d, the initial strengthening of the inversion is also accompanied by a reduction of net longwave cooling at the surface. The decrease in longwave cooling then causes sea ice to melt, in turn weakening the inversion (Fig. 6d) through near-surface warming. Consequently, after 4 weeks, near-surface warming exceeds 850-hPa warming in a majority of CESM ensemble members, and inversion strength has decreased below its initial value (Fig. 6c).

The magnitude of the indirect causal effect on inversion strength varies by season. The distribution of mediated causal effects of sea ice loss on inversion strength features larger (more negative) values in winter than in fall (cf. green and orange distributions in Fig. 6c). In other words, the total causal effect of enhanced latent heat flux convergence produces more greatly weakened temperature inversions in winter than in fall. This result suggests that latent heat transport activates a local water vapor feedback, whereby moisture increases longwave opacity in the Arctic atmosphere, warms the surface, and melts sea ice. This water vapor greenhouse effect characterizes both the reduction in net longwave surface cooling and the resultant sea ice loss seen in Fig. 6d. A minority of ensemble members additionally detect a mediating role for longwave cloud radiative effect in the causal pathways (row 7, Figs. 6a,c; effects not shown), which may represent the transition from a “radiatively clear” to a “cloudy opaque” state in the Arctic boundary layer following a moist intrusion event [as previously highlighted in Stramler et al. (2011) and Yoshimori et al. (2017)].

Using the same visual representation, Fig. 7 highlights the surface energy fluxes that mediate the Arctic temperature response to a sea ice perturbation ($-1\sigma$) in the summer-to-fall and fall-to-winter transitions, at a lag of 12 weeks. As expected, the sea ice perturbation features large, positive autocorrelation compared to the transport perturbation in Fig. 6, and the effects are sustained through the entirety of
the time domain in the causal networks. In the first week following a $-1\sigma$ perturbation, sea ice loss causes an increase in surface longwave cloud radiative effect ($\text{LW}_{\text{CRE}}$) and upward turbulent heat fluxes ($t-11$; Fig. 7b), which then mediate the eventual 850-hPa temperature response. After six weeks, these two primary mediating effects are supplemented by small changes in net longwave surface cooling and midtroposphere latent heat flux convergence (not shown). The latter

\[ \mathbf{V}_{500} \cdot L[\mathbf{vq}] \ (t-4) \rightarrow T_{850} (t) \]

\[ \mathbf{V}_{500} \cdot L[\mathbf{vq}] \ (t-4) \rightarrow \text{Inversion Strength} (t) \]

**Fig. 6.** Causal pathways mediating the response of 850-hPa (a),(b) Arctic temperature $T_{850}$ and (c),(d) inversion strength to an imposed $+1\sigma$ step increase in 500-hPa Arctic latent heat flux convergence ($-\mathbf{V}_{500} \cdot L[\mathbf{vq}]$) at a lag of four weeks. Here (a) and (c) show the distribution of mediated causal effects in fall (SON) and winter (DJF) using violin plots, where white circles indicate a median, whiskers indicate an interquartile range, and colors indicate a probability distribution function, calculated as a nonparametric kernel density estimate. Mediated causal effects are only shown if they are nonzero in a majority (>50%) of CESM ensemble members. Note that causal effects mediated by $T_{850}$ and inversion strength [gray-shaded rows in (a) and (c)] are equivalent to the total causal effects shown in Fig. 5a at $t_{\text{max}} = 4$ weeks. Panels (b) and (d) illustrate mediating causal pathways in a time series graph for CESM ensemble member 12 in fall.
The cloud and turbulent heat flux changes typically facilitate a warming response at 850 hPa, but the ensemble-mean response is weaker in the summer-to-fall transition, where a small subset of ensemble members feature weak cooling instead (orange distribution, Fig. 7a). Hence, the sign and magnitude of the 850-hPa temperature response is strongly linked to the seasonal mediated causal effects. The seasonal difference is particularly strong for the longwave cloud radiative effect, which tends to produce more 850-hPa cooling in the summer-to-fall transition and more 850-hPa warming in the fall-to-winter transition. However, clouds still facilitate summer-to-fall warming in some CESM ensemble members, as is the case for the example in Fig. 7b.

The weakened boundary layer inversion response to sea ice loss (Figs. 7c,d) is shaped by the same surface energy flux changes as the 850-hPa temperature response (Figs. 7a,b), but in a different manner. In both the summer-to-fall and fall-to-winter transitions, enhanced turbulent heat fluxes and longwave cloud radiative effect serve to counteract the negative total causal effect on inversion strength (Fig. 7c). In other words, the increase in upward surface energy fluxes that accompany sea ice loss reduce the weakening of the
temperature inversion. This mediating effect is accomplished by facilitating heat transfer from the near-surface to 850 hPa, consistent with the RCP8.5-forced changes in surface heat flux shown in Figs. 2b and 3i. The radiative impact of clouds also appears to reduce the surface-amplified warming response to sea ice loss, despite seasonal differences in the sign and magnitude of their impact at 850 hPa (Fig. 7a). In the following section, we attribute these seasonal differences to the vertical structure of cloud properties and associated changes in atmospheric heating rates.

### c. Characteristics of CO2-forced reduction in boundary layer stability

Our causal networks reveal that Arctic boundary layer inversions are weakened because of their sensitivity to sea ice perturbations in the melt season, which promote surface-amplified warming (Figs. 5c and 7c). However, the magnitude of the impact also depends on associated increases in longwave cloud radiative effect and turbulent heat fluxes, which preferentially warm 850 hPa, rather than the surface, in many CESM ensemble members (Figs. 7a,b). For the final component of our analysis, we contextualize this result by investigating the CO2-forced response of the Arctic lower troposphere over the course of the CESM climate change simulation. This examination provides insight into the vertical extent of the atmospheric response to a step-decrease in sea ice extent, as well as its relationship to the seasonal reductions in boundary layer stability illustrated in Fig. 1a.

First, we investigate how increases in longwave cloud radiative effect could counteract the weakening inversion due to sea ice loss (Fig. 7c) while at the same time facilitating seasonally dependent temperature responses at 850 hPa (Fig. 7a). Since increases in the longwave cloud radiative effect imply enhanced downward longwave surface radiation, additional mechanisms must be considered to explain these peculiar mediating effects. Figure 8 shows projected changes in cloud altitude and total water content averaged over the Arctic Ocean. These variables are particularly useful for resolving the ambiguity because they are the primary contributors to positive longwave cloud feedbacks (Zelinka et al. 2012). In CESM-LE, the altitude of maximum Arctic Ocean cloud coverage shifts upward during fall and winter (Fig. 8a). In the same seasons, cloud water content increases throughout the lower and midtroposphere, with the largest increases in water content (10 g m⁻²) occurring near 850 hPa (Fig. 8b). These connections are supported by reanalysis products and satellite observations in marginal sea ice zones during Arctic fall, where a deepened atmospheric boundary layer permits upward shifts in both cloud coverage and relative humidity (Schweiger et al. 2008). Cloud changes are also reflected in the changing vertical structure of atmospheric heating rates over the twenty-first century, which features increased evaporative cooling near the Arctic surface and increased condensational heating near 850 hPa (Fig. 9a, blue curves). We find that variability in LWCRE is strongly correlated with 850-hPa condensational heating over sea ice regions, especially in fall ($r > 0.6$) and winter ($r > 0.8$; not shown). This correlation suggests that the near-surface warming impact of sea ice–driven LWCRE increases is outweighed by concurrent increases in condensational heating at the cloud deck height (Fig. 8). Indeed, 850-hPa condensational heating experiences larger forced changes than longwave cooling rates (Fig. 9a, brown curves), which are likely associated with Arctic cloud emissivity (Curry et al. 1996; Turner et al. 2018). The RCP8.5 changes thus provide a physically plausible explanation for how an increase in LWCRE may be associated with a reduced weakening of the inversion (Figs. 7c,d). We note that cloud properties and heating rates are not included in our causal networks, which prevents them from distinguishing cloud-driven longwave cooling (weakening inversion strength) from cloud-driven condensational heating (increasing inversion strength). However, the vertical profiles in Figs. 8 and 9 suggest condensational heating as the dominant mechanism.

Changes in evaporation and condensation are primarily compensated by the vertical diffusion of turbulent heat fluxes (Fig. 9a, green curves), consistent with the mediated causal effects shown in Fig. 7. Enhanced vertical diffusion near the Arctic surface corresponds to enhanced upward turbulent heat fluxes (Figs. 2b, 3i, and 7c,d), accomplishing an upward transfer of heat away from the Arctic surface. Notably, no season features changes in shortwave heating rates (Fig. 9a, orange curves). The constant shortwave atmospheric heating over the twenty-first century is consistent with the minimal cloud changes seen in summer and spring (Fig. 8), as well as our causal networks, which show that shortwave processes do not mediate the atmospheric temperature response to enhanced latent heat flux convergence (Fig. 6) or sea ice loss (Fig. 7).

The sum of these four atmospheric heating rate changes is displayed in Fig. 9b. Not surprisingly, seasons with the largest, most vertically extensive increases in net vertical heating rate are the same seasons featuring changes in boundary layer inversion strength (Fig. 1a). Winter features the largest twenty-first-century decrease in boundary layer inversion strength and the largest increase in lower tropospheric net vertical heating rate. Similar, smaller changes are seen in spring and fall. In summer, twenty-first-century Arctic warming is vertically uniform, and Fig. 9b shows negligible changes in the net heating rate. This relationship implies that when climatological temperature inversions are eroded, especially in winter, near-surface warming anomalies can be mixed upward through a larger depth of the troposphere.

### 4. Summary and discussion

We use causal effect networks from a fully coupled climate change simulation to quantify the Arctic’s temperature sensitivity to 1σ perturbations in sea ice extent and midtropospheric atmospheric heat flux convergence. First, we show that each warming source drives distinct changes in lower-tropospheric temperatures during fall and winter. In the weeks following a step-increase in latent heat flux convergence, the Arctic lower troposphere adjusts toward more uniform warming with small net changes in boundary layer inversion strength. By contrast, sea ice loss in the melt season leads to
surface-amplified warming in fall and winter, which weakens the climatological temperature inversion. Boundary layer stability is maintained during spring and summer, which feature relatively less warming in response to sea ice loss. Taken together, these causal effects imply that, of our two proposed drivers, local sea ice loss is more important in setting the magnitude of the high-latitude lapse rate feedback. These results do not define an ultimate primary cause of Arctic-amplified warming, but rather characterize the proximate causes of $T_{850}$ and inversion strength changes. It is ambiguous to define any variable in our causal networks as an independent control on the surface energy budget. For instance, a downward longwave radiation perturbation (associated with CO$_2$ forcing) could cause sea ice loss and subsequent Arctic surface warming, but downward longwave radiation is itself tightly coupled to surface temperature (Vargas Zeppetello et al. 2019).

Despite this challenge, our analyses are nonetheless able to provide a robust description of how various process interactively set the Arctic vertical warming structure.

After quantifying the total causal effect of local and remote perturbations, we examine how the net Arctic warming response is mediated by changes in the surface energy budget. On multiweek time scales, we find that midtropospheric latent heat flux convergence is able to warm the Arctic surface by reducing longwave surface cooling. This indirect warming pathway, characteristic of a local water vapor feedback, is comparable to the more immediate 850-hPa temperature response, leading to only small inversion changes in fall and winter (Fig. 10), consistent with prior observation-based research on Arctic moist intrusions (Woods et al. 2013; Woods and Caballero 2016). The mediating impact of surface changes also demonstrates that moist transport can drive...
Arctic surface warming without lapse rate changes, even if the causal effect of sea ice perturbations dominates on longer time scales. A similar role for fast atmospheric processes has been demonstrated in recent CMIP5 experiments, where transport-driven Arctic amplification emerges before sea ice loss as a rapid response to instantaneous CO$_2$ quadrupling (Previdi et al. 2020). In observations and reanalyses, the fast processes are characterized by synoptic-scale atmospheric variability in Arctic moisture fluxes, which includes Rossby wave breaking and atmospheric blocking (Papritz 2020), atmospheric rivers (Baggett et al. 2016), and cyclone activity (Dufour et al. 2016).

During both fall and winter, we find that the atmospheric response to sea ice loss is facilitated by an increase in upward turbulent heat fluxes and cloud-driven condensational heating, with the vertical extent of atmospheric heating maximizing in winter; the large wintertime decreases in inversion strength are consistent with a higher cloud deck and a more extensive vertical diffusion of turbulent heat fluxes. Indeed, both observations and models have demonstrated that the cloud response to sea ice loss is regime dependent, with lower tropospheric stability controlling the altitude of the cloud deck (Barton et al. 2012). This regime dependence is also evident in the minimal cloud changes in summer, when high static stability is maintained throughout the twenty-first century. As noted in prior studies, Arctic cloud coverage and longwave optical depth can increase over newly open water if there is sufficient thermal coupling between the surface and the overlying atmosphere (Kay and Gettelman 2009; Morrison et al. 2019). As boundary layer inversions erode under anthropogenic forcing, we expect this thermal coupling will increase.

Fig. 9. The twenty-first-century, RCP8.5-forced change in vertical heating rates associated with longwave radiative cooling (LW; brown), shortwave radiative heating (SW; orange), condensational heating (COND; blue), and the vertical diffusion of turbulent heat fluxes (DIFF; green) in the Community Earth System Model, Large Ensemble (CESM-LE). Changes are calculated as the difference between the 2090–2100 and 1986–96 climatologies and are shown for (a) individual heating rates and (b) their sum (black). The CESM ensemble average and ensemble spread are separated for each season and displayed as in Fig. 8.
studies have suggested that reduced boundary layer inversion strength will slow the rate of Arctic warming in the future; as climatological stable stratification weakens, the high-latitude lapse rate feedback may become less positive (Bintanja et al. 2011, 2012). More recent research has argued that, because the polar atmosphere is in radiative-adveective equilibrium (Cronin and Jansen 2016), lapse rate changes are dependent on the type of perturbation and may be influenced by surface-based processes (Boeke et al. 2020; Feldl et al. 2020), CO₂ and water vapor increases (Henry et al. 2021), and poleward atmospheric heat transport (Feldl et al. 2017b; Henry et al. 2021; Hahn et al. 2020). While our results indicate the predominance of local warming sources (i.e., sea ice loss), the atmosphere and cryosphere exhibit different time scales of variability. Future work will seek to integrate the causal effect of step-changes in climate drivers to predict the Arctic temperature response to transient forcings. Causal network analysis offers a flexible methodology for uncovering such relationships in any set of time series, observed or simulated, without the need for targeted modeling experiments. We encourage their continued use for understanding the future evolution of climate change in the twenty-first century.
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