The Evolving Role of External Forcing in North Atlantic SST Variability over the Last Millennium
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Abstract: Atlantic multidecadal variability (AMV) impacts temperature, precipitation, and extreme events on both sides of the Atlantic Ocean basin. Previous studies with climate models have suggested that when external radiative forcing is held constant, the large-scale ocean and atmosphere circulation are associated with sea surface temperature (SST) anomalies that have similar characteristics to the observed AMV. However, there is an active debate as to whether these internal fluctuations driven by coupled atmosphere–ocean variability remain influential to the AMV on multidecadal time scales in our modern, anthropogenically forced climate. Here we provide evidence from multiple large ensembles of climate models, paleoreconstructions, and instrumental observations of a growing role for external forcing in the AMV. Prior to 1850, external forcing, primarily from volcanoes, explains about one-third of AMV variance. Between 1850 and 1950, there is a transitional period, where external forcing explains one-half of AMV variance, but volcanic forcing only accounts for about 10% of that. After 1950, external forcing explains three-quarters of AMV variance. That is, the role for external forcing in the AMV grows as the variations in external forcing grow, even if the forcing is from different sources. When forcing is relatively stable, as in earlier modeling studies, a higher percentage of AMV variations are internally generated.
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1. Introduction

Our modern interest in Atlantic Ocean multidecadal sea surface temperature (SST) variability was born in the 1980s of an urgent need to explain the causes of severe droughts and associated famines in the Sahel (Folland et al. 1986, 1991; Hastenrath 1984; Lamb 1978; Lough 1986). Over the last three-plus decades, research shows that in addition to Sahel rainfall, Atlantic SSTs covary with North American and Brazilian precipitation (Enfield et al. 2001; Knight et al. 2006; Ruprich-Robert et al. 2017; Sutton and Hodson 2005). Atlantic hurricanes (Goldenberg et al. 2001), and European temperatures (Sutton and Hodson 2005). The outsized impact of this SST variability earned it a name: Atlantic multidecadal variability (AMV). Successful prediction of these impacts requires that we identify and quantify the contributors to the AMV [as in Qin et al. (2020)].

Zhang et al. (2019)’s recent review on the link between the Atlantic meridional overturning circulation (AMOC) and the AMV articulates the case for the ocean circulation. The basic argument, which has roots in Bjerknes (1964), states that multidecadal changes in Atlantic SSTs are a result of changes in the ocean thermohaline circulation. In contrast, interannual variations in Atlantic SSTs are the result of wind-driven changes in turbulent heat fluxes. Gulev et al. (2013) use the sign of the relationship between observed turbulent heat fluxes and observed SSTs to argue that ocean heat convergence drive SST changes at multidecadal time scales, whereas winds drive SSTs on interannual time scales, although Cane et al. (2017) illustrate the difficulty in inferring causality in low-pass-filtered data. Given the limited length of the observed AMOC record, climate models are a key method to build understanding. For example, in preindustrial control runs of climate models, Delworth et al. (2017) show that an interactive ocean model is required to reproduce observed relationships between climate indices in the North Atlantic. Kim et al. (2020) built on this work with their own experiments in a coupled model, showing that a North Atlantic Oscillation (NAO)-like heat flux anomaly imposed in the Labrador Sea can create SST patterns that looks like the AMV via changes in the thermohaline circulation (and atmospheric teleconnections).

The same Zhang et al. (2019) review paper recognizes the possibility that multidecadal Atlantic SST variability may not be caused by AMOC (Zhang et al. 2019). A series of recent papers compiles evidence that external radiative forcing plays fundamental role in the phasing and magnitude of the modern AMV (e.g., Bellomo et al. 2018; Bellucci et al. 2017; Birkel et al. 2018; Booth et al. 2012; Mann et al. 2020, 2021; Murphy et al. 2017, 2021; Otterå et al. 2010; Undorf et al. 2018; Watanabe and Tatebe 2019). For example, Murphy et al. (2021) use paired ensembles of a single climate model to show that an interactive ocean model, and therefore AMOC, are not necessary to reproduce the timing of the AMV after about 1930. Conversely, the inclusion of greenhouse gases and industrial aerosols seems necessary to produce the correct timing of the AMV index, in climate models (Booth et al.
2012; Undorf et al. 2018; Watanabe and Tatebe 2019). Prior to about 1950, in both models and observations, volcanic eruptions coincide with phase changes of the AMV (Otterå et al. 2010; Birkel et al. 2018). The Zhang et al. review criticized this hypothesis by noting, generally, that 1) these papers typically use only one climate model, which may have incorrect or incomplete ocean physics, 2) external forcing explains a small, fixed amount of AMV variance throughout the last millennium, and 3) climate models produce too little internally generated variability.

As for the twentieth century, there is also considerable debate over the AMV’s link to either ocean currents or external forcing over the last millennium. Mjell et al. (2016) show that their reconstruction of Iceland Scotland Overflow Water (ISOW) speed is coherent with both marine and terrestrial proxy reconstructions of the AMV. That is, the AMV is associated with variations in part of the overturning ocean circulation. Mjell et al. (2016) show that ISOW speed lags the AMV by up to two decades. This reconstruction and a similar proxy for ISOW speed produce at least intermittent negative correlations with the NAO, which is related to North Atlantic SSTs (Boessenkool et al. 2007; McCarthy et al. 2015; Delworth et al. 2017). O’Reilly et al. (2019) show an in-phase relationship between the integral of an early instrumental record of the NAO and three AMV reconstructions, on multidecadal time scales. The authors interpret this as evidence for an ocean-driven AMV, following evidence in McCarthy et al. (2015) of a link between the integrated NAO and AMV in modern observations. Of course, establishing causal relationships between proxy records is difficult and may be impeded by errors in dating (Hu et al. 2017), or due to the diverse nature of AMV proxies, which include tree rings, corals, scleractinian corals, sponges, speleothems, and land and ocean sediments—all of which may record different climatological phenomena through different proxy mechanisms (Waite et al. 2020).

Proxy records and climate models also offer evidence that the AMV responds to natural changes in external forcing over the last millennium. Analyses of terrestrial proxy records show that there is a linear relationship between external forcing and the AMV (Knudsen et al. 2014; O’Reilly et al. 2019). In one proxy reconstruction, external forcing explains up to 30% of North Atlantic SST variance (J. Wang et al. 2017). These and other proxy records show coherence with both solar and volcanic forcing (Otterå et al. 2010; Schmitt et al. 2020; Waite et al. 2020). Comparison of these records with climate models adds evidence that preindustrial AMV cold events coincide with volcanic eruptions (Waite et al. 2020). Without variable volcanic forcing, climate models do not produce an AMV index with the enhanced low-frequency variability seen in observations (Otto-Bliesner et al. 2016; Mann et al. 2021).

Given the evidence presented above, it seems likely that both internal atmosphere–ocean variability and external radiative forcing contribute to the AMV over the last millennium, and through present-day. We seek to understand the relative contributions of both internal variability and external forcing to the AMV. Here, we apply six state-of-the-art ensembles of climate models, modern observational products, and four paleoclimate records to build that understanding. We apply this large amount of data across such a long time period to address the concern that the role of forcing in the AMV may be model dependent and/or fixed at preindustrial levels with a small amount of explained variance (Zhang et al. 2019). Overall, we find that external forcing grows from explaining about 30% of AMV variance prior to 1950 to explaining 77% of AMV variance after 1950. This coincides with the sources of external forcing evolving from primarily natural to primarily anthropogenic. When forcing is large and variable, the AMV is primarily externally forced; when forcing is stable there is a larger role for internal variability. We use this large collection of climate model simulations and observations to further argue against the criticism that models produce too little internal variability, and instead we argue that the ratio of the forced signal to internal noise in SST in models is likely too small relative to observations (Smith et al. 2019; Klavans et al. 2021).

2. Methods

a. Models

To aid understanding of the AMV in the post-1850 period, we use output from the six models in the Multimodel Large Ensemble Archive (MMLEA) that contained the required output at the time of writing (Deser et al. 2020). Of those six models, two were initialized in 1850 (CSIRO Mk3.0 and MPI-ESM-LR), two were initialized in 1920 (GFDL CM3 and NCAR CESM-LE), and two were initialized in 1950 (CCCma CanESM2 and GFDL-ESM2M). In total, we consider ∼30000 model years of output across 271 ensemble members. We use the start of each run through the end of 2005, where all models experience a similar time history of external forcing (Schmidt et al. 2011). We place additional emphasis on 1950–2005, the time period common to all six ensembles. The postwar period has the added advantage of higher quality observational data. For this time period, we also construct a multimodel large ensemble of all 271 ensemble members. A brief summary of the models we use here is in Table 1. More details can be found in Deser et al. (2020) or on the website for MMLEA (http://www.cesm.ucar.edu/projects/community-projects/MMLEA/).

To reach farther back into time, we also consider the CESM Last Millennium Ensemble (CESM-LME; Otto-Bliesner et al. 2016). These simulations use the same version of CESM as CESM-LM, although at a coarser resolution in the atmosphere and land components (∼2° × 2° instead of 1° × 1°). All runs considered in this paper begin in 850 and extend to 2005. A total of 13 members of this ensemble experience the best estimates of all historical external forcings over the entire period, which we call “all-forcings.”

We do not consider any model years beyond 2005 in this analysis because the CESM-LME only extends through the end of 2005. Including the scenario-forced portion of the MMLEA models provides results that are qualitatively consistent with the results we present below. If anything, the growth of external forcing between 2006 and 2021 strengthens our arguments.
Table 1. Description of the large ensembles from the MMLEA and CESM-LME used in this study [Deser et al. (2020); individual ensembles are from Jeffrey et al. (2013), Kay et al. (2015), Rodgers et al. (2015), Kirchmeier-Young et al. (2017), Sun et al. (2018), Maher et al. (2019), and Otto-Bliesner et al. (2016)]. Hawkins et al. (2016) established the “method of initialization” dichotomy. “Micro” initialization refers to those runs that begin from the same climate state with minute (round-off level) prescribed differences in the atmosphere alone. “Macro” initialization means that each ensemble member begins from a different climate state; this climate state does not necessarily correspond to observations. Details on downloading model output are available from MMLEA online (http://www.cesm.ucar.edu/projects/community-projects/MMLEA/). Note that the ensemble size appears to be larger than on the MMLEA website because we do not use the projection portions of CESM, allowing us to use an additional member.

<table>
<thead>
<tr>
<th>Institution</th>
<th>Model</th>
<th>Start year</th>
<th>Horizontal resolution (atmosphere/ocean)</th>
<th>Method of initialization</th>
<th>No. of members</th>
</tr>
</thead>
<tbody>
<tr>
<td>National Center for Atmospheric Research (NCAR)</td>
<td>Community Earth System Model, version 1 (CESM)</td>
<td>1920</td>
<td>∼1.3° × 0.9°/nominal 1.0°</td>
<td>Micro</td>
<td>41</td>
</tr>
<tr>
<td>Geophysical Fluid Dynamics Laboratory (GFDL)</td>
<td>Climate Model, version 3 (CM3)</td>
<td>1920</td>
<td>∼2.0° × 2.5°/∼1.0° × 0.9°</td>
<td>Micro</td>
<td>20</td>
</tr>
<tr>
<td>GFDL</td>
<td>Earth System Model with MOM, version 4 component (ESM2M)</td>
<td>1950</td>
<td>∼2.0° × 2.5°/∼1.0° × 0.9°</td>
<td>Macro</td>
<td>30</td>
</tr>
<tr>
<td>Canadian Centre for Climate Modelling and Analysis (CCMa)</td>
<td>Second Generation Canadian Earth System Model (CanESM2)</td>
<td>1950</td>
<td>∼2.8° × 2.8°/∼1.4° × 0.9°</td>
<td>Macro and micro</td>
<td>50</td>
</tr>
<tr>
<td>Commonwealth Scientific and Industrial Research Organisation (CSIRO)</td>
<td>Mark 3.0 (Mk3.0)</td>
<td>1850</td>
<td>∼1.9° × 1.9°/∼1.9° × 1.0°</td>
<td>Macro</td>
<td>30</td>
</tr>
<tr>
<td>Max Planck Institute for Meteorology (MPI)</td>
<td>Earth System Model, low resolution (ESM-LR)</td>
<td>1850</td>
<td>∼1.9° × 1.9°/nominal 1.5°</td>
<td>Macro</td>
<td>100</td>
</tr>
<tr>
<td>NCAR</td>
<td>CESM1 Last Millennium Ensemble</td>
<td>850</td>
<td>∼2° × 2°/nominal 1.0°</td>
<td>Micro</td>
<td>13</td>
</tr>
</tbody>
</table>

In addition, this millennium ensemble contains five “single-forcing” small ensembles in which each forcing can be evaluated separately. In these ensembles, greenhouse gases (3 members), land-use change (3 members), orbital (3 members), volcanic (5 members), and solar (4 members) forcing are individually allowed to vary while all other forcings are held constant at 850 levels.

To study the influence of volcanic forcing on the AMV, we follow Otto-Bliesner et al. (2016) in partitioning CESM-LME into those runs that experience volcanic forcing (i.e., all forcings and the volcanic single-forcing ensemble) and those that to not (all other single forcing runs). For convenience we call these new ensembles “Volc” and “NoVolc,” respectively. The ensemble mean AMV of the 18 member Volc ensemble can roughly be interpreted as the volcanically forced AMV, especially prior to the industrial revolution. Conversely, the ensemble mean of the 13 member NoVolc ensemble can be roughly be interpreted as the AMV index from a counterfactual world without volcanic eruptions. More details on CESM-LME can be found in Otto-Bliesner et al. (2016) or online (https://www.cesm.ucar.edu/projects/community-projects/MMLEA/).

Last, we consider a long preindustrial control run of CESM1 for comparison with CESM-LME. In this run, all forcings are held constant at 1850 levels (Kay et al. 2015).

b. Indices

For the AMV index, we use the 10-yr low-pass-filtered, linearly de-trended, spatially weighted average SST anomalies over the Atlantic (0°–60°N, 80°W–0°; Enfield et al. 2001). Anomalous SST is calculated by subtracting the monthly climatology and then averaging over the annual cycle. We subdivide the Atlantic into midlatitude (40°–60°N, 80°W–0°) and tropical (0°–20°N, 80°W–0°) regional indices that we call AMVmid and AMVtrop, respectively. When we de-trend a subsection of a model run, we de-trend over only that subsection. To ensure results are not an artifact of de-trending, we also consider the North Atlantic SST (NASST) index, which is the low-pass-filtered, spatially weighted average SST over the AMV region. The NASST index is not de-trended. Our time series of the response to all external forcings is taken to be the ensemble mean AMV index from the CESM-LME all-forcings runs. Likewise, the response to volcanic forcing is taken to be the ensemble mean AMV index from the CESM-LME “Volc” ensemble.

c. Observations and observational products

To calculate our instrumentally observed AMV index, we use the Extended Reconstructed Sea Surface Temperature, version 5.1 (ERSSTv5), dataset at 2° × 2° resolution for 1854–2005 (Huang et al. 2017).

d. Proxy records and reconstructions

We analyze four relatively recent reconstructions of the AMV, three of which allow for direct comparison with O’Reilly et al. (2019). Gray et al. (2004) reconstructed the AMV from 1567 to 1990 based on a network of 12 tree-ring records from around the Atlantic basin. In total, 9 of the 12 records were from Europe or the Middle East and 3 were from the southeastern United States. Mann et al. (2009) reconstructed global SSTs from a multiproxy network composed of tree-ring, ice core, coral, sediment, and other records. They take an area average in
the Atlantic to produce an AMV index from 1650 to 1980. Some overlapping terrestrial records were used in the more recent J. Wang et al. (2017) reconstruction of the AMV index. This reconstruction captures summertime Atlantic variability from 800 to 2010, which is similar to the annual average. Last, we include a single sclerosponge proxy record from the Bahamas that extends from 1385 to 1993 (Waite et al. 2020). External forcing is known to be a contributor to both the J. Wang et al. (2017) and Waite et al. (2020) records.

3. Results

a. Variations in the modern AMV are externally forced in multiple large ensembles

In the second half of the twentieth century, external forcing can explain a majority of the time history of the AMV. On average, the ensemble mean AMV index explains 40%, 39%, or 83% of the observed AMV variance for those ensembles initialized in 1850, 1920, or 1950, respectively (Fig. 1a). All models, regardless of when they are initialized, explain a larger amount of variance between 1950 and 2005 than in any other time period (the average over all 6 MMLEA single-model ensembles and the LME is 79%), suggesting a dominant role for external forcing. When we use all models to create a multimodel ensemble mean (weighting each of the 271 members equally), we find that this new ensemble mean explains 77% of the observed variance. The growing role for external forcing over the 19th and 20th centuries appears with or without linear de-trending. On average the ensemble mean NASST index (not de-trended) explains 44%, 45%, and 84% of the observed NASST variance for those ensembles initialized in 1850, 1920, or 1950, respectively. Like for the AMV,
the ensemble mean NASST in all models explains more variance in the second half of the twentieth century than for any other time period (multimodel average: 81%). The ensemble mean of all individual ensemble members explains 82% of the observed variance. The growing role we identify for external forcing in the twentieth century is consistent with prior work that shows a similar metric in CMIP5 models and CESM-LENS (Murphy et al. 2017, 2021).

After 1950, external forcing contributes consistently in the midlatitude and tropical Atlantic as well. Previous work suggests different mechanisms contribute to the AMV in each of these regions (e.g., Buckley et al. 2012, 2014). We find that, for both the AMV$_{MID}$ and the AMV$_{TROP}$, external forcing explains more of the observed variance (Figs. 1b,c). Over the 1950–2005 period, on average across all seven single-model ensembles, external forcing explains 74% and 72% of the AMV$_{mid}$ and AMV$_{trop}$ variance, respectively. For the same time period, the external forcing in the multimodel large ensemble explains 80% of the observed AMV$_{mid}$ variance and 70% of the observed AMV$_{trop}$ variance. This stands in contrast to time periods that include the late 19th and early twentieth century. For the years 1850–2005, the ensemble mean only explains 28% of observed AMV$_{MID}$ and 44% of observed AMV$_{TROP}$ variance. For the years 1920–2005, the ensemble mean only explains 24% of observed AMV$_{MID}$ and 47% of observed AMV$_{TROP}$ variance. We therefore suggest that in the late twentieth century, external forcing contributes to the AMV signal in all parts of the North Atlantic. As with the whole-basin AMV index, there is a smaller role for external forcing prior to 1950. Further, external forcing in the pre-1950 midlatitudes is less influential than in the pre-1950 tropics.

External forcing increases AMV variance at low frequencies and the influence of forcing is more prevalent later in the twentieth century. Murphy et al. (2017) shows that historically forced CMIP5 climate models have higher AMV variance than preindustrial control runs of the same models. In one model, Bellomo et al. (2018) show how forcing influences the AMV at the lowest resolvable frequencies by comparing the spectra of the AMV index with the spectra of the unforced component of the AMV index. We expand this analysis and find similar results, particularly in those MMLEA models initialized in the twentieth century (Fig. 2). The separation between the total AMV index and the unforced AMV index indicates a role for external forcing at those frequencies. The two models initialized in 1850 (MPI-ESM-LR and CSIRO Mk3.0; Figs. 2a,b) show less separation between the spectra, indicating that for this time period the AMV has a large internal component. For those four models initialized later in the twentieth century, with the possible exception of GFDL-ESM2M, a separation between the two spectra begins to emerge at periods longer than 10–20 years (Figs. 2c–f). This again suggests that as we move farther into the twentieth century, the influence of external forcing on the AMV magnitude grows.

The outsized role for external forcing and sources of that forcing are discernable in paleorecords of the AMV. As described above, we evaluate four paleorecords of the AMV, all of which are positively correlated with instrumental observations after 1850 (Fig. 3a). Like in Fig. 1, there are high correlations between the MMLEA ensemble mean and each record of the AMV (not shown). We evaluate the sources of this forcing using the CESM Last Millennium Ensemble and its associated single forcing runs (see Methods). In both the CESM-LME Volc and No Volc ensembles, the ensemble mean is better correlated with the Waite et al. Wang et al. and Gray et al. records than all individual ensemble members (Fig. 3b). That is, both volcanic and non-volcanic forcings contribute to the AMV. But, looking closer, most of the correlation between the Volc ensemble mean and observations are driven by the all-forcings ensemble. For example, the Volc ensemble mean explains 66% of the ERSSST AMV variance between 1854 and 2005. Removing the three volcanic-only runs from this ensemble only reduces the variance explained to 62%. From 1854 to 1950, the Volc ensemble explains 48% of ERSSST variance with the volcanic-only runs included and 39% without. After 1950, the Volc ensemble explains 78% of ERSSST variance with the volcanic-only runs included and 82% without. We find similar patterns in the paleoreconstructions. The Waite et al. record shows the strongest influence of volcanic variability, although this may be due to the site of the sclerosponge proxy. In general, we find that volcanic forcing does not explain the phasing of the post 1950 AMV. Volcanic forcing does offer a 9% marginal improvement in our ability to explain the 1854–1950 AMV. Proxies and instrumental observations yield similar results, therefore building trust that the paleorecords can be helpful in examining the role and sources of external forcing in the pre-1850 AMV.

b. Forced variations in the pre-1850 AMV in one model and proxy records

Previous studies have unearthed signals from both solar and volcanic variability in proxy records of Atlantic SST (e.g., Mann et al. 2021; O’Reilly et al. 2019; Schmitt et al. 2020; Waite et al. 2020; J. Wang et al. 2017). Here, we confirm previous findings that there is a role for volcanic forcing in the pre-1850 AMV in CESM-LME using different metrics. As expected, no two proxy records are exactly alike (Fig. 4a). Over the period for which we have data from all records (1650–1980), all combinations of proxy AMV time series are statistically significantly positively correlated, except for the Waite et al. and Mann et al. records (Table 2). We note that the Waite et al. record is from a single sclerosponge, whereas the other records include information from multiple records. When we consider only the period prior to 1850 for which we have data from all four records, all combinations of proxy AMV time series are significantly positively correlated, except for the Wang et al. and Mann et al. records. The Wang et al. record is from a single sclerosponge, whereas the other records include information from multiple records. When we consider only the period prior to 1850 for which we have data from all four records (1650–1849), the correlations between the records decrease. We note that this is outside the calibration period for all three proxy reconstructions. Here, only the Wang et al. record is statistically significantly positively correlated with the Gray et al. and Mann et al. records (Table 3). To capture the variability common to all four of these records during the 1650–1849 time period we also report on the first principal component (PC) of these time series. The Volc ensemble mean has positive significant correlations at the 95% level with all four proxy datasets and their first PC.
(r = 0.54; p < 0.01), in contrast to the unforced (control) simulation. Like in J. Wang et al. (2017), volcanic forcing explains about 30% of the 1650–1849 AMV variance. We reenforce their finding that volcanic forcing is an important influence on the SST in this pre-instrumental period (see also Otterå et al. 2010). We note that the earlier portions of the Wang et al. and Waite et al. records do not have as high a correlation with the Volc ensemble (not shown). The No Volc ensemble mean correlation is less than or equal to zero in all four records and first PC (r = −0.30; p < 0.01). This negative correlation does not preclude the possibility that the non-volcanic forcings have a detectable influence in this period. Overall, the results indicate that volcanic aerosols are a major forcing of the AMV over this time period.
Volcanic forcing has a stronger influence on the pre-1850 AMV than on the post-1850 AMV. We follow Swingedouw et al. (2017) and O’Reilly et al. (2019) in applying a “superposed epoch analysis” to the CESM-LME (Fig. 5). We differ from those two previous studies in dividing our time series into pre and post-1850 sections. Prior to 1850, we find an average $2.18 \pm 0.01$ response in the AMV index in the first full year after a large volcanic eruption (Fig. 5a). This basinwide response lingers for nearly a decade (Fig. 5b). Conversely, after 1850 there is not a statistically significant AMV response to the 10 largest eruptions after one year (Fig. 5c). Interestingly, the SST response to volcanic forcing after 1850 is spatially heterogeneous, with local maxima in cooling in the subpolar gyre and eastern Atlantic (Fig. 5d). There is even a warm response near the equator. However, the spatial variations in this response appear to be attributable to the greenhouse warming signal. Volcanic forcing induces a spatially homogeneous response in linearly de-trended SSTs after 1850 (Fig. 5e), more like pre-1850. Overall, we conclude that in the pre-1850 period, volcanic eruptions strongly influence SST (Robock 2000) and that volcanic influence lingers for nearly a decade. But, as in Fig. 4, the influence of volcanoes wanes as we move into the twentieth century.

There is a larger influence of volcanic forcing on SST prior to 1850 because there were larger eruptions over this longer time period. We arrive at this parsimonious result by comparing the column mass of volcanic aerosols in CESM-LME with the 10-yr integrated temperature response (Fig. 6). Predictably, the largest eruptions are those that impose durable SST responses on the Atlantic. To date, those eruptions only occurred prior to the twentieth century. We also test the

<table>
<thead>
<tr>
<th>TABLE 2. Correlations between low-pass-filtered proxy records over the period common to all records (1650–1980). Asterisks represent statistical significance at the 95% level.</th>
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<td>Waite</td>
</tr>
<tr>
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</tr>
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FIG. 3. The role of volcanic forcing in the post-1850 AMV: (a) time series of four proxy records of the AMV (colored lines) and observational product (black line), along with (b) correlations between the AMV reconstructions/observations and the ensembles with and without volcanic forcing (triangles and circles, respectively). Correlations between data and individual ensemble members are shown with open symbols; correlations between data and ensemble means are shown with filled symbols. For comparison, we also include bootstrapped correlations from a long preindustrial control run of CESM (crosses).

FIG. 4. The role of volcanic forcing in the pre-1850 AMV: (a) time series of four proxy records of the AMV for 1650–1849 (colored lines) and the first principal component (PC1) of these time series (black line), along with (b) correlations between the AMV reconstructions and the ensembles with and without volcanic forcing (triangles and circles, respectively). Correlations between data and individual ensemble members are shown with open symbols; correlations between data and ensemble means are shown with filled symbols. For comparison, we also include bootstrapped correlations from a long preindustrial control run of CESM (crosses).
Table 3. Correlations between low-pass-filtered proxy records over the period common to all records before 1850 (1650–1849). Asterisks represent statistical significance at the 95% level.

<table>
<thead>
<tr>
<th></th>
<th>Waite</th>
<th>Wang</th>
<th>Gray</th>
<th>Mann</th>
</tr>
</thead>
<tbody>
<tr>
<td>Waite</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Wang</td>
<td>0.099</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Gray</td>
<td>0.097</td>
<td>0.308$^*$</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Mann</td>
<td>−0.131</td>
<td>0.523$^*$</td>
<td>0.110</td>
<td>—</td>
</tr>
</tbody>
</table>

The possibility that volcanic forcing is less efficacious in a more polluted, modern atmosphere (similar to Shindell et al. 2001). We find that when we pick eruptions in the 850–1849 period that are of similar size to those observed over the post-1850 period the SST response matches that of the modern period ($−0.23°C; p = 0.26$; Figs. 5f,g). That is, these smaller eruptions fail to elicit a statistically significant SST response, even in a less polluted atmosphere. This also points toward the pithy conclusion that large eruptions are better at altering the AMV. Last, we find no evidence that “clusters” of consecutive eruptions can together force large changes in the AMV (not shown). Again, this suggests that volcanic activity has induced changes in the AMV in the past and implies that future large volcanic eruptions will drive future changes in the AMV.

If we could predict these future volcanic eruptions, we would enhance our ability to predict the AMV [relative to the AMV’s ability to predict itself, i.e., persistence as modeled by Eq. (1) below]. To quantify the volcanic influence on AMV predictability, we evaluate the same data within the context of Granger causality. Following McGraw and Barnes (2018), we first create two regression models:

$$AMV = b_1AMV_{t-1} + b_2AMV_{t-2} + \cdots + b_nAMV_{t-n} + e$$

(1)

$$AMV = c_0 + c_1Volc_{t-1} + c_2Volc_{t-2} + \cdots + c_nVolc_{t-n} + e$$

(2)

where $b$ is a coefficient on the lagged AMV, $c$ is a coefficient on the lagged time history of volcanic forcing, $t$ is the time at lag 0, and $e$ is the error term. We determine the number of lags $n$ as the model with the minimum Akaike information criterion value (Mosedale et al. 2006; McGraw and Barnes 2018). (We also choose the number of lags using the Bayesian information criterion to similar effect.) We determine if volcanic forcing Granger causes the AMV if it meets two criteria:

1) At least one value of $c$ is statistically significant by a two-sided $t$ test.
2) The $F$ statistic is greater than the critical value for that model.

We first apply this test to the “all forcings” CESM-LME. The analysis above suggests we ought to find that volcanic forcing influences the AMV prior to 1850, but not afterward. We find that in the pre-1850 period volcanic forcing Granger causes the AMV in all 13 members of CESM-LME. After 1850, volcanic forcing only Granger causes the AMV in 4 out of 13 members (30%). We find similar results for the AMVmid and AMVTrop. Volcanic forcing Granger causes the AMV in all 13 members in both regions prior to 1850. After 1850, volcanic forcing only Granger causes the AMV in 1 of 13 and 8 of 13 members in the AMVmid and AMVTrop, respectively. Overall, this test has confirmed our priors. Volcanic forcing generally Granger causes the AMV prior to 1850, but volcanic forcing rarely Granger causes the AMV after 1850.

We next test our proxy records via the same analysis. Both the Waite et al. and Wang et al. records meet the two criteria to claim that volcanic eruptions Granger cause the AMV prior to 1850 (either for the common period, 1659–1849, or for the full length of the record prior to 1850). This does not rule out the possibility that nonvolcanic forcings are also contributing to the AMV in the Waite et al. and/or Wang et al. records (as mentioned above; Fig. 4). Conversely, none of the proxy records produce a Granger causal relationship between volcanic forcing and the AMV after 1850. We interpret this as additional evidence that large eruptions (like those occurring prior to 1850) help to explain the AMV and that small eruptions (like most of those occurring after 1850) do not explain the forced component of the AMV.

4. Discussion

In this paper, we show that external forcing helps guide the AMV over the last millennium and takes a leading role in the AMV after 1950. Our main conclusions are straightforward:

1) When changes in external radiative forcing are large, the AMV responds to those changes in external forcing. More granularly, when there are large volcanic eruptions, volcanism paces the AMV. When greenhouse gases and aerosol forcing is large, anthropogenic forcing guides the AMV.

2) When external radiative forcing is nearly stable, there is room for internally generated variability to dominate.

In the last millennium, the largest explosive volcanic eruptions occurred prior to 1850. Climate models and proxy records show a consistent low-frequency Atlantic SST response to these large eruptions (Waite et al. 2020; Mann et al. 2021). In the periods between these large eruptions, the AMV may have a meaningful internally generated component (forcing only explains about one-third of AMV variance). In the industrial era, volcanoes have been relatively quiet, abdicating their leading role in forcing the AMV. Between 1850 and 1950, there is a role for external forcing in the AMV, including a waning role for volcanic forcing, but it is not the sole explanatory variable. This 100-yr window may be a good time period to study internal mechanisms for the AMV in instrumental observations. After 1950, anthropogenic forcing asserts its dominance on both global climate and the AMV. Above we estimate that external forcing explains 77%–79% of the observed variance in the post-1950 AMV.
index. This is consistent with the results of Bellomo et al. (2018), Otto-Bliesner et al. (2016), and Waite et al. (2020). Bellomo et al. (2018) uses single forcing runs from the CESM-LME to show that greenhouse gas forcing and anthropogenic aerosols are the key causes of the forced component of the AMV (see also Booth et al. 2012; Murphy et al. 2017, 2021). We similarly find that volcanic forcing has a negligible influence on the AMV after 1950. The externally forced signal may be particularly visible in the Atlantic because of the history of fossil-fuel-burning industry (e.g., Booth et al. 2012), because there is less internally generated noise in the Atlantic than in the Pacific Ocean (Bellomo et al. 2018), or because forcing excites an internal mode of variability unique to the Atlantic (Swingedouw et al. 2017).

Prior to 1950, there are periods of time when external forcing does not explain the majority of AMV variance. Our analysis leaves three possible explanations for the remaining variance:

1) Observations of the AMV are less precise farther back in time. Differences in timing between the AMV in climate models and older instrumental records or proxy observations may be a result of observational errors.
2) Reconstructions of external forcing from proxy records is also less precise farther back in time. Climate models may not be responding to the true time series of external forcing.

3) There is more room for internal variability in the AMV to be dominant prior to the strong anthropogenic forcing post-1950 and between large volcanic eruptions. In CESM-LME, total variance appears to be the linear combination of internally generated and externally forced variability (Waite et al. 2020, their Table S3.1). Therefore, as forcing is reduced, the ratio of forced to total AMV variance nonlinearly decreases.

Our results differ from some previous interpretations of the drivers of the AMV by placing an emphasis on external forcing. In the next three paragraphs we suggest three structural differences between our study and previous work that argue for a larger role for internal variability: 1) the definition of the AMV index, 2) omitted variable bias, and 3) the “signal-to-noise paradox” in climate models.

Several previous studies used alternative definitions of the AMV index. We consider the whole-basin SST anomaly both with and without its trend. These indices, which do not exclude external forcing, are the ones most often used in studies of impacts of the AMV (e.g., Enfield et al. 2001; Trenberth and Shea 2006; Klavans et al. 2020). Other studies deliberately exclude the externally forced component of the index. Ting et al. (2009) do so via signal-to-noise maximizing empirical orthogonal function (see also Ting et al. 2014). Yan et al. (2019) do so by privileging information about the ocean circulation. Different definitions of the AMV yield different projections of the AMV in the future (e.g., Frajka-Williams et al. 2017). Better understanding of which indices best explain observed impacts may be useful to clarify the literature.

Prior workers may have inadvertently introduced statistical bias into their results by excluding the externally forced component of the AMV. For example, O’Reilly et al. (2019) identified a high correlation between the integrated NAO index and the AMV over the last several centuries. They interpret the integrated NAO index to be a representation of the large-scale ocean circulation (following McCarthy et al. 2015). Of course, the NAO itself may also have a meaningful externally forced component (Klavans et al. 2021). O’Reilly et al. [2019; their Eq. (2)] formalizes their model of the AMV as follows:

\[ \text{AMV}(t) \propto \int_0^t \text{NAO}(t') \, dt'. \]  

In the appendix, we show that the high correlations reported from this model are exaggerated by omitted variable bias, which arises by omitting the possibility of external forcing directly influencing both the SST and the NAO.

Recent publications offer contradictory criticisms of the signal-to-noise ratio produced by climate models. These models are accused of both 1) generating an overexuberant forced signal, relative to internal variability (e.g., X. Wang et al. 2017, Kravtsov 2017; Kim et al. 2018a; Sato et al. 2018; Toll et al. 2019 Chylek et al. 2020), and 2) underrepresenting the
“predictable signal” relative to unpredictable noise (i.e., the “signal-to-noise paradox”; Scaife and Smith 2018; Smith et al. 2019). In ensembles of CMIP5 models, this predictable signal is not only associated with model initialization and thus likely also related to the external forcing (Scaife and Smith 2018; Borchert et al. 2021; Klavans et al. 2021; Zhang et al. 2021). If the forced signal is too weak, that can explain the discrepancy in amplitude between the observed AMV index and the ensemble mean index in CMIP5 models (Murphy et al. 2017; Kim et al. 2018b). In the context of our results, we suggest that if the signal-to-noise ratio in climate models could be corrected, the separation between the total and unforced spectra in Fig. 2 would be more dramatic and that fewer ensemble members will be required to capture the forced component of the AMV. While we continue to unravel the signal-to-noise paradox, large ensembles can help us to understand and predict the AMV as they have helped us to understand other components of North Atlantic climate variability (e.g., Borchert et al. 2021; Menary et al. 2020).

Overall, our results read as a synthesis of the role of external forcing in the AMV. In constructing this synthesis, we hope that we have rejoined some of the outstanding critiques of this hypothesis [as reviewed by Zhang et al. (2019)]. To reprise, we group the collective criticism into three categories: 1) prior studies typically use only one climate model, which may have incorrect or incomplete ocean physics or initial states, 2) external forcing explains a small, fixed amount of AMV variance throughout the last millennium, and 3) climate models produce too little internally generated variability. To address the first point, we find a large role for external forcing after 1950 in six large ensembles of uninitialized climate models (Figs. 1 and 2). For the post-1950 time period, this clearly rebuts the statement that “hindcasts with prescribed changes in external radiative forcings but no initialization in ocean states are not able to predict the observed AMV” (Zhang et al. 2019). Second, the other paleorecords agree with J. Wang et al. (2017) that external forcing explains about one-third of preindustrial AMV variance. However, we show that the forced component of the AMV explains more variance over time, as anthropogenic forcing grows (see Fig. 1). Third, we suggest that an ensemble mean AMV that is highly correlated with observations but too weak in amplitude is consistent with the signal-to-noise paradox (Fig. 2; Murphy et al. 2017; Scaife and Smith 2018). We hope that by addressing some of these gaps in the literature, we can move toward building a fuller understanding of how AMOC and external forcing may interact in a highly forced environment.
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APPENDIX

Omitted Variable Bias and the AMV

In section 3c we asserted that the model in O’Reilly et al. (2019) suffers from omitted variable bias by not explicitly including external forcing. They correlate the integral of an early instrumental NAO index with three of the four AMV proxies we consider here. [The Waite et al. record was published after O’Reilly et al. (2019)]. They find that the Wang et al. proxy AMV is well correlated with the integrated NAO over the period 1659–1999 (r = 0.65). The Mann et al. and Gray et al. records are also positively correlated, but with a smaller magnitude (r = 0.51 for both). We reproduce the model from O’Reilly et al. (2019) in Eq. (3) and again here:

$$\text{AMV}(t) = \beta_1 \int_0^t \text{NAO}(t') \, dt', \quad (A1)$$

where $\beta_1$ is a constant of proportionality, $t = 0$ is the initial time of the NAO time series, and $\text{AMV}(t = 0)$ is ignored. This relation may also be taken as a linear regression:

$$\text{AMV}(t) = \beta_1 \int_0^t \text{NAO}(t') \, dt' + u, \quad (A2)$$

where $\beta_1$ is the regression coefficient on the integrated NAO and $u$ is the error term. In this model, any potential role for external forcing is confined to the error term, $u$ or through an indirect influence on the NAO. Therefore, we consider a second model that explicitly represents the integral of external forcing:

$$\text{AMV}(t) = \beta_1 \int_0^t \text{NAO}(t') \, dt' + \beta_2 \int_0^t F(t') \, dt' + v, \quad (A3)$$

where $\beta_2$ is the regression coefficient on external forcing, $F$ is a time series of external radiative forcing, and $v$ is our new error term. O’Reilly et al. (2019) also show that there is an externally forced component to the NAO [their Fig. 8; in agreement with Klavans et al. (2021)]. Both this paper and O’Reilly et al. (2019) also show external forcing influences the AMV. These implies that $\beta_2 \neq 0$ and $\text{cov}(F, u) \neq 0$. The conditional mean zero assumption therefore fails; the ordinary least squares estimate will be biased. Further, because we know the relationships between forcing
and the NAO and forcing and the AMV are both positive, the estimate of $\beta_1$ has a positive bias.

We illustrate the omitted variable bias by calculating regression models with [Eq. (A3)] and without [Eq. (A2)] forcing. We estimate the time series of integrated external forcing $F(t)$ as the ensemble mean AMV from CESM-LME; that should average out internal forcing and leave only the forcing common to all ensemble members. For the NAO index, we follow O’Reilly et al. (2019)’s method to calculate an NAO index from an early instrumental record of sea level pressure (Luterbacher et al. 2002). In the NAO-only model in Eq. (A2), regressing on the Wang et al. AMV record gives $\beta_1 = 0.60$ ($p = 0.94$). When we include integrated external forcing [Eq. (A3)], the estimate of the regression coefficient decreases to 0.46 ($p = 0.88$) and the only remaining statistically significant period is in the mid-twentieth century. The regression coefficients for the NAO from all other proxies also decrease when we go from Eq. (A2) to Eq. (A3).
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