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ABSTRACT: The dependence of future regional sea level changes on ocean model resolution is investigated based on Max Planck Institute Earth System Model (MPI-ESM) simulations with varying spatial resolution, ranging from low resolution (LR), high resolution (HR), to eddy-rich (ER) resolution. Each run was driven by the shared socioeconomic pathway (SSP) 5-8.5 (fossil-fueled development) forcing. For each run the dynamic sea level (DSL) changes are evaluated by comparing the time mean of the SSP5-8.5 climate change scenario for the years 2080–99 to the time mean of the historical simulation for the years 1995–2014. Respective results indicate that each run reproduces previously identified large-scale DSL change patterns. However, substantial sensitivity of the projected DSL changes can be found on a regional to local scale with respect to model resolution. In comparison to models with parameterized eddies (HR and LR), enhanced sea level changes are found in the North Atlantic subtropical region, the Kuroshio region, and the Arctic Ocean in the model version capturing mesoscale processes (ER). Smaller yet still significant sea level changes can be found in the Southern Ocean and the North Atlantic subpolar region. These sea level changes are associated with changes in the regional circulation. Our study suggests that low-resolution sea level projections should be interpreted with care in regions where major differences are revealed here, particularly in eddy active regions such as the Kuroshio, Antarctic Circumpolar Current, Gulf Stream, and East Australian Current.

SIGNIFICANCE STATEMENT: Sea level change is expected to be more realistic when mesoscale processes are explicitly resolved in climate models. However, century-long simulations with eddy-resolving models are computationally expensive. Therefore, current sea level projections are based on climate models in which ocean eddies are parameterized. The representation of sea level by these models considerably differs from actual observations, particularly in the eddy-rich regions such as the Southern Ocean and the western boundary currents, implying erroneous ocean circulation that affects the sea level projections. Taking this into account, we review the sea level change pattern in a climate model with featuring an eddy-rich ocean model and compare the results to state-of-the-art coarser-resolution versions of the same model. We found substantial DSL differences in the global ocean between the different resolutions. Relatively small-scale ocean eddies can hence have profound large-scale effects on the projected sea level which may affect our understanding of future sea level change as well as the planning of future investments to adapt to climate change around the world.
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1. Introduction

Rising sea levels are among the largest threats of anthropogenic global warming to society, with far-reaching consequences for many coastal and island populations around the globe (Church et al. 2011; Fox-Kemper et al. 2021). Our understanding of the global mean sea level trends has improved significantly over the past decades based on coordinated modeling efforts, such as the Coupled Model Intercomparison Project (CMIP) and the analysis of past observations (e.g., Church et al. 2013a). However, a quantitative understanding of processes that lead to regional to local-scale sea level changes is still pending, which affects the ability to accurately forecast future coastal changes (Church et al. 2013a). Although the quantitative budget of the global sea level rise is understood, insufficient data hampers the understanding on regional and coastal scale, which makes improving modeling efforts essential for closing the gaps.

Physically, regional to local-scale sea level change is a global problem as it depends on processes taking place locally as well as remotely. As such, it is directly or indirectly affected by all components of the climate system as well as contributions originating from the solid Earth such as vertical seafloor movement or changes in gravity (Stammer et al. 2013). However, the relative contribution of individual processes or forcing components to the regional or local sea level changes is strongly dependent on the spatial and temporal scales under consideration and might also change under global warming conditions.

In this context a caveat of previous CMIP projections is that underlying climate models are of relatively low spatial
resolution, thereby intrinsically excluding the impact of resolved ocean eddies on the solution. To what extent existing sea level projections are thus biased toward large-scale climate mode responses as opposed to regional dynamical balances remains therefore to be understood, making it difficult to provide quantitative information about future sea level projections in specific regions, such as coastlines. This situation now gradually changes as climate projections from eddy-resolving models are becoming available accounting for the dynamical processes associated with boundary or coastal current dynamics, which are important for accurate small-scale sea level change information (e.g., van Westen et al. 2020; van Westen and Dijkstra 2021; Li et al. 2022). Given these new opportunities, it is now timely to test previous CMIP sea level change projections against novel eddy-rich climate projections.

Against this background, the aim of this paper is to provide an understanding of the sensitivity of CMIP type sea level projections to model resolution and, thus, to define an uncertainty level in CMIP previous projections resulting from the lack of small-scale processes and eddy mechanisms. Specifically, we aim to quantify differences in the resulting sea level projections obtained under shared socioeconomic pathway (SSP) 5-8.5 forcing (O’Neill et al. 2017) with respect to lower-resolution simulations using a hierarchy of spatial resolutions. The respective work will be based on the eddy-rich Max Planck Institute Earth System Model (MPI-ESM-ER) experiments (Gutjahr et al. 2019), which have been performed as part of the CMIP6-endorsed HighResMIP (Haarsma et al. 2016). At the same time, we aim to identify causes for those changes in terms of mechanisms, which can result from differences in the ocean dynamics and differences in the air–sea exchange of heat, freshwater, or momentum. Geographically, our work focuses on the North Atlantic, the North Pacific, and the Southern Ocean, where large-scale effects from mesoscale eddies can be expected, given the presence of strong and eddy-rich western boundary currents.

The structure of the remaining paper is as follows: Section 2 describes the model and the evaluation methods used. Common characteristics of sea level change in the models are described in detail in section 3. In section 4, we compare the ocean model projection in each basin. We conclude and summarize with section 5.

2. Materials and methods

a. Climate model simulations with MPI-ESM

Our study is based on climate projections obtained with the MPI-ESM1.2 and performed under the protocol of the CMIP phase 6 (CMIP6; Eyring et al. 2016). The MPI-ESM is a fully coupled climate model, using ECHAM6 (Stevens et al. 2013) for the atmosphere and MPIOM (Jungclaus et al. 2013) for the ocean. Details on the CMIP6 version in comparison with its predecessor can be found in Mauritsen et al. (2019). Our study considers three versions of the same model configuration, including the low-resolution (LR), high-resolution (HR), and eddy-rich (ER) models, all driven by the SSP5-8.5 (fossil-fueled development) (O’Neill et al. 2017) forcing. From each model simulation monthly mean fields are available. Configurations for all experiments evaluated here are summarized in Table 1.

The coupled control simulations were initialized and forced following the CMIP6 protocol for HR and LR. The reference year for the preindustrial control simulation (piControl) is 1850, and it is conducted under conditions that have been selected to be typical of the time before the start of large-scale industrialization. A control simulation typically begins after an initial spinup phase, during which the climate system reaches a state close to an equilibrium (Eyring et al. 2016). For ER, the coupled control simulation was however initialized following the CMIP6-HighResMIP protocol (Haarsma et al. 2016). The ER control run was initialized after 30 years of spinup initialized from the averaged state of the Met Office Hadley Centre EN4 observational dataset from 1950 to 1954 (Good et al. 2013) for the ocean and ER atmospheric state (Gutjahr et al. 2019). The length of control run is 1000 years for LR, 500 years for HR, and 200 years for ER.

The low-resolution version of MPI-ESM (MPI-ESM-LR) approximately has a 1.9° horizontal resolution for the atmosphere (spectral truncation at T63; 210 km at the equator; 192 × 96 longitude/latitude) and 47 hybrid sigma pressure level extending to a 0.01 hPa top level. The ocean component...
has a bipolar 1.5° horizontal resolution (GRi.1.5; approximately 150 km near the equator; 256 × 220 longitude/latitude) and 40 vertical levels with layer thickness ranging from 12 m near the surface to several hundred meters at depth. The horizontal grid spacing varies from 185 km in the tropical Pacific to 22 km around Greenland. The poles of the ocean model are over Greenland and Antarctica (coast of the Weddell Sea). The LR version cannot capture mesoscale ocean processes and dynamics (for more details, Mauritsen et al. 2019).

The high-resolution configuration, MPI-ESM-HR (Müller et al. 2018), uses a 0.9° horizontal resolution (T127; 384 × 192 longitude/latitude) for the atmosphere, which is approximately 100 km around the equator. HR has a relatively highly resolved stratosphere extending to a 0.01 hPa top level with 95 vertical levels (L95). A tripod grid 0.4° horizontal resolution (TP04; 802 × 404 longitude/latitude) is used for the ocean component. Two poles are placed in the Northern Hemisphere over central Asia (Siberia) and Canada, providing quasi-homogeneous resolution of a approximately 40 km in the Arctic Ocean. In the Southern Hemisphere, grid distances decrease with increasing latitude. South of the Antarctic Circumpolar Current (ACC) at around 60°S the resolution is 20 km. HR comprises 40 unevenly spaced vertical levels, allocating 20 levels within the upper 700 m. HR is permitting eddies in the tropics but not resolving the Rossby radius in the higher latitudes. Even though HR fails to resolve the Rossby radius length scales, key for the representation of boundary currents and fronts, it still can capture reasonable eddy-like structures (see Jungclaus et al. 2013; Müller et al. 2018).

The eddy–McWilliams (GM) parameterization (Gent and McWilliams 1990) of mesoscale eddies is used in LR and HR. The GM coefficients in HR and LR are constant and quite small. They are scaled with the grid spacing. The GM parameterization decreases linearly with increasing resolution, and a value of 250 m s⁻² was chosen for a grid cell that is 400 km wide (Gutjahr et al. 2019).

The eddy-rich MPI-ESM-ER (Gutjahr et al. 2019) has the same T127/L95 atmospheric component as HR. However, the horizontal resolution of the ocean component is on a tripod 6-min (TP6M) horizontal grid (approximately 0.1° or 10 km) in both latitude and longitude, and has 80 vertical levels. ER has three poles over North America, Russia, and Antarctica. In the eddy-rich-resolution model simulations, the GM parameterization for mesoscale eddies is disabled, and eddy effects are resolved according to the ratio of the first baroclinic deformation radius to the horizontal grid spacing. Eddies are not resolved at higher latitudes and over shallow/shelf regions. The grid resolution is smaller south of 50°S (Table 1; for more details, check Mauritsen et al. 2019; Putrasahan et al. 2021). The ER model has nominal horizontal resolution of ~10 km which means that the large-scale (order of 1000 km) and oceanic mesoscale eddies (order of 10 and larger) are resolved almost everywhere; however, the ocean submesoscale eddies are typically less than 10 km are not included in the ER simulation. In addition, the air–sea interactions from processes such as mesoscale storms are not resolved by the atmospheric component of ER model.

As part of our analysis, we compare results from all model version described above under the SSP5-8.5 climate forcing scenario covering 2080–99, to their historical simulations during 1995–2014. In all cases we consider ensemble means using all available members, which are 10 members in LR, 2 in HR, and 3 in ER to minimize the impact of climate variability. Prior to analyzing the model output, we interpolated it onto the same grid of 1° horizontal resolution. As the development of ER was computationally expensive, it has not been tuned and spun up according to the standard of HR and LR (Mauritsen et al. 2019). Therefore, the linear trend obtained from the only member of the control run was removed from the historical and scenario data. While we focus mostly on effects of ocean resolution, we note that LR features also considerably lower resolution in the atmosphere. Therefore, we put particular emphasis in the discussion on changes we diagnose in the ER configuration, which was run with the same atmosphere as the HR model.

### b. Analyzing model output

This study considers the dynamic sea level (DSL), which is defined as the mean sea level above the geoid due to ocean dynamics (Gregory et al. 2019):

\[
\xi = \eta - \eta'.
\]

Here \( \xi \) is the variable “zos” according to the CMIP terminology (Griffies et al. 2016), \( \eta \), which is named “sterodynamic sea level,” is the sea surface height relative to a reference geopotential surface, and \( \eta' \) denotes a global mean (Gregory et al. 2019). Hence, DSL change (\( \Delta \xi \)) should have a zero global mean by definition. We therefore subtracted the global mean from each input field.

As we are interested in future sea level change, our work focuses on the dynamic sea level change (\( \Delta \xi \)) pattern, which is calculated from the difference between the DSL change in SSP5-8.5 forcing scenario (\( \Delta \eta_p \)) relative to the DSL change in the historical simulation (\( \Delta \eta_h \)):

\[
\Delta \xi = \Delta \eta_p - \Delta \eta_h.
\]

Considering that changes in circulation and changes in wind stress in principle are the key drivers of these changes, we also calculated changes in the barotropic streamfunction \( \psi \), changes in surface wind stress, and variation in the meridional overturning circulation and analyzed their differences as function of model resolution.

The Sverdrup streamfunction was estimated using wind stress data based on the Sverdrup relation (Sverdrup 1947). The Sverdrup transport was integrated zonally along a latitude \( \phi \) from the eastern boundary (xe) to each zonal location \( x \) of the basin as follows:

\[
\psi_{\text{Sv}} = \frac{1}{\beta \rho} \int_{xe}^{x} \text{curl}(\tau) dx',
\]

where \( \beta \) denotes the meridional derivative of the Coriolis parameter, \( \rho \) is the mean density of the ocean, and \( \text{curl}(\tau) \) denotes the wind stress curl.
To analyze the meridional displacement of gyres, the mean latitude \( y \) of the barotropic streamfunction is calculated according to

\[
\frac{1}{\psi} \int y \, dx \, dy = \frac{1}{\psi} \int c \, dx \, dy
\]

(4)

We consider the zero contour as the boundary of each gyre and consider positive (negative) barotropic streamfunction values for subtropical (subpolar) gyre. The contours between the minimum and maximum transport (positive contours) in the Drake Passage were considered to calculate the mean central latitude of ACC transport.

c. Significance and trend

Assuming that the variance remains unchanged under climate forcing conditions, the 95% significance of the difference of changes between the resolutions ER and HR was determined according to the formula,

\[
\sqrt{\frac{2 \sigma^2_{\text{ER}}/N_{\text{ER}} + 2 \sigma^2_{\text{HR}}/N_{\text{HR}}}{t_{95\%}}}
\]

with \( t_{95\%} \) the Student \( t \) value, \( N_{\text{ER}} \) and \( N_{\text{HR}} \) are the respective numbers of members, and \( \sigma^2_{\text{ER}} \) and \( \sigma^2_{\text{HR}} \) are the variances of the ER and HR control simulations, respectively. The factor 2 accounts for the fact that the changes have twice the variance of the fields they are calculated from. A similar method was applied to calculate the error bar or envelope, \( (1/\sqrt{N}) \sqrt{2 \sigma^2_{\text{ER}}/t_{95\%}} \) for the ensemble mean changes [see von Storch and Zwiers (2002) for more details]. The linear least squares fitting was used to calculate the yearly average time series trend. The analyses were performed using CDO and NCL software (NCL 2019).

3. Commonalities of sea level changes in MPI-ESM

Over the past years, the global ocean has accounted for around 91% of anthropogenically induced Earth’s heat content increase, resulting in an observed thermal expansion and associated sea level rise of about 0.54 (0.40–0.68) mm yr\(^{-1}\) over the years from 1901 to 2018 (Fox-Kemper et al. 2021). In contrast, the simulated thermal expansion in IPCC AR6 leads to sea level rise of 30 (24–36) cm under SSP5-8.5 for the year 2100 relative to a baseline of 1995–2014. From the MPI-ESM model simulations we can infer a comparable global mean thermosteric sea level (GMTSL) rise (Fig. 1) of 30.30, 30.06, and 31.95 cm at the end of the twenty-first century relative to the 1950s for ER, HR, and LR, respectively. Over the period 1901–2018, changes are around 60 mm and compare well with the observed change of 63.2 mm due to thermal expansion (Fox-Kemper et al. 2021). The average simulated rate of thermosteric sea level rise due to global ocean heating for the SSP5-8.5 scenario is 3.31 mm yr\(^{-1}\) in ER, 3.34 mm yr\(^{-1}\) in HR, and 3.51 mm yr\(^{-1}\) in LR between 2030 and 2099.

Figure 1 also compares the increase in thermosteric sea level rise with the respective increases in global SST.
thermosteric sea level rise of 0.11 m per 1°C of SST increase. However, SST curves are considerably noisier and, in that sense, can only be considered a very crude proxy for thermosteric sea level rise. This holds especially for individual ensemble members and should be true also for the real world. We note that a respective correspondence cannot be expected to hold on regional scale due to the temperature dependence of the thermosteric expansion coefficient and the influence of salinity.

The common global pattern of LR, HR, and ER for the changes in DSL (in m), the barotropic streamfunction (BSF; Sv; 1 Sv \( \equiv 10^6 m^3 s^{-1} \)), and the wind stress (N m \( ^{-2} \)) are discussed in this section. These changes between the patterns over the SSP5-8.5 years 2080–99 relative to the historical simulation (years 1995–2014) are shown in Fig. 2. We will discuss how the models differ from one another on regional scale in the following section.

The DSL is a helpful tool for analyzing the ocean processes contributing to sea level changes due to the close link between the DSL and the ocean circulation through the geostrophic relation. According to Figs. 2a–c, sea level changes are not homogeneous in the global ocean but show diverse regional patterns. At the end of the century, the respective sea level change leads to a dipole pattern in the North Atlantic with generally increasing sea level north of the Gulf Stream (in the southern part of the subpolar gyre) and a decrease in the

![Fig. 2. Anomalies of (a)–(c) dynamic sea level (m), (d)–(f) barotropic streamfunction (Sv), (g)–(i) sea surface temperature (°C), and (j)–(l) wind stress (N m \( ^{-2} \)), for (left) MPI-ESM-LR, (center) MPI-ESM-HR, and (right) MPI-ESM-ER between the SSP5-8.5 averaged over the period 2080–99 and the historical period averaged over the years 1995–2014.](image-url)
subtropical gyre. An opposite dipole pattern exists in the North Pacific, where sea level is higher south of the Kuroshio (in the subtropical region) and lower farther to the north (in the subpolar region). In the Southern Ocean, the ridge-like pattern is associated with a sea level increase north of ~50°S and decrease south of ~50°S. The aforementioned sea level change patterns have also been reported previously, such as Chen et al. (2019), Church et al. (2013a,b), Cudlrey et al. (2021), Fox-Kemper et al. (2021), Gregory et al. (2016), and Lyu et al. (2020), and common to all the models. As in previous studies (Prandi et al. 2012; Rose et al. 2019; Xiao et al. 2020), the highest sea level rise is also found in our models in the Arctic Ocean.

Many changes in DSL displayed in Figs. 2a–c can be associated with changes in the vertically integrated large-scale circulation as depicted by BSF (Figs. 2d–f). In the North Atlantic, circulation in subpolar regions north of the Gulf Stream and Labrador Sea and the subtropical gyre weaken, whereas the circulation southeast of Greenland strengthens (negative BSF anomalies in high latitude). The latter is accompanied by a smaller DSL. However, the opposite happens in the North Pacific, where subpolar gyre and the Kuroshio region (northern part of subtropical gyre) strengthens, while the southern part of subtropical gyre weakens. A band of positive streamfunction north of Gulf Stream could possibly indicate the poleward shift of the North Atlantic Subtropical Gyre. Moreover, Southern Ocean circulation strengthens between 40° and 50°S in all models (Figs. 2d–f).

While almost every corner in the world is heating up, a cooling temperature patch, known as warming hole (aka cold blob), is identified in the vicinity of southeast Greenland (Figs. 2g–i). This warming hole feature, however, appears to be north of the warming hole stated in earlier studies in response to warming (e.g., Chemke et al. 2020; Drijfhout et al. 2012; Gervais et al. 2018; Menary and Wood 2018). Together with the warming hole, a patch of DSL decline (Figs. 2a–c), and a reinforced high latitude circulation (Figs. 2d–f) are identified in the same subpolar region in all configurations. Numerous previous studies have discussed the occurrence of the warming hole as a result of a weakening Atlantic meridional overturning circulation (AMOC) (such as Caesar et al. 2018; Drijfhout et al. 2012; Gervais et al. 2018; Keil et al. 2020; Menary and Wood 2018; Rahmstorf et al. 2015).

The variation in the BSF field is linked to the changes in the wind stress curl field by the Sverdrup relation. However, it might also reflect the changes in the interior density gradients and/or interactions with sloping bottom bathymetry (e.g., Yeager 2015). We examine the Sverdrup relation in the North Atlantic and North Pacific Oceans later in section 4. A distinct feature of wind stress changes in the models is the strengthening of the westerly wind in the Southern Ocean at the end of the twenty-first century (Figs. 2j–l). Over most of the Pacific Ocean except the tropical North Pacific wind stress strengthens. Changes over the Atlantic are less clear, leading mostly to weakened wind stress, except for the eastern subtropical North Atlantic.

4. Discrepancies of regional sea level change in MPI-ESM

In the following we will discuss the detailed resolution dependence of the time mean changes from historical to SSP5-8.5 on the model resolution separately for the North Atlantic, the North Pacific, and the Southern Ocean.

a. North Atlantic

DSL change in the subpolar gyre region is characterized by two distinct features: a decrease in the basins southeast of Greenland and an increase in the rest of the subpolar gyre (Figs. 3a–c). Statistically significant differences at 95% are marked by dots in the spatial pattern difference and by non-overlapping error bars in the zonal averages. This DSL decrease over the basins southeast of Greenland (the Irminger Sea and Icelandic Basin) is smallest in ER and largest in LR (by the magnitude of ~0.2 m see in Figs. 3a,c,d,e). The increase in the Labrador Sea and farther south until north of the Gulf Stream is also smaller in ER than HR and LR (by the magnitude of ~0.16 m see in Figs. 3d,e). The changes southeast of Greenland dominate the zonal mean (north of 50°N) of DSL, indicating a prominent decrease in LR and almost no change in HR (Fig. 4a). In contrast, ER shows an overall sea level increase in the northern part of the subpolar gyre, pointing to a smaller decline in the basins southeast of Greenland (Figs. 3c,d, 4a). In the southern part of the subpolar gyre (between 40° and 50°N), the MPI-ESM models show a DSL increase with the largest rise in HR (Fig. 4a). The increase in HR can be noticed in the spatial pattern by a negative and positive sign of the difference north of the Gulf Stream (north of 40°N) in Figs. 3e and 3f, respectively.

These changes in sea level also reflect changes in circulation indicated by the vertically integrated flow (displayed in Figs. 6a–c). The cyclonic circulation in southeast of Greenland strengthens in LR and somewhat less so in HR. It is even lesser in ER (Figs. 6a–c), as does decline in sea level. Subpolar gyre circulation weakens in the Labrador Sea and the southern part of the gyre. In contrast, the weakening is considerably larger in the ER model. A weakening subpolar gyre as seen in ER was also reported for the circulation changes from the 1990s to the 2000s observed by altimetry data (Lee et al. 2010; Håkken and Rihnes 2004, 2009), with inconclusive attribution to whether these changes remain part of natural climate variability or are already a sign of a long-term trend. Nevertheless, the circulation changes can have important consequences for the distribution of water masses as a weakening subpolar gyre can lead to an increasing transport of warm and salty Atlantic water into the Nordic seas during the historical period (Håtun et al. 2005) and significant reduction in Labrador Sea deep convection.

Many previous studies have also highlighted the relation between weakening AMOC and DSL changes in the North Atlantic (Bouttes et al. 2014; Chen et al. 2019; Fox-Kemper et al. 2021; Hu et al. 2011; Levermann et al. 2005; Lyu et al. 2020; Parada et al. 2011; Yin et al. 2009, 2010). The projected change of the AMOC is likely to depend on the model resolution and therefore impact DSL differently. The pattern of the AMOC change is nearly identical to its mean...
FIG. 3. North Atlantic differences of (a)–(f) dynamic sea level (m) and (g)–(l) wind stress (N m$^{-2}$); panels (a)–(c) and (g)–(i) illustrate the anomalies of the SSP5-8.5 (2080–99) average relative to the historical simulation, averaged over 1995–2014 for MPI-ESM-LR in (a) and (g), MPI-ESM-HR in (b) and (h), and MPI-ESM-ER in (c) and (i); panels (d)–(f) and (j)–(l) illustrate the differences of the anomalies between the models [ER minus LR in (d) and (j), ER minus HR in (e) and (k), and HR minus LR in (f) and (l)]. The contours represent the historical mean (1995–2014; contour interval is 0.1 m). The contour colors denote solid red for the positive values, green line for the zero contour, and dash blue for the negative values. In all panels stippling indicates statistically significant differences (95% confidence level). All projections were interpolated onto the same grid prior to computing differences of the anomalies.
AMOC (Figs. 5a–c), indicating a consistent weakening of all branches from historical to SSP5-8.5 by about one-third of its strength. The overlaid contours of historical mean in Figs. 5a–c provide a comparison with its anomalies. Similar to the DSL change, the warming hole feature becomes smaller in size with improved horizontal resolution, especially in ER compared to HR (Figs. 2h,i and 3b,c), whereas the AMOC slowing (Fig. 5g) does not differ much in the final years despite the smaller trend in LR at 26°N. Although, the AMOC weakening is larger in LR than in HR and ER between 30° and 60°N centered around 1500-m depth (Figs. 5a,d,f). This puts a question mark to studies linking the strength of the warming hole directly to a slowing down of the AMOC (Caesar et al. 2018, using observations; Menary and Wood 2018; Rahmstorf et al. 2015). In this sense, Keil et al. (2020) have argued for multiple drives of the warming hole feature. During the historical period, the anthropogenically forced changes of both the gyre and overturning circulation induce heat transport increase out of the subpolar region to the Greenland–Iceland–Norwegian (GIN) Seas and then farther to the Arctic, contributing to the warming hole feature in the North Atlantic (Keil et al. 2020).

In the subpolar gyre, heat transport is driven by both gyre and overturning circulation. The strengthened barotropic circulation in high latitudes, where the northern part of the subpolar region and GIN Seas (Figs. 6a–c) can similarly contribute to the development of the warming hole and the associated sea level decline. Conversely, the AMOC effect is mitigated by a weaker strengthening of the circulation in vicinity of Greenland in ER (Figs. 6c,e) leading to a smaller DSL decrease and a smaller-scale warming hole in comparison to HR. The DSL decline and strengthening subpolar circulation are larger in LR than in HR and ER (Figs. 6d,f), despite the warming hole in LR being smaller (Fig. 2g and Fig. S1 in the online supplemental material). This could be because LR has a weaker GIN Seas circulation (Figs. 6a,d,f), which could indicate smaller heat transport out of the subpolar region. Future DSL change in the subpolar North Atlantic and the formation of the warming hole are hence resolution dependent.

Curry et al. (1998), Böning et al. (2006), and Häkkinen et al. (2011) show the impact of the surface wind stress on both subpolar gyre variability and the strength. The decline of the

---

**Fig. 4.** North Atlantic (a) zonal mean sea surface height (m); (b) zonal mean barotropic streamfunction (Sv); (c) zonal mean zonal wind stress (N m⁻²) anomalies, each for the time mean differences over historical simulation and SSP5-8.5 for ER, HR, and LR, respectively. Error bar envelopes represent two standard deviations.
surface wind stress over the subpolar gyre region could result in the spindown of the subpolar gyre circulation, leading to sea level increase (Chaïf et al. 2019; Putrasahan et al. 2019). A noticeable difference between eddy-rich and lower resolutions is that wind stress reduces in ER over the subpolar North Atlantic (50°–65°N) in contrast to LR and HR (Figs. 3j,k), for which wind stress intensify (Fig. 4c). These changes agree with the noted spindown of the subpolar gyre in ER and the strengthened gyre circulation in LR and HR (Figs. 6a–c). However, the extensive spread in zonal mean zonal wind stress anomalies implies a minor resolution dependency in subpolar gyre region (Fig. 4c) at the 95% significant level.

Dynamically, the simplest concept for the barotropic circulation is the balance between wind stress curl and the advection of vorticity which is described by the Sverdrup streamfunction. For the time-mean circulation the validity of the concept has been approved for interior of the subtropical circulation (e.g., Sonnewald et al. 2019; Wunsch and Roemmich 1985; Wunsch 2011). The degree of the Sverdrup concept’s validity to describe temporal changing circulation changes was previously

![Fig. 5. Anomalies of the Atlantic meridional overturning circulation streamfunction (Sv) for (a) MPI-ESM-LR, (b) MPI-ESM-HR, and (c) MPI-ESM-LR, each for the time mean differences over historical simulation and SSP5-8.5. Differences of the anomalies between the models: (d) ER minus LR, (e) ER minus HR, and (f) HR minus LR. The contours represent the historical mean (1995–2014; contour interval is 3 Sv). The contour colors denote solid red for the positive values, green line for the zero contour, and dash blue for the negative values. In all panels stippling indicates statistically significant differences (95% confidence level). (g) Time series of 3-yr running mean AMOC streamfunction (Sv) relative to 1950s at 1000 m and 26°N. Dashed lines represent a linear trend over the period 2030–99 for LR, HR, and ER, plotted in green, red, and blue, respectively.](image-url)
demonstrated (e.g., Willebrand et al. 1980; Hautala et al. 1994; Stammer 1997; Morris et al. 1996, Thomas et al. 2014) and an agreement was found even outside of the subtropics. The Sverdrup streamfunction was calculated in the North Atlantic and North Pacific (Figs. 6, 9) to quantify the impact of the wind stress curl. The weakening of the North Atlantic Subpolar Gyre between 50° and 60°N can be explained by the weakening of surface wind stress curl in ER (Fig. 6i). Despite the strengthened circulation (Figs. 6a,b, 4b) and slightly intensified surface wind stress (Fig. 4c) in LR and HR, their curl weakens in both models (Figs. 6g,h). The changes in subpolar gyre circulation do not entirely concur with the Sverdrup dynamics in HR, although HR and ER have the same T127/L95 atmospheric component.

All three resolutions show a weakening subtropical gyre (Figs. 6a–c), associated with a negative DSL, and just north of the Gulf Stream a band of positive DSL (Figs. 3a–c) that signifies the reduction of Gulf Stream transport associated with the weakening subtropical gyre and the declining AMOC (Fig. 5g). The weakening of the Gulf Stream under warming...
conditions during the twenty-first century (Yang et al. 2016) could be related to the sea level changes in the North Atlantic associated with higher sea level rise north of the Gulf Stream (Bouttes et al. 2014; Chen et al. 2019; Levermann et al. 2005; Yin et al. 2009). The argument requires that the DSL is lower than the global mean such that a relaxation locally leads to a DSL rise; the same applies to the barotropic streamfunction.

ER shows the largest DSL reduction in the subtropical gyre (Figs. 3d,e), although a weakening of wind stress is smaller south of 40°N (Figs. 5j,k, 4c). However, the spinup of the subtropical gyre is larger in the ER compared to HR and LR (Figs. 6d,e, 4b). There is no considerable difference in the AMOC slowdown (Figs. 5e,g) between HR and ER. The AMOC deceleration is larger by 0.25 Sv in ER than in HR and 1.25 Sv than in LR (Fig. 5g) by 2100 at 26°N. The AMOC linear trend, calculated over 1995-2009, amounts to −0.061 Sv yr⁻¹ for ER, −0.059 Sv yr⁻¹ for HR, and −0.052 Sv yr⁻¹ for LR. Despite the similar magnitude of AMOC decline at 26°N in HR and ER, spinup of the subtropical gyre and the DSL reduction is larger in ER than in HR.

In addition to the effect of AMOC slowdown, changes in wind stress could also be responsible for the sea level reduction in the subtropical gyre south of the Gulf Stream (40°N), as suggested by Bouttes et al. (2012). The Sverdrup circulation of the North Atlantic Subtropical Gyre weakens dramatically in all three models. Moreover, the wind stress weakens south of 40°N in the zonal mean, with a stronger decline in HR and LR relative to the ER (Fig. 4c). The associated Sverdrup circulation is illustrated in Figs. 6g-i for comparison with the gyre changes as illustrated by the barotropic streamfunction (Figs. 6a-c, 4b). Additionally, the contours representing the present-day state are superimposed over the streamfunction anomalies to better visualize the shifting and changing of gyres. The wind stress curl changes tend to weaken the gyre circulation in the southern part of the North Atlantic Subtropical Gyre, whereas the northern part experiences a strengthening in all model versions (Figs. 6g-i). This suggests a poleward shift of the weakening subtropical gyre and Gulf Stream (Figs. 6a-c).

b. North Pacific

In contrast to the North Atlantic, in ER the DSL increases south of the Kuroshio Extension (over the subtropical gyre) and decreases farther to the north (in the subpolar gyre, Fig. 7a). This characteristic North Pacific dipole pattern is opposite to that in the North Atlantic and its axis is located along the steep DSL gradient associated with the Kuroshio causing further steepening of the frontal zone. In the southern part of the subpolar gyre, the DSL reduction is much greater in ER and HR than in LR (Figs. 7d,f), though there is no substantial difference between HR and ER (Fig. 7e). The DSL decreases in the lower resolutions along the eastern boundary of the North Pacific (Figs. 7a,b), while ER shows an increase in the Gulf of Alaska (Figs. 7c). The discrepancies between the models are negligible in the northern part of the subpolar gyre (Figs. 7d-f). In the subtropical gyre, the DSL increase is larger in ER compared to the LR and HR (Figs. 7d,e), and in HR than in LR (Fig. 7f), along with a significant increase east of Japan in the eddy-rich model (Fig. 8a).

In HR and ER, the subpolar gyre strengthens (Figs. 9a,b), but in LR, the barotropic streamfunction field exhibits only minor change (Fig. 9c). Although the subpolar gyre is stronger in ER than in LR, the differences in subpolar gyre circulation between the models are relatively insignificant (Figs. 9d-f). The changes in the subtropical gyre indicate a pattern with a positive north and negative south parts of the gyre (Figs. 9a-c). The northern part of subtropical gyre (the Kuroshio region) strengthens; here ER displays a considerable amplification (30°–35°N; Fig. 8b). In the same region, we also noticed the high rate of DSL changes (Fig. 8a). Although the streamfunction differences are significant between the eddy-rich and eddy parameterized models in the northern part of the subtropical gyre (Figs. 9d,e), weakening southern part shows minor changes (Figs. 9d,e). The differences between LR and HR are significant (insignificant) in the southern (northern) part of the subtropical gyre circulation (Fig. 9f).

In comparison to the DSL change, changes of the barotropic circulation (Figs. 9a-c) show some distinctively different patterns in the tropical regions. Although, the DSL changes across the Kuroshio Extension front are still reflected by similar albeit much weaker streamfunction changes, the strengthening of the subtropical gyre encompasses only the region 30°–40°N, while for DSL it reaches down to 20°N. The negative DSL change south of 20°N covers the entire tropical region, while for the streamfunction it reaches down to only 15°N, where the pattern continues southward by a positive signal. Streamfunction and DSL are therefore inconsistent in the region north of the equator until 30°N, a region where the Pacific and the Indian Ocean are connected by the Indonesian Throughflow passages (Zhang et al. 2014).

Because of the absence of deep-water formation and deep convection in the North Pacific, similar changes seen in CMIP5 models were mainly attributed to changes in the wind field (Sakamoto et al. 2005; Yin et al. 2010). Merrifield (2011) has shown the relevance of off-equatorial wind changes for explaining the features of the large observed sea level trend in the western tropical Pacific during the 1990s and early 2000s. Figure 8c depicts the zonally averaged zonal wind stress changes for three models, showing an increase north of about 38°–45°N and a decrease to the south. Although differences in wind stress change between the models are not significant at the 95% confidence interval of the multimember mean, ER shows less weakening in the subtropical and more strengthening in the subpolar in comparison to HR and LR (Figs. 7j,k, 8c).

Changes in wind stress curl were found to explain the intensification of the subtropical gyre in the South Pacific since the early 1990s (Roemmich et al. 2007, 2016), which were also shown by Köhl and Stammer (2008) to explain the sea level trends during the longer time scale 1960–2001 over much of the Pacific Ocean. We will therefore again examine the wind-driven component of the circulation by the Sverdrup streamfunction (Figs. 9g-i).

Consistent with the barotropic streamfunction, the Sverdrup circulation changes show that the southern part of the North Pacific Subtropical Gyre weakens in all models, while
the northern part of the gyre (north of 30°N) indicates a strengthening (Figs. 9g–i). Cheon et al. (2012) argue that this pattern (positive north part and negative south part) observed in the subtropical gyre indicates a poleward shift rather than a strengthening of the gyre under a warming future. Yin et al. (2010) further corroborate this hypothesis of the subtropical gyre poleward shift, resulting from the poleward shift of subtropical high in the western Pacific and the associated wind system. These characteristic patterns of DSL change in the western North Pacific because of the poleward shift and intensification of the Kuroshio have also been studied earlier in earlier CMIP models (e.g., Church et al. 2013a,b; Fox-Kemper et al. 2021; Sueyoshi and Yasuda 2012; Suzuki and Tatebe 2020; Terada and Minobe 2018; Yin 2012; Zhang et al. 2014). However, whether this pattern in the Sverdrup and barotropic streamfunction indicates a poleward shift of the subtropical gyre or a strengthening of the Kuroshio is debatable (see section 4d). Different from the other resolutions, in LR, Sverdrup circulation weakens in the southern part of the North Pacific Subpolar Gyre, while the northern part shows a strengthening (Fig. 9g). It significantly strengthens in ER, and crosses the present-day zero contour (Fig. 9i), while HR shows no considerable change (Fig. 9h).

Previous studies have emphasized that increased model resolution is necessary for the representation of accurate western boundary currents such as Gulf Stream, Kuroshio, and East Australian Currents (e.g., Chassignet and Xu 2017; Chassignet et al. 2020; Griffies et al. 2015; Hewitt et al. 2017, 2020; Roberts et al. 2018;
Small et al. 2014). Similarly, Hurlburt et al. (1996) and Nishikawa et al. (2020) demonstrate that eddy-rich horizontal resolution can realistically represent the Oyashio–Kuroshio fronts. Therefore, the strong, narrow current, noted in the DSL and barotropic streamfunction fields (Figs. 7, 9) east of Japan, denotes the more accurately represented Kuroshio in the eddy-rich model, which alters the characteristics of the Kuroshio–Oyashio front by representing a significant number of mesoscale activities in comparison to eddy parameterized models. The Kuroshio, between 30° and 35°N, is significantly intensified in the ER model but slightly strengthens in the high-resolution and the low-resolution climate models.

c. The Southern Ocean

Like in the North Atlantic and North Pacific, a north–south gradient of DSL change is found in the Southern Ocean for all resolutions (Figs. 10a–c), with increasing sea level north to ~50°S and decreasing south of ~50°S, which has been described as a belt-like pattern (Yin et al. 2010). The increase (decrease) of DSL north (south) of the ACC is smaller in ER than in HR and LR at the end of the twenty-first century (Figs. 11a,b, 12a). In earlier studies, the strengthening and poleward shift of Southern Hemisphere westerlies have been shown to induce such a pattern of DSL changes, although it was also noted that it is not sufficient to explain all of the projected changes (Thompson and Solomon 2002; Bouttes et al. 2012; Frankcombe et al. 2013).

The projected wind stress change shows a decrease north of the ACC, with a peak around 38°S, and an increase to the south centered around 58°S (Figs. 10g–i, 12c). This dipole-type pattern in the zonal component of the wind stress is interpreted by Fyfe and Saenko (2006) as the strengthening and poleward shift. The differences in wind stress between ER and HR are minor (Figs. 11h, 12c). The changes in LR are considerably larger than both ER and HR (Figs. 11g,i, 12c).

The pattern of DSL reflects circulation changes characterized by similar patterns of barotropic streamfunction change (Figs. 10d–f). The intriguing feature of the projected circulation change is an intensifying region centered around 45°S (Fig. 12b). This strengthening could be caused by a potential southerly shift of subtropical gyres, and as horizontal resolution improves, the magnitude of the strengthening decreases. The poleward shift in sea surface height contours is consistent with regional sea level rise patterns (Gille 2014). Therefore, understanding gyre shift is crucial for sea level change studies. The historical mean contours overlaid over the anomalies can
further explain this poleward movement (Figs. 10a–e). Positive dynamic sea level anomalies and negative anomalies in the barotropic streamfunction field both cross the present-day zero contour, which indicates a poleward shift. This poleward shift of subtropical gyres, interpreted as the belt-like pattern, is less pronounced in ER than in HR and LR (Figs. 10d,e). Similarly, ER reflects a thinner belt of DSL increase compared to HR and LR (Figs. 10a,b).

A dipole-like pattern of changes in the southern Indian Ocean and South Atlantic Ocean is revealed by changes in streamfunction for the Southern Ocean (Figs. 10d–f). The southern (northern) part of the Indian Ocean Gyre is shown to be strengthening (weakening) by around 18 Sv (10 Sv) in the ER. The southern part of the South Atlantic Gyre is also strengthening by about 13 Sv (Fig. 10f). However, the South Pacific Gyre weakens in all the projections by about 6 Sv. When the changes in subpolar gyres are taken into account, we found that all projections show a weakening Weddell Gyre (Fig. 10d–f), which is more pronounced in HR than in LR and ER (Figs. 11e,f). With a larger acceleration in ER (Fig. 11d), the Ross Gyre strengthens in LR and ER (Figs. 10d,f), whereas it weakens in HR (Fig. 10e).

Eddies are omnipresent in the Southern Ocean, especially along the ACC (e.g., Constantinou and Hogg 2019; Frenger et al. 2015). These eddies are crucial for establishing the stratification in the presence of wind and buoyancy forcing (Karsten et al. 2002). The intensified Southern Hemisphere westerlies enhance the Southern Ocean eddy activity, leading to the phenomenon known as eddy saturation (Straub 1993) and eddy compensation. As a result, the strength of the ACC, the isopycnal slope, and the meridional circulation of the Southern Ocean become less sensitive to the enhanced wind forcing. Studies using higher-resolution ocean models (e.g., Farneti et al. 2010; Hallberg and Gnanadesikan 2006; Meredith and Hogg 2006) or observations (Böning et al. 2008; Chidichimo et al. 2014; Firing et al. 2011) have shown the insensitivity of ACC or the Southern Ocean meridional overturning circulation to the enhanced westerlies. They stated that the non-eddy-resolving models respond with an accelerated ACC, steeper isopycnals, and robust meridional overturning circulation to wind intensification forcing changes.

To evaluate the response of ACC to the intensified westerly wind stress, we investigated the Drake Passage transport independently for the two time periods (Fig. 13a). Even though the studies cited above oppose the ACC’s sensitivity to changing westerly winds, we discovered an accelerating ACC particularly in our eddy-rich model (Fig. 13b). With a substantial increase in ER, the strength of the ACC increases in ER and LR (Fig. 13a). The LR reveals increased transport between 60° and 68°S, with no changes north of 60°S. The transport in
HR remains unchanged until 64°S, south of which it begins to weaken (Fig. 13a), reflecting its insensitivities to accelerated southern westerlies. Furthermore, Shi et al. (2021) and Swart et al. (2018) show that factors other than wind influence the Southern Ocean circulation. Warming in the upper ocean generates a density change, accelerating the ACC. Heat and freshwater fluxes at the surface could also cause changes observed in ER.

The stronger DSL increase relative to HR and LR is significant in ER in the South Pacific (25°–60°S), especially east of Australia (Figs. 11a,b). The East Australian Current system strengthens as DSL rises in the ER model (Figs. 11d,e).
This intensified circulation represented by the barotropic streamfunction field is more significant in ER than in HR and LR. Lower-resolution models poorly simulate the western boundary current system due to unresolved mesoscale processes, whereas the East Australian Current is adequately simulated in ER. Increasing southward transport of the East Australia Current in a warming climate was shown to be a response to the intensified South Pacific wind stress curl (Goyal et al. 2021; Roemmich et al. 2007), which can be seen in ER. We also found the enormously increased sea surface temperature in southeastern Australia in ER as indicated in previous studies (Wu et al. 2012; Hobday and Pecl 2014), which causes this region to be a global warming hotspot.

The DSL decreases in southern Indian Ocean and the Pacific (north of 30°S), though it increases in the Atlantic (Figs. 10a–c). The increase in the South Atlantic is larger in LR than in HR as well as ER (Figs. 11a,c). In the south Indian Ocean, the DSL

FIG. 11. Differences of the anomalies between the models [(left) ER minus LR, (center) ER minus HR, and (right) HR minus LR] for (a)–(c) dynamic sea level, (d)–(f) barotropic streamfunction, and (g)–(i) wind stress in Southern Ocean. The stippling indicates the statistically significant regions at the 95% confidence level.
decreases, in order of decreasing the reduction, in HR, LR, and ER (Figs. 11a–c), similarly in the South Pacific.

d. Displacement of major ocean gyres

The poleward shift of major ocean gyres, which secondarily drives sea level change, was previously discussed by Yang et al. (2020). To comprehend how differences in poleward shift affect different DSL responses, we have calculated the change in position of major ocean gyres in the three versions of MPI-ESM and quantified the linear trend from 2030 to 2100 in Fig. 14. Most gyres shift toward the poles (except for the North Pacific), indicating a statistically significant poleward gyre displacement as a response to a warmer climate.

The poleward shift of the North Atlantic Subtropical Gyre is almost identical in all projections, showing a magnitude of 0.0138°, 0.0112°, and 0.0161° per year in ER, HR, and LR, respectively (Fig. 14b). The North Atlantic Subpolar Gyre, on the other hand, responds differently in each projection, with the highest displacement in ER, trends of 0.0129°, 0.0125°, and 0.0085° per year in ER, HR, and LR, respectively (Fig. 14a), from 2030 to 2099.

Periods over which trends occur are also not very consistent. While HR shows no trend until the last few decades, poleward trends start in the early to mid-twenty-first century for LR and ER, respectively, but it seems to cease after 2070 for ER pointing to considerable influence of climate variability. The North Pacific Subpolar Gyre behaves contrarily to the North Atlantic in ER, which shows a southward shift, indicated by a negative trend of 0.0088° per year, while northward shifts are small with 0.0067 per year in HR and 0.0011° per year in LR (Fig. 14c). Similarly, North Pacific Subtropical Gyre displacements are also relatively small in HR and LR, with linear trends of 0.0028° and 0.0010° yr⁻¹, respectively (Fig. 14d). Both poleward shifts of the ocean gyres in the North Pacific are not statistically significant in LR, and in ER, the subtropical gyre is experiencing a statistically insignificant downward trend of 0.0026° year⁻¹.

The displacements of the North Pacific Subpolar and Subtropical Gyres are negligible when compared to interannual variability in all configurations (Figs. 14c,d). Consistent with the changes of the barotropic streamfunction (Figs. 9c), the boundary of the negative circulation anomaly crossing the zero contour of present day (solid green line) in the Sverdrup circulation implies that the North Pacific Subpolar Gyre strengthens and moves southward in ER (Fig. 9i). Thus, ER
shows a strengthening Kuroshio due to the stronger wind rather than a poleward displacement (Fig. 14d), despite the interpretation of earlier CMIP5 model investigations that the changes in the Sverdrup streamfunction indicates a northward movement of the subtropical gyre (Cheon et al. 2012). It is worth mentioning that the latitudinal variations observed in the North Atlantic Subtropical Gyre are consistent with a pattern of positive north and negative south parts of the gyre in the Sverdrup streamfunction field (Figs. 6g–i) and barotropic circulation (Figs. 6a–c).

Our results indicate a distinct poleward shift of the ACC (Fig. 14e), which has been linked to climate change in many earlier studies (e.g., Morrow et al. 2008; Yang et al. 2020). Interestingly, the eddy-rich model shows less poleward migration of the ACC with induced transport increase in comparison to the high- and low-resolution models. Between 2030 and 2100, the HR has the highest trend of 0.00448 yr⁻¹, whereas the LR has the lowest trend of 0.00248 yr⁻¹, while ER’s linear trend lies with 0.00288 yr⁻¹ in between. In ER, the latitudinal displacement of the ACC is less than in HR and LR (Fig. 14e), and we also observed the smallest poleward shift of the ACC in the barotropic streamfunction (Figs. 11c,d) and sea surface height field (Figs. 11a,b).

The differences between the anomalies seen in the Arctic Ocean are not thoroughly covered in a separate section. Thus, the discrepancies found are outlined here at the end of the section 4. We noted a dipole pattern of the difference in the DSL changes between ER and the lower-resolution models in the Arctic Ocean (Fig. S5). The ER reveals no changes to the north of Greenland, where we diagnose strong sea level increase in HR and LR (Fig. 2c and Fig. S2i). As expected, the model differences of the freshwater content change show a similar behavior to the differences of sea level change (Fig. S6). Although the Beaufort Gyre weakens (Figs. 2d,e and Figs. S3d,e) at the end of the twenty-first century, our models, HR and LR, show a DSL increase in the Canada Basin (Figs. 2a,b) associated with freshwater accumulation (Fig. S7). Furthermore, we do not find any considerable changes in the wind stress field, except for its increase in the Chukchi Sea in ER (Fig. 2) and Fig. S4). The induced anticyclonic circulation in ER (Fig. 2f) causes the increase in DSL (Fig. 2c) and freshwater content (Fig. S7i) in the Canada Basin.
5. Summary and concluding remarks

By analyzing model simulations from eddy-rich (ER), high-resolution (HR), and low-resolution (LR) versions of MPI-ESM run under the SSP5-8.5 scenario forcing, we found substantial DSL change differences in the global ocean among the different resolutions. We note that HR and ER have the same atmospheric component, whereas LR also has a lower-resolution atmosphere. However, when comparing LR and HR, we cannot fully discriminate between the effects of resolution changes versus intrinsic changes of surface forcing in either simulation. This is because the response to changes in external forcing is a complex coupled phenomenon that depends on details of the surface boundary condition formulation. Because of this, even ocean models coupled to the same atmosphere (Semmler et al. 2021) show different regional or global expressions of such change as soon as ocean surface fields are different. Nevertheless, in many cases we can link the responses in sea level change to the different ocean resolution, in particular comparing the HR and ER versions of the model.

All models simulate a meridional dipole pattern of sea level change in the North Atlantic. This dipole pattern is identified by a larger sea level rise relative to the global mean in the subpolar region and sea level decrease in the subtropical region. However, southeast of Greenland, we identify a patch of sea level decline, which shrinks with the enhanced horizontal resolution. The warming hole feature is also located in the same area as the sea level decline, indicating a similar pattern of behavior, particularly in HR and ER. We have mainly focused on the changes in the circulation to examine the causes of these differences, since the long-term changes in sea level are linked to the changes in the circulation.

In HR and LR, the subpolar gyre strengthens in the barotropic streamfunction field, although its component driven by the wind stress curl weakens. The strengthening circulation in the subpolar region, on the one hand, can induce the heat transport out of the region into the GIN Seas and then farther north to the Arctic, forming NA warming hole. However, in this region the changes in wind stress curl in the subpolar region do not agree with the change in circulation in the eddy permitting models.
In the ER model, the subpolar gyre weakens in both barotropic and Sverdrup fields, as well as the region of the sea level decline becomes small. Furthermore, the magnitude of the sea level decline is also smaller in ER compared to HR and LR. The sea level increase over the rest of the subpolar gyre has been simulated by all the models. This increase becomes smaller in the eddy-rich model, indicating lower sea level in the Labrador Sea and north of Gulf Stream. This lower increase is caused by lower freshwater content in ER. The sea level increase over the rest of the subpolar gyre is considerably different between these models. These results indicate that the North Atlantic DSL change is not responding as we anticipated to the weakening AMOC. The sea level decline becomes small. Furthermore, the magnitude of the sea level decline in the subtropical region is larger in ER compared to HR and LR, caused by the larger weakening of the circulation in ER.

The poleward shift of North Atlantic Subtropical Gyre, which is also observed in the Sverdrup field as a pattern of positive north and negative south parts of the gyre, is considerable in all the models. However, the differences between models are not significant.

Interestingly, a pattern of positive north and negative south parts of the gyre identified in the Sverdrup streamfunction most likely indicates the strengthening of Kuroshio rather than the poleward shift of the subtropical gyre in the ER simulation, because the gyres in the North Pacific show a negligible poleward displacement. It is further explained by identifying a significant DSL change, robust circulation, and less reduction of wind stress in the Kuroshio region (30°–35°N). These robust changes are identified only in the eddy-rich model, because of the realistically represented western boundary currents.

It is well known that in the Southern Ocean changes in sea level correspond to changes in ACC and barotropic circulation (e.g., van Westen and Dijkstra, 2021). Southern Ocean sea level change is smaller in ER, indicating a minor poleward shift of the ACC in comparison to HR and LR. The ACC, as in earlier studies, is known to be insensitive to the strengthening westerlies in the higher-resolution models that explicitly resolve eddies. One interesting result is that ACC strengthens in ER, but remains unchanged or slightly weakened in HR. The findings indicate that ER, as opposed to HR, appears to be more sensitive to strong westerlies.

The general understanding is that many low-lying coastal areas experience substantial threats from sea level rise due to their relatively low elevation above sea level. Figure 1 by Magnan et al. (2022) provides a detailed overview of the low-lying islands and coasts of the world. However, we have not included in-depth discussion about low lying coastal areas that are located in the Indian Ocean and southwest Pacific due to small model differences of DSL anomalies (maximum around ±40 mm; see supplemental Figs. S8–S13). Interesting to note is that the differences of DSL change between HR and ER is significant in these regions and larger than the difference between LR and ER.

It is expected that the eddy-rich models improve the representation of the eddy activities, providing more accurate and informative sea level change patterns over the following decades. In general, the DSL change pattern and dynamics are similar in eddy-rich compared to the coarser-resolution climate models in each ocean basin, suggesting that the coarser-resolution models will remain valid in understanding the sea level change patterns. On the other hand, the detailed, quantitative responses depend on the resolution. The robust changes found in MPI-ESM-ER suggest that improved resolution will have an impact on the interpretation of regional sea level change in the following decades. Therefore, the sea level projections of coarse-resolution models should be interpreted with caution, predominantly in the eddy active regions such as Kuroshio, ACC, Gulf Stream, and East Australian Current, and one should consider restrictions associated with limited climate model horizontal resolutions, when planning future adaptation and mitigation investments.
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