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ABSTRACT: Bjerknes compensation (BJC) refers to the anticorrelation observed between atmospheric and oceanic heat transport (AHT/OHT) variability, particularly on decadal to longer time scales that may be important to the predictability of the climate system. This study investigates the spread in BJC across fully coupled simulations of phase 6 of the Coupled Model Intercomparison Project (CMIP6) and critical processes (particularly related to sea ice and clouds) that may contribute to that spread. BJC on decadal to longer time scales is confirmed across all the simulations evaluated, and it is strongest in the Northern Hemisphere (NH) between 60° and 70°N. At these latitudes, BJC appears to be primarily driven by the exchange of turbulent fluxes (sensible and latent) in the Greenland, Iceland, and Barents Seas. Metrics to break down how sea ice and clouds uniquely modify the radiative balance of the polar atmosphere during abnormal OHT events are presented. These metrics quantify the impacts of sea ice and clouds on surface and top of atmosphere (latent, sensible, longwave, and shortwave radiative) energy fluxes. Cloud responses tend to counter the clear sky impacts over the Marginal Ice Zone (MIZ). It is further shown that the degree of BJC present in a simulation at high latitudes is heavily influenced by the sensitivity of the sea ice to OHT, which is most influential over the MIZ. These results are qualitatively robust across models and explain the intermodel spread in NH BJC in the preindustrial control experiment.
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1. Introduction

Redistribution of heat from the tropics to the poles is accomplished through meridional heat transport (MHT) by the ocean and the atmosphere and plays a crucial role in modulating Earth’s climate (Czaja and Marshall 2006; Farneti and Vallis 2013; Trenberth et al. 2019). The factors responsible for changes in the MHT in response to greenhouse gases and other anthropogenic forcing are not well understood, making climate predictions of the future Arctic and the adjoining mid-latitude regions uncertain. A large part of this uncertainty results from the lack of complete understanding of various ocean and sea ice processes influencing heat transport and how they change in a warmer climate (Oldenburg et al. 2018; Notz and SIMIP Community 2020; Hankel and Tziperman 2021). To properly quantify the effects of the planet’s recent warming on the polar ocean and atmosphere, one must understand the climate system’s natural variability, including the physical mechanisms and feedbacks that modulate it.

Attributing contributions from the ocean and the atmosphere to MHT is necessary while trying to disentangle responses that arise from natural variability from those due to anthropogenic effects. On decadal to longer time scales, Bjerknes compensation (BJC) enables variations in the atmospheric and oceanic heat transport to balance each other, assuming that the fluxes at the top of the atmosphere (TOA) and ocean heat content remain approximately constant (Bjerknes 1964). Compensation between the ocean and atmosphere is crucial for a stable MHT in the climate system (Yang et al. 2015). BJC further facilitates the radiative fluxes at the TOA to remain stable, playing a crucial role in maintaining the energy balance and providing insights into the predictability of the climate system on decadal to longer time scales (Shi and Yang 2021; Outten et al. 2018). BJC in the Northern Hemisphere (NH), quantified as anticorrelation between decadal anomalies of atmospheric heat transport (AHT) and ocean heat transport (OHT), has been observed in fully coupled climate models (Outten et al. 2018; Dai et al. 2017; van der Swaluw et al. 2007; Shaffrey and Sutton 2006) as well as reanalysis datasets (Liu et al. 2020).
Studies using fully coupled climate models have found that BJC on decadal to longer time scales occurs in the NH subpolar region (between 50° and 80°N; van der Swaluw et al. 2007), with highest compensation near 70°N (Shaffrey and Sutton 2006; van der Swaluw et al. 2007; Outten et al. 2018; Liu et al. 2020) and no significant compensation in the Southern Ocean. Shaffrey and Sutton (2006) show that the decadal variability of OHT can be entirely explained by the Atlantic Ocean component of OHT, which they attribute to variations in the strength of the Atlantic meridional overturning circulation. Results from van der Swaluw et al. (2007) agree with this finding, and additionally show that the highest compensation occurs at 70°N when the ocean leads the atmosphere by one year, suggesting that the ocean forces the atmosphere on decadal time scales. Outten et al. (2018) investigate BJC across fully coupled simulations in the Coupled Model Intercomparison Project phase 5 (CMIP5) preindustrial and historical experiments. Their study identifies BJC in the subpolar regions of all the analyzed simulations and finds that some models also exhibit BJC in the midlatitudes, which they attribute to the presence of storms driving strong air–sea interactions. Anthropogenic warming can complicate these interactions by introducing additional forcings to TOA and surface fluxes (von Schuckmann et al. 2016) and changing ocean heat content (Cheng et al. 2022). Thus, BJC changes in response to global warming are not known.

The present study explores the variability of BJC under the influence of internal variability (i.e., without the effect of anthropogenic forcing). Our primary objective is to investigate the factors that influence BJC natural variability and, in particular, the role of sea ice and clouds in mediating energy transports in the ocean and atmosphere. We believe that our findings will give perspective as well as still be relevant to the understanding of the magnitude and role of BJC in the context of global warming.

Sea ice and its effects on the polar atmosphere and ocean are expected to change dramatically in a warmer climate. The surface albedo feedback represents first-order positive feedback where sea ice is present (Budyko 1969; Hall 2004; Goosse et al. 2018). While climate feedbacks are important in the context of a warming Arctic, they also operate in polar regions under natural internal variability. Radiative feedbacks associated with clouds, temperature, and water vapor also play essential roles in polar regions (Pithan and Mauritsen 2014). The influence of clouds on the radiative energy budget is essential for regulating both the shortwave and longwave radiative fluxes at the surface and at the TOA (Ramanathan et al. 1989). Cloud representation in CMIP6 models is essential not only because they have a significant effect on Earth’s radiation budget but also because cloud–climate feedbacks are a big influence on climate sensitivity (Zelinka et al. 2020).

The magnitude of the opposing net effects of shortwave cooling and longwave warming over regions covered in sea ice is more challenging to estimate due to the numerous interconnected mechanisms (involving ocean, atmosphere, cloud, sea ice, and ice sheet) through which interactions can occur (Goosse et al. 2018). In polar regions, clouds influence the atmosphere through distinct feedbacks such as the cloud–sea ice feedback (Schweiger et al. 2008) and the cloud–optical depth feedback (Mitchell et al. 1989). Observations recently have shown that clouds can dampen the radiative impacts of Arctic sea ice loss (Alkama et al. 2020) as they increase the surface albedo over snow/sea ice compared to cloudless conditions (Stapf et al. 2020). Lauer et al. (2023) find that there is 20% less liquid water path (LWP) in CMIP6 than in CMIP5 models, and CMIP6 compares better with observations. The total water path (TWP) and cloud fraction are better represented in CMIP6 than in CMIP5 models. However, there is a large intermodel spread in the seasonal cycle of TWP and cloud fraction, which points to the consequences of different cloud parameterization schemes used in different models (Wei et al. 2021).

The natural variability in OHT in fully coupled GCMs is linked to fluctuations in Arctic temperature on decadal time scales (Aylmer et al. 2022), which diminish in a warmer climate without sea ice (Reusen et al. 2019). Observations indicate that mechanisms leading to the Arctic becoming ice-free involve a positive feedback between sea ice and low-level clouds that accelerate its warming (Philipp et al. 2020). Studies using fully coupled GCMs have further shown the importance of atmospheric feedbacks in abrupt sea ice loss seen in warming scenarios (Hankel and Tziperman 2021). In this study, we closely examine the role of sea ice and cloud in modulating BJC through surface and TOA radiative fluxes.

This paper is organized as follows. Section 2 describes our methodology, including the CMIP6 model experiments, the computation of AHT and its components, and the calculations needed to separate cloud from clear-sky radiation effects. Main results are presented in section 3 and discussed in section 4. A summary and conclusions are included in section 5.

2. Data and methods

a. The CMIP6 models

The CMIP6 simulations used in this study are listed in Table 1, along with their names, the modeling centers that performed them, their version and member numbers, and their total length in the number of simulated years. We selected 18 preindustrial control (piControl) simulations (available as of August 2023) that provided the necessary monthly model output variables to compute the OHT and AHT and are of comparable spatial resolution.

b. Ocean and atmospheric heat transport

The OHT is given by the CMIP6 variable “hflbasin”, which is the northward oceanic heat transport as a function of latitude, zonally integrated around the globe. The AHT is calculated using the methodology first described for climate models in Magnusdottir and Saravanan (1999) and further discussed in Shaffrey and Sutton (2006) and van der Swaluw et al. (2007). Specifically, our approach assumes that energy storage in the atmosphere is negligible on decadal time scales, and that meridional heat transport balances the divergence of fluxes at the surface and the TOA. AHT can therefore be estimated by meridionally integrating the zonally integrated net
heat flux into the atmosphere column, which is given by the net flux at the surface \(F_{\text{net}}^{\text{sfc}}\) minus the net flux at the TOA \(F_{\text{net}}^{\text{TOA}}\):

\[
AHT(\Phi) = \int_{\phi N}^{\phi S} \left\{ F_{\text{net}}^{\text{sfc}}(\phi, \lambda) - F_{\text{net}}^{\text{TOA}}(\phi, \lambda) \right\} d\lambda \cos(\phi)d\phi,
\]

where \(a\) is Earth’s radius, \(\phi\) is latitude, \(\Phi\) is the specific latitude where AHT is integrated to, \(\lambda\) is longitude, and

\[
F_{\text{net}}^{\text{sfc}} = LW_{\text{sfc}} + SW_{\text{sfc}} + LHFsfc + SHFsfc,
\]

\[
F_{\text{net}}^{\text{TOA}} = LW_{\text{TOA}} + SW_{\text{TOA}}.
\]

Above, we have introduced the following formalism: \(LW_{\text{dc}}\) is net longwave radiation at the surface; \(SW_{\text{dc}}\) is net shortwave radiation at the surface; \(LHFsfc\) is turbulent heat flux at the surface; \(SHFsfc\) is sensible heat flux at the surface; \(LW_{\text{TOA}}\) is outgoing longwave radiation at the TOA; and \(SW_{\text{TOA}}\) is net shortwave radiation at the TOA.

While AHT should integrate to zero from either pole to the other for the coupled system, minor numerical and physical inconsistencies in model components can introduce perceptible departures that accumulate as the integration is performed. To minimize such accumulation of errors, and considering our focus on the Northern Hemisphere, we have chosen to perform the integration from the North Pole southward. Therefore, Eq. (1) becomes

\[
AHT(\Phi) = -\int_{\phi N}^{\phi S} \left\{ (LW_{\text{sfc}} + SW_{\text{sfc}} + LHFsfc + SHFsfc) - LW_{\text{TOA}} - SW_{\text{TOA}} \right\} a^2 \cos(\phi) d\phi d\phi.
\]

Refactoring Eq. (2) using CMIP6-specific variable names (described in Table 2) and adding labels to facilitate discussions of terms participating in the heat budget of the Arctic:

\[
AHT_{\text{dmax}} = \int_{\phi N}^{\phi S} \left\{ SW_{\text{TOA}} - (RSUT - RSDT) + (RSDS - RSUS) \right\} d\lambda.
\]

\[
LW_{\text{TOA}} + \frac{LW_{\text{dc}}}{RSDS - RLUS} + \frac{LW_{\text{dc}}}{RLUT} + TURB_{\text{TOTAL}} \right\} dA.
\]

where \(dA\) is used in place of \(a^2 \cos(\phi)d\phi d\phi\) to represent the local cell area.

c. Separating cloud and clear-sky contributions

To explore the role of clouds and sea ice in more detail we will further break down the radiative fluxes in cloud and clear-sky contributions. All-sky TOA, surface, and net fluxes are given by

\[
F_{\text{TOA}}^{\text{all-sky}} = RSDT - RSUT - RLUT
\]

\[
= \left[ \text{downward (incident)} - \text{upward (outgoing)} \right] \times \text{SW at TOA} - \left[ \text{upward} \right] \text{LW at TOA},
\]

\[
F_{\text{TOA}}^{\text{all-sky}} = RSUS - RSDS + RLUS - RLDS
\]

\[
= \left[ \text{upward} - \text{downward} \right] \text{SW at surface} + \left[ \text{upward} - \text{downward} \right] \text{LW at surface},
\]

\[
F_{\text{TOA}}^{\text{all-sky}} = F_{\text{TOA}}^{\text{all-sky}} + F_{\text{TOA}}^{\text{all-sky}}.
\]
TABLE 2. List of CMIP6 variables used in this study, along with the CMIP6 table under which it can be found. The variable long name, detailed description, and units are also given.

<table>
<thead>
<tr>
<th>CMIP6 variable name</th>
<th>CMIP6 table</th>
<th>Variable long name</th>
<th>Description</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>HFBASIN</td>
<td>OMON</td>
<td>Northward ocean heat transport</td>
<td>Contains contributions from physical processes affecting the northward</td>
<td>W</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>heat transport, including resolved advection, parameterized</td>
<td></td>
</tr>
<tr>
<td>RSDT</td>
<td>AMON</td>
<td>TOA incident shortwave radiation</td>
<td>Shortwave radiation incident at the top of the atmosphere</td>
<td>W m⁻²</td>
</tr>
<tr>
<td>RSUS</td>
<td>AMON</td>
<td>Surface upwelling shortwave radiation</td>
<td>“Surface” means the lower boundary of the atmosphere; “shortwave”</td>
<td>W m⁻²</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>means shortwave radiation; upwelling radiation is radiation from</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>below, not “net upward”; when thought of as being incident on a</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>surface, a radiative flux is sometimes called “irradiance”</td>
<td></td>
</tr>
<tr>
<td>RSUT</td>
<td>AMON</td>
<td>TOA outgoing shortwave radiation</td>
<td>Outgoing shortwave radiation at the top of the atmosphere</td>
<td>W m⁻²</td>
</tr>
<tr>
<td>RSUTCS</td>
<td>AMON</td>
<td>TOA outgoing clear-sky shortwave radiation</td>
<td>Outgoing shortwave radiation at the top of the atmosphere calculated in the absence of clouds</td>
<td>W m⁻²</td>
</tr>
<tr>
<td>RLUT</td>
<td>AMON</td>
<td>TOA outgoing longwave radiation</td>
<td>Outgoing longwave radiation at the top of the atmosphere</td>
<td>W m⁻²</td>
</tr>
<tr>
<td>RLUTCS</td>
<td>AMON</td>
<td>TOA outgoing clear-sky longwave radiation</td>
<td>Upwelling clear-sky longwave radiation at top of atmosphere</td>
<td>W m⁻²</td>
</tr>
<tr>
<td>RLDS</td>
<td>AMON</td>
<td>Surface downwelling longwave radiation</td>
<td>“Surface” means the lower boundary of the atmosphere; “longwave”</td>
<td>W m⁻²</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>means longwave radiation; downwelling radiation is radiation from above, not the same as “net downward”</td>
<td></td>
</tr>
<tr>
<td>RLDSCS</td>
<td>AMON</td>
<td>Surface downwelling clear-sky longwave radiation</td>
<td>Surface downwelling clear-sky longwave radiation</td>
<td>W m⁻²</td>
</tr>
<tr>
<td>RSDS</td>
<td>AMON</td>
<td>Surface downwelling shortwave radiation</td>
<td>Surface solar irradiance clear sky</td>
<td>W m⁻²</td>
</tr>
<tr>
<td>RSDSCS</td>
<td>AMON</td>
<td>Surface downwelling clear-sky shortwave radiation</td>
<td>Surface solar irradiance clear sky</td>
<td>W m⁻²</td>
</tr>
<tr>
<td>RSUSCS</td>
<td>AMON</td>
<td>Surface upwelling clear-sky shortwave radiation</td>
<td>Surface upwelling clear-sky shortwave radiation</td>
<td>W m⁻²</td>
</tr>
<tr>
<td>RLUS (all-sky/ clear-sky)</td>
<td>AMON</td>
<td>Surface upwelling longwave radiation</td>
<td>“Surface” means the lower boundary of the atmosphere; “longwave” means longwave radiation; upwelling radiation is radiation from above, not the same as net upward</td>
<td>W m⁻²</td>
</tr>
<tr>
<td>LHF/HFLS</td>
<td>AMON</td>
<td>Surface upward latent heat flux</td>
<td>Surface latent heat flux is the exchange of heat between the surface and the air due to evaporation</td>
<td>W m⁻²</td>
</tr>
<tr>
<td>SHF/HFSS</td>
<td>AMON</td>
<td>Surface upward sensible heat flux</td>
<td>Surface sensible heat flux is the exchange of heat between the surface and the air by motion of air</td>
<td>W m⁻²</td>
</tr>
<tr>
<td>CLWVI</td>
<td>AMON</td>
<td>Condensed water path</td>
<td>Mass of condensed (liquid + ice) water in the column divided by the area of the column (not just the area of the cloudy portion of the column)</td>
<td>kg m⁻²</td>
</tr>
<tr>
<td>CLIVI</td>
<td>AMON</td>
<td>Ice water path</td>
<td>Mass of ice water in the column divided by the area of the column (not just the area of the cloudy portion of the column)</td>
<td>kg m⁻²</td>
</tr>
</tbody>
</table>

Corresponding clear-sky fluxes are

\[
F_{\text{TOA}}^{\text{clear-sky}} = RS \text{DT} - RS \text{UT} - RL \text{UTCS} \\
= [\text{downward (incident)}] - [\text{upward (outgoing)] SW at TOA} \\
- [\text{upward] LW \text{TOA}].
\]

\[
F_{\text{clear-sky}}^{\text{clear-sky}} = RS \text{USCS} - RS \text{DSCS} + RL \text{US} - RL \text{DSCS} \\
= [\text{upward} - \text{downward}] \times \text{SW at surface} + [\text{upward} - \text{downward}] \times \text{LW at surface},
\]

\[
F_{\text{clear-sky}}^{\text{clear-sky}} = F_{\text{TOA}}^{\text{clear-sky}} + F_{\text{clear-sky}}^{\text{clear-sky}}.
\]

And net fluxes due to clouds alone are then given by

\[
F_{\text{clouds}}^{\text{net}} = F_{\text{net}}^{\text{all-sky}} - F_{\text{clear-sky}}^{\text{clear-sky}},
\]

with separating contributions due to shortwave and longwave fluxes given by the following terms (using the variable names introduced above):

\[
SW_{\text{clouds}}^{\text{net}} = RS \text{US} - RS \text{USCS} - RS \text{DS} + RS \text{DSCS} - RS \text{UT} + RS \text{UTCS},
\]

\[
LW_{\text{clouds}}^{\text{net}} = -RL \text{US} + RL \text{UTCS} - RL \text{DS} + RL \text{DSCS}.
\]

Reconstructing \(F_{\text{net}}^{\text{all-sky}}\) again as the sum of \(F_{\text{clouds}}^{\text{net}}\) and \(F_{\text{clear-sky}}^{\text{clear-sky}}\).
in Fig. 1. The multimodel means are also indicated as dashed black curves. They compare well with atmospheric and oceanic heat transports from observation-based estimates shown in Trenberth et al. (2019). The AHT (Fig. 1a) multimodel mean reaches maximum meridional heat transports at around 40°N and 40°S, with the value at 40°S being slightly larger than the value at 40°N, consistent with Trenberth and Caron (2001, their Fig. 7). The OHT (Fig. 1b) multimodel mean reaches maximum meridional heat transports at 15°N and 15°S, with the maximum at 15°N being ~0.5 PW larger than the maximum at 15°S, also consistent with Trenberth and Caron (2001, their Fig. 7). Although most of the models have a realistic OHT in the Northern Hemisphere, it is worth noting that in the Southern Hemisphere five piControl simulations (IPSL:IPSL-CM6A-LR, EC-Earth-Consortium:EC-Earth3-Veg, EC-Earth-Consortium:EC-Earth3, CNRM-CERFACS:CNRM-ESM2-1, and CNRM-CERFACS:CNRM-CM6-1) show anomalous northward OHT around 45°S, in contrast to observationally based estimates.

b. Evaluation of the BJC

BJC is often defined using two quantities: the correlation between OHT and AHT time series and/or the BJC rate (discussed below). Here, we consider both definitions and show the correlation between OHT and AHT anomalies at a given latitude in Fig. 2a and similarly, the BJC rate in Fig. 2b. The anomalies were calculated by removing the trend over the full time series and applying a 10-yr running mean. Additionally, the AHT and OHT anomalies were regressed onto a common grid using a linear interpolation scheme. Since some of the simulations are as long as 1800 years and the focus of this study is on multidecadal variability, we calculate the OHT–AHT correlation at all latitudes in time segments of 150 years. These correlations are then composited over the different time segments per simulation to produce Figs. 2a and 2b.

We find that on decadal to longer time scales, all the CMIP6 piControl simulations confirm the presence of BJC in the NH high latitudes. The multimodel mean (dashed line in Fig. 2a) shows that the most robust and consistent BJC signature is found in the NH high latitudes where OHT and AHT have the maximum tendency to compensate one another, with anticorrelations ranging between −0.5 and −0.95 north of 65°N. While the multimodel mean shows that on decadal to longer time scales, the latitude range of maximum compensation (anticorrelation greater than −0.7) lies between 60° and 70°N, significant compensation is still occurring even at northern midlatitudes (anticorrelation over −0.5). There is a very wide spread of values in the Southern Hemisphere, probably because there is very little decadal variability in the OHT indicating that local circulation features strongly control heat transport in some models, while others experience heat transport that is global in nature.

We further quantify BJC using the BJC rate, $C_R$, as defined by Zhao et al. (2016); specifically,

$$C_R = \Gamma(\text{OHT}, \text{AHT}) \frac{\sigma_{\text{AHT}}}{\sigma_{\text{OHT}}},$$

Throughout this paper, we apply a 10-yr running mean to the detrended oceanic and atmospheric anomaly fields to focus on decadal to longer time scale variability.

3. Results

The presentation of the results is organized as follows. First, the piControl CMIP6 simulations are assessed in terms of their time-mean zonal-mean OHT and AHT distributions (section 3a) and their degree of BJC, quantified by the correlation between the OHT and AHT time series, as well as a quantity (defined below) known as the BJC rate, at each latitude (section 3b). We then consider the TOA and surface energy fluxes that contribute to the AHT at the latitude of maximum anticorrelation (hereafter referred to as $\Phi_{\text{max}}$), which typically falls between 60° and 70°N. Specifically, we compute the BJC rate between OHT, $\Phi_{\text{OHT}}$, and each AHT sub-component in a spatially integrated sense, with the purpose of identifying the processes that contribute to NH BJC across the different piControl CMIP6 simulations (section 3c).

Third, we switch our focus to the simulation with the highest NH BJC and compute regression maps between OHT at 65°N (hereafter referred to as OHT$_{65N}$) and each of the AHT subcomponents. We make the decision to focus on this latitude because 65°N is an important gateway for poleward ocean heat transport into the Nordic seas and eventually the Arctic Ocean. In addition, a fixed latitude enables a consistent comparison of the spatial response of the Arctic and subarctic to poleward OHT across different CMIP6 simulations. The regression maps allow a better visualization and quantification of the processes that drive and modulate the equatorward AHT response to an anomalous poleward OHT$_{65N}$ and ultimately determine a high level of BJC at these northern latitudes (section 3d). Finally, we present a radiative contribution breakdown to investigate how sea ice and clouds uniquely modify the radiative budget of the polar atmosphere at the surface and TOA, and we also illustrate the response of low- and high-level clouds to anomalous poleward OHT (sections 3e and 3f).

a. Evaluating OHT and AHT mean state

The OHT and AHT averaged over the entire time series for each CMIP6 simulation as a function of latitude are shown

$$L_{\text{OHT}}^\text{all}\text{-sky} = \left[\frac{LW_{\text{TOA}} - L\text{LDSCS}}{L\text{LDSD}} + \left[-\frac{L\text{LUT}}{L\text{U}} + L\text{LUTCS}\right]\right] L_{\text{cloud}}$$

$$L_{\text{AHT}}^\text{all}\text{-sky} = \left[\frac{L\text{SW}_{\text{TOA}} - L\text{SDS}}{L\text{RSDS}} + \left[-\frac{L\text{UT}}{L\text{T}} + L\text{UTCS}\right]\right] L_{\text{cloud}}$$

$$L_{\text{OHT}}^\text{cloud} = \left[\frac{LW_{\text{TOA}} - L\text{LDSCS}}{L\text{LDSD}} + \left[-\frac{L\text{LUT}}{L\text{U}} + L\text{LUTCS}\right]\right] L_{\text{cloud}}$$

$$L_{\text{AHT}}^\text{cloud} = \left[\frac{L\text{SW}_{\text{TOA}} - L\text{SDS}}{L\text{RSDS}} + \left[-\frac{L\text{UT}}{L\text{T}} + L\text{UTCS}\right]\right] L_{\text{cloud}}$$

$$SW_{\text{OHT}}^\text{all}\text{-sky} = \left[\frac{RS\text{SCS} - R\text{SDSC}}{R\text{SDS}} + \left[-\frac{RS\text{UT}}{RS\text{T}} + RS\text{UTCS}\right]\right] L_{\text{cloud}}$$
where $\Gamma$ is the correlation operator between AHT and OHT and $\sigma_{\text{AHT}}$ and $\sigma_{\text{OHT}}$ are the standard deviations of AHT and OHT at each latitude, respectively. The BJC rate is an improvement over correlation alone because it takes into account the amplitude of the AHT and OHT anomalies. While a significant negative correlation confirms the presence of compensation, the magnitude of the BJC rate ($|\mathcal{C}_R|$) also illustrates the type of compensation in the climate system. A value of $|\mathcal{C}_R| < 1$ indicates a climate system experiencing undercompensation (the compensating AHT is smaller than the perturbation OHT), which also means that it has negative climate feedback (Yang et al. 2016); $|\mathcal{C}_R| = 1$ indicates a climate system in perfect compensation (compensating AHT is equal to the perturbation OHT), which indicates the absence of a climate feedback. Finally, $|\mathcal{C}_R| > 1$ indicates overcompensation in the climate system (compensating AHT larger than the perturbation OHT) and a positive climate feedback. Our analysis in Fig. 2b shows a wide range of BJC rates in NH high latitudes on decadal to longer time scales. In a stable climate local climate feedback is generally negative, and thus, the CMIP6 piControl simulations in Fig. 2b mostly exhibit undercompensation in the NH high latitudes. The magnitude of the OHT/AHT variations at $65^\circ\text{N}$ is $\sim \pm 0.1 \text{ PW}$ [the climatological mean of OHT and AHT at $65^\circ\text{N}$ is $\sim 0.25$ and $\sim 2$ PW respectively (refer to Fig. 1)]. We also provide a table of BJC maximum anticorrelation and BJC rate at that latitude in Table 3. Table 3 shows that the magnitude of BJC rate at the latitude of maximum anticorrelation in the NH is not insignificant.

c. Regression breakdown into contribution from AHT subcomponents

To understand which processes cause AHT to be anticorrelated with OHT we break down the contribution to AHT

![Graph showing atmospheric and ocean heat transport](image-url)
from each of the energy fluxes (or AHT subcomponents) in Eq. (3) and estimate their contribution to the correlation between OHT and AHT at the latitude of maximum NH BJC (hereafter referred to as AHT\textsubscript{F}\textsubscript{max} / OHT\textsubscript{F}\textsubscript{max}). We ensure that the sum of the correlations between OHT and the AHT subcomponents match the total OHT$^2$ AHT correlation as follows. Let $A, B, C,$ and $D$ be four time series, with $A = B + C$, and $\Gamma$ be the correlation operator; then algebraic manipulation shows that

$$\Gamma(\text{OHT}_\text{F}_{\text{max}}, \text{AHT}_\text{F}_{\text{max}})$$

$$= \Gamma(\text{OHT}_\text{F}_{\text{max}}, \text{SW}_{\text{TOA}} + \text{SW}_{\text{sfc}} + \text{LW}_{\text{TOA}} + \text{LW}_{\text{sfc}} + \text{LH}_{\text{sfc}} + \text{SH}_{\text{sfc}})$$

$$= \Gamma(\text{OHT}_\text{F}_{\text{max}}, \text{SW}_{\text{TOA}}) \times \frac{\sigma_{\text{SW}_{\text{TOA}}}}{\sigma_{\text{AHT}_\text{F}_{\text{max}}}} + \Gamma(\text{OHT}_\text{F}_{\text{max}}, \text{SW}_{\text{sfc}})$$

$$+ \frac{\sigma_{\text{SW}_{\text{TOA}}}}{\sigma_{\text{AHT}_\text{F}_{\text{max}}}} \times \Gamma(\text{OHT}_\text{F}_{\text{max}}, \text{LW}_{\text{TOA}}) \times \frac{\sigma_{\text{LW}_{\text{TOA}}}}{\sigma_{\text{AHT}_\text{F}_{\text{max}}}}$$

$$+ \frac{\sigma_{\text{LW}_{\text{TOA}}}}{\sigma_{\text{AHT}_\text{F}_{\text{max}}}} \times \Gamma(\text{OHT}_\text{F}_{\text{max}}, \text{LW}_{\text{sfc}}) \times \frac{\sigma_{\text{LW}_{\text{sfc}}}}{\sigma_{\text{AHT}_\text{F}_{\text{max}}}}$$

$$+ \frac{\sigma_{\text{LW}_{\text{sfc}}}}{\sigma_{\text{AHT}_\text{F}_{\text{max}}}} \times \Gamma(\text{OHT}_\text{F}_{\text{max}}, \text{LH}_{\text{sfc}}) \times \frac{\sigma_{\text{LH}_{\text{sfc}}}}{\sigma_{\text{AHT}_\text{F}_{\text{max}}}}$$

$$+ \frac{\sigma_{\text{LH}_{\text{sfc}}}}{\sigma_{\text{AHT}_\text{F}_{\text{max}}}} \times \Gamma(\text{OHT}_\text{F}_{\text{max}}, \text{SH}_{\text{sfc}}) \times \frac{\sigma_{\text{SH}_{\text{sfc}}}}{\sigma_{\text{AHT}_\text{F}_{\text{max}}}}$$

Fig. 2. (a) Correlation between OHT and AHT as a function of latitude for each CMIP6 piControl simulation. (b) BJC rate between OHT and AHT as a function of latitude for each CMIP6 piControl simulation. The dashed black line in each plot represents the ensemble mean.
Combining Eqs. (8) and (6), we get
\[
\frac{C_R}{n} = \frac{\Gamma(OHT_{\phi_{\text{max}}}, \text{AHT}_{\phi_{\text{max}}})}{\sigma_{\text{OHT}_{\phi_{\text{max}}}}} \left[ \frac{\sigma_{\text{SW}_{\phi_{\text{max}}}}}{\sigma_{\text{AHT}_{\phi_{\text{max}}}}} \right] \\
+ \frac{\Gamma(OHT_{\phi_{\text{max}}}, \text{SW}_{\text{TOA}})}{\sigma_{\text{AHT}_{\phi_{\text{max}}}}} \left[ \frac{\sigma_{\text{SW}_{\phi_{\text{max}}}}}{\sigma_{\text{AHT}_{\phi_{\text{max}}}}} + \Gamma(OHT_{\phi_{\text{max}}}, \text{LW}_{\text{TOA}}) \right] \\
+ \frac{\Gamma(OHT_{\phi_{\text{max}}}, \text{SW}_{\text{sfc}})}{\sigma_{\text{AHT}_{\phi_{\text{max}}}}} \left[ \frac{\sigma_{\text{LW}_{\phi_{\text{max}}}}}{\sigma_{\text{AHT}_{\phi_{\text{max}}}}} \right] \\
+ \frac{\Gamma(OHT_{\phi_{\text{max}}}, \text{LHF}_{\text{sfc}})}{\sigma_{\text{AHT}_{\phi_{\text{max}}}}} \left[ \frac{\sigma_{\text{LHFsfc}}}{\sigma_{\text{AHT}_{\phi_{\text{max}}}}} \right] \\
+ \frac{\Gamma(OHT_{\phi_{\text{max}}}, \text{SHF}_{\text{sfc}})}{\sigma_{\text{AHT}_{\phi_{\text{max}}}}} \left[ \frac{\sigma_{\text{SHFsfc}}}{\sigma_{\text{AHT}_{\phi_{\text{max}}}}} \right].
\]

The regression \(C_R\) decomposition using each subcomponent of AHT in Eq. (9) for every CMIP6 piControl simulation considered here, along with the multimodel mean and its interquartile range, is presented in the form of bar plots in Figs. 3 and 4. The individual panels are organized by decreasing levels of NH BJC anticorrelation going left to right and top to bottom. In each panel, the first bar (dark blue) shows the total OHT – AHT regression at the latitude of maximum NH BJC [lhs in Eq. (9)]. The bars to the right of the vertical line represent the total net shortwave (gray), total net longwave (light green), and total turbulent flux (turquoise) contributions to BJC (sum of first, middle, and last two terms in the rhs of Eq. (9), respectively). The bars to the left of the vertical line represent these same terms separated into their surface and TOA contributions [single terms in rhs of Eq. (9)].

This decomposition indicates that BJC in the NH high latitudes is connected with an imbalance between net turbulent and total net longwave fluxes. A physical interpretation of the results presented in the bar plot is shown in the schematic in Fig. 5. For all models, during positive anomalous OHT\(\phi_{\text{max}}\), the turbulent fluxes (turquoise bar) contribute directly to the atmospheric heat gain via latent and sensible heat exchanges at the ocean surface. The light green bar indicates that the atmospheric heat gained from turbulent fluxes is accompanied by a net loss of heat from the atmosphere via longwave radiation [more heat is lost at the TOA (red) than gained from the surface (purple)]. The total net shortwave flux contribution to BJC (gray bar) is minimal because the surface and TOA counterparts (orange and dark green bars) nearly cancel each other. This behavior can be slightly different for different CMIP6 simulations, but the multimodel mean confirms that, on average, BJC in the NH high latitudes over decadal to longer time scales is mainly explained by the surface turbulent fluxes, with an important modulation mechanism provided by the total longwave radiation fluxes.

d. Regression maps between OHT and processes contributing to AHT

Physical features, processes, and geographic regions influencing NH BJC can be exposed by evaluating the spatial distribution of regressions of the surface and TOA fluxes and other fields that could influence Arctic oceanic and atmospheric heat content, and (eventually) OHT and AHT. We demonstrate this by focusing on the CMIP6 model that has the highest BJC anticorrelation (CNRM-CERFACS:CNRMCESM2-1), displaying regressions of anomalous OHT\(_{65^N}\) with detrended anomalies (smoothed using a 10-yr running mean) of various fields in Figs. 6–10 (see section 2). Our choice for the sign convention for heat/energy fluxes is such that a positive energy flux contributes to an atmospheric heat gain. At the surface that heat gain comes at the expense of the ocean heat loss. At the TOA the heat gain is associated with extra absorption of sunlight, or reduced emission of longwave radiation to space.

Figure 6 shows normalized regression maps of surface fluxes (latent, sensible, net shortwave, and net longwave radiation in Figs. 6a–d, respectively) onto OHT\(_{65^N}\). The high-latitude regions (north of \(65^N\)) that exhibit robust and consistent exchange of fluxes are the Greenland, Iceland, and the Barents Seas. Strong and consistent responses are found here due to the intense air–sea interactions. Normalized regression maps of surface ocean temperature onto OHT\(_{65^N}\) confirm a rise in ocean temperature over the Greenland, Iceland and Barents Seas during positive OHT\(_{65^N}\) (not shown). The atmosphere gains heat from positive OHT\(_{65^N}\) anomalies through surface latent (Fig. 6a) and sensible (Fig. 6b) heat fluxes in the Greenland, Iceland, and Barents Seas. The surface shortwave energy flux (Fig. 6c) is a source of heat to the ocean in these regions when poleward OHT\(_{65^N}\) anomalies occur. Our hypothesis here is that this is linked to changes in surface albedo, which in turn are associated with sea ice changes. Indeed, regression maps of sea ice concentration

<table>
<thead>
<tr>
<th>CMIP6 simulation</th>
<th>(\Gamma)</th>
<th>(C_R)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CNRM-CERFACS_CNRM-ESM2-1</td>
<td>-0.96</td>
<td>-0.91</td>
</tr>
<tr>
<td>CNRM-CERFACS_CNRM-CM6-1</td>
<td>-0.95</td>
<td>-0.93</td>
</tr>
<tr>
<td>EC-Earth- Consortium_Earth3</td>
<td>-0.94</td>
<td>-0.92</td>
</tr>
<tr>
<td>EC-Earth- Consortium_Earth3-Veg</td>
<td>-0.85</td>
<td>-0.99</td>
</tr>
<tr>
<td>IPSL_IPSL-CM6a-LR</td>
<td>-0.82</td>
<td>-0.75</td>
</tr>
<tr>
<td>MOHC_HadGEM3-GC31-LL</td>
<td>-0.80</td>
<td>-0.61</td>
</tr>
<tr>
<td>CCCma_CanESM5</td>
<td>-0.78</td>
<td>-0.78</td>
</tr>
<tr>
<td>CCCma_CanESM5-CanOE</td>
<td>-0.76</td>
<td>-0.76</td>
</tr>
<tr>
<td>MOHC_HadGEM3-GC31-MM</td>
<td>-0.72</td>
<td>-0.95</td>
</tr>
<tr>
<td>NCC_NorESM2-MM</td>
<td>-0.70</td>
<td>-0.64</td>
</tr>
<tr>
<td>NASA-GISS_GISS-E2-1-G</td>
<td>-0.70</td>
<td>-0.89</td>
</tr>
<tr>
<td>NCC_NorESM2-LM</td>
<td>-0.69</td>
<td>-0.61</td>
</tr>
<tr>
<td>CCCma_CanESM5</td>
<td>-0.68</td>
<td>-0.67</td>
</tr>
<tr>
<td>NOAA-GFDL_GFDL-CM4</td>
<td>-0.66</td>
<td>-0.79</td>
</tr>
<tr>
<td>HAMMOZ- Consortium_MPI-ESM2-1-HAM</td>
<td>-0.65</td>
<td>-0.56</td>
</tr>
<tr>
<td>CCMM_CCMCC-CM2-SR5</td>
<td>-0.63</td>
<td>-0.29</td>
</tr>
<tr>
<td>MRI_MRI-ESM2-0</td>
<td>-0.62</td>
<td>-0.73</td>
</tr>
<tr>
<td>SNU_SAM0-UNICON</td>
<td>-0.34</td>
<td>-0.36</td>
</tr>
</tbody>
</table>
Fig. 3. Decomposition of the regression between $\Phi_{\text{OHT}}$ and $\Phi_{\text{AHT}}$ for 12 CMIP6 piControl models. Each bar represents a term in Eq. (9) consisting of the regression between a surface or TOA flux and OHT.
onto OHT₆⁵°N (Fig. 7) are consistent with the patterns in Fig. 6c. This suggests that a loss of sea ice resulting from increased OHT into the Greenland, Iceland, and Barents Seas causes a reduction in surface albedo and an increase in surface shortwave radiation into the ocean. Since sea ice also serves as an insulator, its loss also supports increased longwave heat loss from the warmer ocean (Fig. 6d). The North Atlantic also shows a strong regression between OHT₆⁵°N and surface latent heat flux (Fig. 6a) but its signature is generally weaker than that coming from sensible heat fluxes.

The oversized role of sea ice in the context of NH BJC through its influence on the surface energy budget is evident from this analysis. However, the presence of clouds is another critical factor that impacts the surface energy budget through radiative fluxes at the surface and TOA. Clouds influence the surface and TOA radiative fluxes in two opposing ways, warming the surface below them by trapping longwave radiation and cooling the region above by reflecting shortwave radiation. It is useful to understand clear-sky impacts first in order to estimate the effects of clouds at the surface and TOA in polar regions. We, therefore, investigate the importance of clear sky and clouds in the following two sections.

e. Sea ice and cloud radiative contributions breakdown

This section describes the role of sea ice and cloud on the radiative fluxes that are important for BJC. The approach.
here is to break down the all-sky net radiative fluxes at the TOA and at the surface into shortwave and longwave components, and then further decompose each broadband flux into contributions associated with the cloud radiative effect (CRE) and the clear-sky fluxes that are very sensitive to sea ice changes, as outlined in section 2c. The sign convention for our flux definitions has been chosen so that a positive flux operating by itself indicates a warming in the atmospheric column. The fluxes are defined in terms of the CMIP6 standard variables (see Table 2 for a more detailed explanation of each flux). To expose how sea ice and clouds modulate the response of AHT to anomalous poleward OHT$_{65^\circ N}$, we calculate the four terms in Eqs. (4) and (5) separately and regress each with OHT$_{65^\circ N}$, focusing again on the simulation with the highest BJC, i.e., CNRM-CERFACS:CNRM-ESM2-1.

Regression maps for the terms in Eq. (4) (longwave radiation fluxes) are presented in Fig. 8 for the surface, TOA, and net atmosphere (surface + TOA) contributions in the first, second, and third column, respectively, and the clear-sky, cloudy, and all-sky contributions are shown in the first, second, and third row, respectively. Positive values indicate regions in the atmosphere where there is an increase in the terms in Eq. (4) (i.e., energy gains from the atmosphere perspective). Each panel also indicates the area-weighted regression coefficient integrated poleward from $65^\circ N$, therefore quantifying the effect of the individual terms in Eq. (4).

The atmosphere gains longwave radiation from the ocean surface in response to positive OHT$_{65^\circ N}$ in clear-sky conditions (Fig. 8a), particularly in the Greenland, Iceland, and Barents Seas, and loses it to space at the TOA (Fig. 8b). The net effect for the atmosphere column (Fig. 8c) is a heat loss due to clear-sky longwave effects everywhere except for the Greenland, Iceland, and Barents Seas. The integrated regression coefficients in the lower right corner of Fig. 8c quantify this effect. While the atmosphere gains longwave radiation from a generally warmer ocean, the associated atmospheric warming and that associated with turbulent heat exchange produces a much stronger longwave clear-sky radiation loss at TOA. In cloudy conditions, the net surface longwave flux into the atmosphere is negative poleward of $65^\circ N$ over the Greenland, Iceland, and Barents Seas and positive over the Norwegian Sea (Fig. 8d). The dipole pattern in the Nordic seas can be attributed to changes in clouds, as described in more detail in section 3f.

The regression maps for the terms in Eq. (5) (shortwave radiation fluxes) are presented in Fig. 9. In clear-sky conditions, shortwave radiation gained by the atmosphere at TOA (Fig. 9b) is almost completely balanced by the loss of shortwave radiation to the surface (Fig. 9a) that comes from decreased albedo associated with a warmer ocean with less sea ice. As a result, there is little impact on the atmosphere column net shortwave budget (Fig. 9c).

Clouds tend to counter the clear-sky impact over marginal ice regions, shield the atmosphere from incoming energy at the TOA (Fig. 9e), and transmit less energy to the ocean in those regions (Fig. 9d), also with little net impact on the atmosphere column (Fig. 9f). The clear-sky radiative flux anomalies are substantially larger than the cloud response and dominate the all-sky flux anomalies poleward of $65^\circ N$ over ice, whereas the clouds contribution dominates the all-sky flux anomalies over the central North Atlantic (Figs. 9g-i). Similar signatures (Figs. 8 and 9) exist in other simulations as well.

To better understand the cloud response patterns in Figs. 8d-f and 9d-f, we need to connect them to the presence or absence of clouds. We consider how the cloud radiative response is related to the cloud water path, a
fundamental physical property of clouds, in the following section.

f. The response of clouds to increased poleward OHT$_{65^\circ N}$

The total water path (TWP) is the amount of condensed water present in an atmospheric column per unit surface area and is an important property of clouds. The regression map of the cloud TWP \([\text{liquid water (LWP)} + \text{ice water path (IWP)}]\) regressed against the poleward OHT$_{65^\circ N}$ is shown in Fig. 10 for the CNRM-CERFACS:CNRM-ESM2-1 simulation. During periods of increased poleward OHT$_{65^\circ N}$, TWP is found to increase over the Greenland, Iceland, and Barents Seas and decrease over the Norwegian Sea.

These regional patterns in the cloud TWP response are consistent with those of longwave fluxes at TOA and surface (Figs. 8d,e). The longwave energy loss is smaller in cloudy regions at the TOA producing a net atmospheric gain over the Greenland, Iceland, and Barents Seas (Fig. 8e). The cloud impact on the heating of the atmospheric column over the whole Arctic from longwave radiation (Fig. 8e) is small as quantified by the integrated regression coefficient in Fig. 8f. The net surface (Fig. 8g) and TOA (Fig. 8h) response is dominated by the clear-sky fluxes. There is an impact from increased clouds seen at the TOA coupled with sea ice decreases that leads to a reduction of the longwave energy loss from the ocean (Fig. 8d).

The cloud TWP response to the ocean heating anomaly is also consistent with the signatures in shortwave fluxes at TOA and surface (Figs. 9d,e). LWP increases are directly connected to albedo change, which in turn influences the TOA.
flux (Fig. 9e). The increase in cloud TWP follows positive poleward OHT\(_{65^\circ}\) (positive values in Fig. 10) and leads to an increase in cloud albedo than in turn decreases the TOA incoming shortwave radiation (negative values in Fig. 9e). The story is more complex at the surface (Fig. 9d); regions experiencing an increase in net shortwave radiation (positive values in Fig. 9e). The isotropic single layer model analysis of Donohoe et al. (2020) shows (as illustrated in their Fig. 3) that in the presence of sea ice, the net shortwave radiation balance at the surface is the result of multiple reflections between the surface and cloud base and for certain values of sea ice and cloud albedo, there can still be an increase in the net shortwave radiation at the surface into the atmosphere due to increase in clouds despite the sea ice loss that follows periods of poleward OHT\(_{65^\circ}\). On the other hand, regions such as the Norwegian Sea with a negative surface shortwave radiation effect in Fig. 9d are associated with a decrease in the cloud TWP in Fig. 10, and this can be explained by a decreased cloud albedo that allows more shortwave radiation to reach the ocean surface.

4. Discussion

Our analysis indicates that the modulating effects of sea ice are robust across many CMIP6 simulations considered in this paper. Figures 11 and 12 show regression maps of sea ice concentration anomalies on normalized OHT\(_{65^\circ}\) from 16 of the 18 CMIP6 simulations analyzed in section 3c (similar to Fig. 7; note that two simulations, CNRM-CERFACS-CNRM-ESM2-1 and NASA-GISS:GISS-E2-1-G, were excluded due to lack of sea ice concentration data). The maps are arranged by decreasing levels of NH BJC going from left to right and top to bottom, with the area-weighted regression coefficients indicated at the bottom right corner of each panel (note that the regression coefficients are integrated poleward from 65\(^\circ\)).
deviation change of anomalous OHT$_{65^\circ N}$ have the strongest BJC. As previously established, the Greenland, Iceland, and Barents Seas experience the most significant sea ice loss, and this is primarily associated with an exchange of turbulent fluxes (regression maps for the turbulent fluxes are not shown; integrated results can be seen in Figs. 3 and 4. These conclusions are consistent with studies that explore sea ice response to anomalous OHT (Aylmer et al. 2022; Nummelin et al. 2017), which find that sea ice extent is anticorrelated with poleward OHT primarily due to ocean heat convergence along the NH sea ice edge leading to sea ice loss.

By comparing the simulations with highest and lowest BJC (CNRM-CERFACS:CNRM-ESM2-1 and SNU:SAM0-UNICON,
respectively), one can draw two inferences. First, the level of BJC present in a simulation is heavily influenced by the sensitivity of the sea ice to poleward OHT$_{65^\circ N}$. Second, the processes responsible for NH BJC primarily occur over the marginal ice zones. These results are further summarized in Fig. 13a, which shows a scatterplot of the area-weighted regression coefficients (also presented in Fig. 11) against the correlation between OHT and AHT at $\Phi_{\text{max}}$. The correlation is 0.73, with a $p$ value of 0.001 (the Pearson correlation between two time series is considered significant at the 95% significance level if the $p$ value is less than 0.05). This further demonstrates the strong impact of processes occurring in the Greenland, Iceland, and Barents Seas on NH BJC.

The impact of clouds in terms of TWP on NH BJC for all CMIP6 simulations is summarized in Fig. 13b. Furthermore, we present regression maps of turbulent fluxes, TWP, longwave and shortwave fluxes onto OHT$_{65^\circ N}$ for the simulation with the lowest BJC (SNU:SAM0-UNICON) in Figs. S1–S4 in the online supplemental material, respectively. Comparing Fig. 10 with Fig. S2, we note an increase in TWP over the marginal ice zones in both the highest-BJC and lowest-BJC simulations during anomalous poleward OHT$_{65^\circ N}$. However, the increase in

![Fig. 9. As in Fig. 8, but for the corresponding shortwave terms in Eq. (5).](image-url)
TWP in the highest-BJC simulation is more than 3 times larger than that for the lowest-BJC simulation. While this relationship may appear very strong when looking at these two simulations, it becomes weaker when all the simulations in the piControl experiment are considered (Fig. 13b). The correlation between the area-weighted regression coefficient of the TWP and the BJC is $-0.56$, with a $p$ value of 0.046. While this correlation is still significant, the scatter in Fig. 13b suggests that the cloud response to poleward OHT$_{65^\circ N}$ is also dependent on processes other than those measured by the correlation between OHT and AHT at 65$^\circ$N, and thus, the relationship is weaker than that seen in Fig. 13a.

Comparing Fig. 8 with Fig. S3, we note that the lowest-BJC simulation has a significantly weakened clear-sky response at the surface (Fig. 8a, Fig. S3a). The atmosphere gains heat from the ocean via longwave radiative fluxes (Fig. S3a) in response to OHT variations, particularly over the regions associated with sea ice loss (Fig. 11: SNU:SAM0-UNICON). Heat loss at the TOA (Fig. S3b) exceeds surface gain under clear-sky conditions, although the loss is more significant in the highest-BJC simulation (Fig. 8b). This atmospheric longwave cooling is consistent across all the simulations in the piControl simulations as shown by the light green bar plot in Fig. 4 (multimodel mean panel).

5. Conclusions

BJC is of great importance to the climate system, as it reflects the planet’s ability to dampen polar warming during periods of increased OHT. Understanding the factors that contribute to BJC is critical for assessing the representation of BJC in climate models. The primary goal of this study is to understand factors influencing the natural variability of BJC and the role of sea ice and clouds in mediating energy transports in the ocean and atmosphere. To this end, we investigated the causes of the intermodel spread of BJC in preindustrial control simulation of the CMIP6 ensemble. In particular, we analyzed the response of the Arctic climate system to variability in the meridional OHT across 65$^\circ$N.

We devised a novel way to quantify the contributions from different energy exchange processes to atmospheric meridional heat transport.
Our findings show that under natural variability, BJC is primarily driven by turbulent heat exchanges through latent and sensible heat fluxes across the air–sea interface. Increasing poleward OHT would warm the upper ocean, increasing atmospheric fluxes through surface longwave, latent heat, and sensible heat fluxes. The warm ocean results in sea ice loss, leading to an increase in downward (absorbed) surface shortwave radiation by the darker surface. Increased water vapor from the surface and changes in atmospheric stability impact clouds and surface/TOA radiative fluxes. If the TOA/surface flux changes acted to warm the Arctic atmosphere, the pole-to-equator temperature gradient would be reduced, with a likely reduction in poleward AHT, enhancing BJC. If TOA/surface flux changes led to cooling, the pole-to-equator temperature gradient would increase and drive a stronger poleward

FIG. 11. Regression maps of sea ice concentration on the OHT$_{65^\circ}$N across nine CMIP6 simulations in the preindustrial control experiment. The regression coefficients in each map have been normalized by the standard deviation of the OHT$_{65^\circ}$N. The panels are arranged with the simulations organized by decreasing levels of BJC going left to right and top to bottom. The poleward-integrated area-weighted regression coefficient is also shown in the lower-right corner of each panel.
AHT, opposing BJC. The strength of the BJC is thus strongly influenced by the relative changes in the clouds, water vapor, and sea ice, each radiatively crucial in influencing the long-wave and shortwave fluxes. BJC is strongest in models that have the largest sensitivity of sea ice to poleward OHT, as the positive ice-albedo feedback contributes strongly to the atmospheric response. The impact of clouds, on the other hand, is relatively small, but tends to oppose the ice-albedo feedback. Analysis using CMIP6 models and observations reveal that the Arctic warming is 4 times higher than the global mean between October and December (Rantanen et al. 2022). Future studies on CMIP6 simulations in the historical (varying greenhouse gas forcing following the recent historical pattern), 1pctCO2 experiments (with a 1% per year increase in CO₂), and abrupt-4 × CO₂ (CO₂ is abruptly quadrupled and then held constant for 150 years) experiments could examine the role of the sea ice and cloud processes to see how BJC changes in a warmer climate. This study suggests that in the future an ice-free Arctic might produce significantly different BJC interactions governing AHT.

**Fig. 12.** As in Fig. 11, but for seven other CMIP6 simulations.
and OHT due to the sea ice and cloud radiative feedbacks discussed in this study.
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FIG. 13. Scatterplot of the poleward integrated regression coefficients of (a) sea ice concentration (numbers in lower-right corners of each panel in Fig. 11) and (b) TWP, against OHT–AHT correlation at $\Phi_{\text{max}}$ for all simulations in the preindustrial control experiment.
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