ABSTRACT: The accuracy of statistically downscaled (SD) general circulation model (GCM) simulations of monthly surface climate for historical conditions (1950–2005) was assessed for the conterminous United States (CONUS). The SD monthly precipitation (PPT) and temperature (TAVE) from 95 GCMs from phases 3 and 5 of the Coupled Model Intercomparison Project (CMIP3 and CMIP5) were used as inputs to a monthly water balance model (MWBM). Distributions of MWBM input (PPT and TAVE) and output [runoff (RUN)] variables derived from gridded station data (GSD) and historical SD climate were compared using the Kolmogorov–Smirnov (KS) test. For all three
variables considered, the KS test results showed that variables simulated using CMIP5 generally are more reliable than those derived from CMIP3, likely due to improvements in PPT simulations. At most locations across the CONUS, the largest differences between GSD and SD PPT and RUN occurred in the lowest part of the distributions (i.e., low-flow RUN and low-magnitude PPT). Results indicate that for the majority of the CONUS, there are downscaled GCMs that can reliably simulate historical climatic conditions. But, in some geographic locations, none of the SD GCMs replicated historical conditions for two of the three variables (PPT and RUN) based on the KS test, with a significance level of 0.05. In these locations, improved GCM simulations of PPT are needed to more reliably estimate components of the hydrologic cycle. Simple metrics and statistical tests, such as those described here, can provide an initial set of criteria to help simplify GCM selection.

KEYWORDS: General circulation models; Hydrologic models; Precipitation; Runoff; Temperature

1. Introduction

In response to the SECURE Water Act of 2009 (House of Representatives 2009), the WaterSMART program (http://water.usgs.gov/watercensus/WaterSMART.html) was started by the U.S. Department of the Interior in February 2010. Under WaterSMART, the National Water Census was proposed as one of the U.S. Geological Survey’s (USGS) key research directions, with a focus on developing new hydrologic tools and assessments. In October 2015, the USGS Water Availability and Use Science Program (http://water.usgs.gov/wausp/) was established. One of the major components of the program is to provide national estimates of water availability at a subwatershed resolution with the goal of determining 1) if the nation has enough fresh water to meet both human and ecological needs and 2) whether this water will be available to meet future needs.

Toward satisfying the first goal, the quantity of fresh water was simulated for the conterminous United States (CONUS) using a monthly water balance model (MWBM) (Bock et al. 2016a,b, 2017). To satisfy the second goal, estimates of future freshwater supplies are needed. This can be accomplished by using projected climate simulations from general circulation models (GCMs) to drive hydrologic models. Many atmospheric processes that have hydrologic consequences are not modeled adequately by GCMs (Liu et al. 2014; Papadimitriou et al. 2017); reliable hydrologic modeling requires climatological information on scales that are generally much finer than the typical grid size of even the highest-resolution GCMs (Hay et al. 2002). To study the hydrologic effects of climate change at the spatial scales required to estimate the amount of future water supplies, finer-resolution (downscaled) climate projections are required.

Wood et al. (2004) noted that reproducing accurate historical conditions is the minimum standard for any hydrologic application of downscaled climate simulations (Tebaldi and Knutti 2007). Hay et al. (2014) used the two-sample Kolmogorov–Smirnov (KS) test (Conover 1971) as a criterion to evaluate the accuracy of statistically downscaled (SD) GCM simulations as inputs for hydrologic and stream temperature simulations on a daily time step in the Apalachicola–Chattahoochee–Flint River basin, located in the southeastern CONUS. The KS test is a nonparametric test that determines if two samples or populations are from the same
distribution, but it does not provide an indication of negative or positive model bias and does not indicate the relative accuracy of extremes (i.e., droughts/floods, largest/smallest events, or sustained events). Results from Hay et al. (2014) indicate that many of the hydrologic model outputs simulated using downscaled GCM climate data may not be reliable for studies requiring analyses on daily or even weekly time scales. They concluded that until improved GCM simulations of daily precipitation are made available, estimates of future streamflow may be most appropriately evaluated on a weekly, or longer, time step.

This paper uses the KS test as a criterion for identifying SD GCMs that poorly replicate historical climatic conditions. For this study, the distributions of historical gridded station data (GSD) and GCM-simulated monthly precipitation (PPT) and temperature (TAVE) are compared for the 1950–2005 period for the CONUS. To provide more detail on the distributions of the variables, several comparative metrics were used to describe where in the distributions (i.e., tails or the middle) the largest differences in magnitude between the distributions of GSD and SD variables occur, and the direction of bias at this position.

2. Methods

The methods used in the study are described below in four sections, which correspond to Figure 1. The first two sections describe the climate data and hydrologic model used in the study (“Climate data” and “Hydrologic model” in Figure 1). Climate forcings (PPT and TAVE) from GSD and SD GCMs were summarized by hydrologic response unit (HRU; described in section 2.2) across the CONUS (Bock et al. 2016a, 2017). The MWBM, a monthly time step rainfall–runoff model (Figure 2), was used to simulate monthly runoff (RUN) at the HRU scale for historical conditions (1950–2005).

The last two sections describe the statistical test and climate metrics used to evaluate the SD simulations (“Kolmogorov–Smirnov test” and “Distribution metrics” in Figure 1). The KS test was used to evaluate if the SD PPT, TAVE, and RUN replicated historical climatic conditions when compared to the variables derived from GSD simulations. Two additional metrics, $D_X$ and $D_B$ (described later), were calculated to further describe more detailed characteristics of the distributions of GSD and SD variables.

2.1. Climate data

Climate forcings (PPT and TAVE) for CONUS-extent gridded datasets (Maurer et al. 2002; Bureau of Reclamation 2011, 2013) were accessed through the USGS Geo Data Portal (http://cida.usgs.gov/climate/gdp/) (Blodgett 2013). The Geo Data Portal is an interactive online tool that utilizes a variety of processing algorithms to summarize spatial gridded datasets for customized features and areas of interest. The processing algorithms available on the portal were developed in part to enable efficient processing of gridded environmental time series, such as climate datasets, into machine-readable, model-ready formats. The area grid statistics (weighted) algorithm was used to summarize grids of PPT and TAVE from the GSD and SD into a single time series for each of the 109,951 HRUs across the CONUS. Details
Figure 1. Schematic flowchart of the methods used in the study.
of the HRUs used in this analysis area are described in more detail in section 2.2 below.

2.1.1. Historical measured climate

The GSD produced by Maurer et al. (2002) was chosen to represent historical measured climatic conditions. The GSD was used as the training dataset for the downscaling procedure applied to phases 3 and 5 of the Coupled Model Inter-comparison Project (CMIP3 and CMIP5) ensembles used in this paper (described below; Bureau of Reclamation 2011, 2013) and has been used as the training dataset for other CONUS-scale downscaling efforts (Stoner et al. 2013). Daily PPT (mm) and minimum and maximum TAVE data (°C) for the CONUS at a 1/8° cell size (approximately 140 km²) were summarized to HRUs using the Geo Data Portal (described in the previous paragraph) for calendar years 1950–2005. The data then were aggregated to a monthly time step for input to the MWBM, with daily time step PPT summarized for each month and daily time step maximum and minimum TAVE averaged for each day, and then averaged for each month.

2.1.2. Statistically downscaled GCM climate

The SD simulations from 95 GCMs were used in this analysis (38 from CMIP3 and 57 from CMIP5). These 95 SD GCM simulations were previously statistically downscaled using the bias-corrected, spatially disaggregated methodology (Wood et al. 2004; Maurer et al. 2007) to 1/8° grids across the CONUS (Bureau of Reclamation 2011, 2013).
Reclamation 2011, 2013). Monthly PPT and TAVE from the 38 CMIP3 simulations and the 57 CMIP5 simulations were summarized to the HRUs using the Geo Data Portal. Because the GSD was used as the downscaling training dataset, it was considered as “truth” for this paper. For this study, the retrospective downscaling for the years 1950–2005 from the SD GCM simulations were compared with historical climatic conditions (GSD) for the CONUS. The SD climate simulations used in this analysis, including all ensemble members and their associated research institutions, are listed in appendixes 1 and 2 of Bock et al. (2017).

2.2. Hydrologic model

The MWBM (Figure 2) is a modular accounting system that provides monthly estimates of components of the hydrologic cycle (Wolock and McCabe 1999; McCabe and Markstrom 2007; McCabe and Wolock 2011a; Bock et al. 2016b). Monthly TAVE is used to compute potential evapotranspiration (PET) and to partition monthly PPT into rain and snow (Figure 2). PET was computed using a modified version of the Hamon equation (Hamon 1961). The Hamon equation incorporates a dimensionless coefficient in the computation of PET. In the CONUS-wide application of the MWBM, this coefficient was calibrated by matching PET estimates to mean monthly free-water surface evaporation (Farnsworth et al. 1982), creating spatially and mean monthly varying coefficients by HRU across the CONUS (McCabe et al. 2015). The PPT that occurs as snow is accumulated in a snowpack as snow storage; rainfall is used to compute direct runoff, actual evapotranspiration (AET), soil moisture storage, and surplus water, which eventually becomes runoff (Figure 2). When rainfall for a month is less than PET, AET is equal to the sum of rainfall, snowmelt, and the amount of moisture that can be removed from the soil. The fraction of soil moisture storage that can be removed as AET decreases linearly with decreasing soil moisture storage; that is, water becomes more difficult to remove from the soil as the soil becomes drier and less moisture is available for AET. When rainfall (and snowmelt) exceeds PET in a given month, AET is equal to PET; water in excess of PET replenishes soil moisture storage. When soil moisture storage reaches capacity during a given month, the excess water becomes surplus. A fraction of the accumulative surplus becomes runoff, while the remainder of the accumulative surplus is temporarily held in storage. The MWBM has been previously used to examine variability in runoff at both the CONUS extent (Wolock and McCabe 1999; Hay and McCabe 2002; McCabe and Wolock 2011a; Bock et al. 2016b) and the global extent (McCabe and Wolock 2011b).

The MWBM parameterization used in this study is described in detail in Bock et al. (2016b). Bock et al. (2016b) configured the MWBM for the CONUS to run for 109,951 HRUs from the Geospatial Fabric for National Hydrologic Modeling (Viger and Bock 2014), a national database of hydrologic features for national hydrologic modeling applications (Figure 3). This HRU derivation was based on an aggregation of the National Hydrography Dataset Plus dataset, version one (http://www.horizon-systems.com/nhdplus/) (U.S. EPA and USGS 2010), an integrated suite of geospatial data that incorporates features from the National Hydrography Dataset (http://nhd.usgs.gov/), the National Elevation Dataset (http://ned.usgs.gov/),
and the Watershed Boundary Dataset (http://nhd.usgs.gov/wbd.html). The median size of the HRUs is approximately 33 km².

Inputs to the MWBM by HRU are time series of monthly PPT (mm) and monthly mean TAVE (°C) (derived in this study using the Geo Data Portal), latitude of the site (decimal degrees (°)), soil moisture storage capacity (mm), and a monthly varying coefficient (dimensionless) for the computation of PET (i.e., Hamon PET) (McCabe et al. 2015). Latitude for each HRU was computed as the centroid of each HRU. Soil moisture storage capacity was calculated for each HRU using State Soil Geographic Database (STATSGO) data on a 1-km²-grid resolution, assuming a 1-m rooting depth (Wolock 1997). The MWBM was calibrated across the CONUS using measured streamflow from 1575 streamgages and modeled snow water equivalent (Bock et al. 2016b), and the calibrated parameters were regionalized for all 109,951 HRUs. On average, the model performed adequately across the CONUS (section 4.2 in Bock et al. 2016b). The largest simulated streamflow residuals occurred in regions with 1) data scarcity (sparser networks of streamgages), 2) greater spatial and temporal variability of precipitation, and 3) runoff processes that occur at finer time steps than monthly, such as the arid intermontane, desert, and steppe regions of the western CONUS (section 5.3 and Figures 9, 11–14 in Bock et al. 2016b).

2.3. Kolmogorov–Smirnov (KS) test

The goal of this study was to evaluate the ability of the SD climate simulations to reproduce 1) historical TAVE and PPT and 2) corresponding MWBM RUN output. The KS test (Figure 4) was used to determine if PPT and TAVE from the 95 SD
datasets replicated historical PPT and TAVE represented by GSD. The KS test also was used to evaluate if SD PPT and TAVE can be used with the MWBM to reliably simulate RUN for historical climatic conditions across the CONUS (compared to RUN, computed using GSD PPT and TAVE as inputs to the MWBM).

The nonparametric two-sample KS test from the R Core packages (Conover 1971; R Core Team 2015) was used to determine if variables (PPT, TAVE, and RUN) from the GSD and SD simulations had different distributions for historical conditions (1950–2005). The KS test can be used to test the agreement between two cumulative distribution functions and was developed by Smirnov (1939), based upon previous work by Kolmogorov (1933, 1941). The KS test finds the maximum distance between two empirical cumulative distribution functions (the KS test statistic, or $D$ in Figure 4) and is sensitive to differences in both central tendency and distribution shape. It has the disadvantage of being more sensitive to deviations near the center of the distribution than at the tails. The null hypothesis of the KS test ($H_0$; the two datasets are from the same population) is rejected if the KS test $p$ value calculated for a pair of samples (the distribution of GSD and SD variables) is below a specified significance level or alpha ($\alpha$) selected. If the calculated $p$ value is greater than the specified significance level, the KS test does not reject the null hypothesis, and the datasets are from the same population.

In this study, cumulative distribution functions for SD PPT, TAVE, and RUN at each HRU across the CONUS are compared with cumulative distribution functions for GSD PPT, TAVE, and RUN using the KS test (Figure 4). If the null hypothesis is rejected (when the KS test $p$ value is smaller than the significance level selected),
then the two populations tested may differ in median, variability, and the shape of the distribution. If the null hypothesis is not rejected, then the SD variable has a similar distribution to the GSD-based variable for current climatic conditions and has “passed” the KS test. With this configuration, the KS test can be used for subsetting SD simulations to those that replicate historical conditions by excluding SD simulations for which the null hypothesis is rejected. In this paper, the KS test is applied with the significance value of 0.05, which was also used with the KS test significance level in Hay et al. (2014). To supplement the binary pass/fail functionality of using a single significance level for the KS test, the magnitude and variability of $p$ values across the CONUS and the performance of the significance test over a range of significance values are summarized.

2.4. Distribution metrics

Two additional metrics were computed to provide more information on the maximum difference and direction of the bias between the distributions of SD and GSD variables, $D_X$ and $D_B$ (Figure 4). The $D_X$ is the $x$-axis value (variable distribution) at which the KS test statistic occurs ($D$; Figure 4). The $D_X$ was converted to a percentile of the GSD range with the following formula [Equation (1)]:

$$D_X = \frac{SD - GSD_{\text{min}}}{\text{abs}(GSD_{\text{max}} - GSD_{\text{min}})},$$  

where $SD_X$ is the SD position of $D$ for an SD variable, and $GSD_{\text{min}}$ and $GSD_{\text{max}}$ are the minimum and maximum bounds of the range for the GSD variable. This normalization allows for the $D_X$ of SD variables to be scaled on a 0 to 1 scale relative to the range of the GSD variable. For a single summary statistic across the CONUS, the median of all $D_X$ values (computed for the 95 model simulations) for each of the three variables was calculated for each HRU.

The second metric, $D_B$ (Figure 4), is the percent of 95 SD simulations for a variable that underestimate the GSD at the $x$-axis value ($D_X$), where the KS test statistic occurs ($D$; Figure 4):

$$B = \begin{cases} 
1 & \text{if SD-derived variable}<\text{GSD-derived variable at } D_X \\
0 & \text{if SD-derived variable}>\text{GSD-derived variable at } D_X 
\end{cases},$$

$$D_B = \frac{\sum\limits_{n=1}^{95} B/95},$$

where $D_B$ is the percentage of SD datasets where the SD variable underestimates the GSD variable at $D_X$. This metric summarizes the probability that the 95 SD GCMs underestimate the GSD data where the two distributions differ in the greatest amount.

3. Results

Results from the KS test are presented first using null hypothesis significance testing to map the percentage of SD GCMs for each variable that replicate historical
conditions by HRU with a selected significance level ($\alpha = 0.05$). The results are shown by variable for each of the two ensembles (CMIP3 and CMIP5; Figures 5–7). These maps are accompanied by maps showing the median and interquartile range (IQR) of the $p$ values for each HRU for PPT and RUN by ensemble (Figures 8, 9). Classification matrices (Tables 1, 2) are used to show percentages of the variables that replicate historical conditions based on the significance level. Figures 10–12 show the results for $D_X$ and $D_R$.

Figure 5 shows the percent of SD GCMs that replicate historical conditions from null hypothesis significance testing with a significance value of 0.05. The results are mapped for the CONUS by variable (PPT, TAVE, and RUN) for every HRU in
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the Geospatial Fabric (Figure 3). The results from the CMIP3 and CMIP5 SD variables are shown side by side for comparison in Figure 5. Rose-colored HRUs indicate that none of the SD simulations for the given variable passed the KS test (SD variable $p$ value $< 0.05$), and cyan-colored HRUs indicate that 100% of the SD
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**Figure 6.** Percent of the 95 SD GCM simulations used in this study that replicate historical conditions for all three variables (PPT, TAVE, and RUN) at HRUs across the CONUS using a KS test significance level of 0.05 for (a) CMIP3 and (b) CMIP5.
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**Figure 7.** Percent area of the CONUS at which percentages of the 95 SD GCM simulations used in this study replicate historical conditions for SD PPT, TAVE, and RUN for CMIP3 and CMIP5 using a KS test with significance level of 0.05.
simulations for the given variable passed the KS test (SD variable $p$ value $> 0.05$).

For the remaining HRUs, the percent of SD variables that passed the KS test is indicated using a green color ramp, with dark green indicating HRUs with high percentages of SD simulations that passed the KS test. Evident from Figure 5, for a specific HRU, GCM reliability can vary substantially for PPT and RUN.

For large areas of the western CONUS (especially California), southern Texas, and the Appalachians/Piedmont, no CMIP3 simulations replicate historical PPT conditions (rose HRUs in Figure 5a). The results for CMIP5-based PPT simulations show a higher number of SD GCMs that reliably replicate PPT, compared with the CMIP3 PPT simulations (Figure 5d). Sheffield et al. (2014) compared CMIP3 and CMIP5 GCM differences (not downscaled) and reported that the multimodel GCM ensemble mean performance did not improve substantially from CMIP3 to CMIP5 for PPT over North America. In this study, results indicate a clear improvement in the downscaled CMIP5 PPT simulations (Figure 5d) relative to CMIP3 PPT simulations (Figure 5a). The pattern of differences between the GSD and SD PPT for CMIP3 (e.g., striations in Figure 5a) is likely an artifact of the original GCM resolution and subsequent effects from downscaling. In Figures 5b and 5e, results for TAVE are nearly identical; most of the CMIP3 and CMIP5 simulations of TAVE passed the KS test (cyan HRUs in Figures 5b,e), indicating that the SD TAVE for almost all the HRUs (too few to be visible in Figures 5b,e) reliably replicates the median, variability, and shape of monthly TAVE for historical climatic conditions. The results of the KS tests for RUN in the western CONUS (Figures 5c,f) are similar to those for PPT (Figures 5a,d).
It is interesting to note that there are some HRUs where no SD PPT simulation replicates historical PPT conditions (rose HRUs in Figures 5a,d), yet for these same HRUs, historical RUN is reliably replicated (Figures 5c,f). Tebaldi and Knutti (2007) note that errors in different components of a single model can cancel, potentially giving the “right answer for the wrong reason.” Figure 6 shows the percent of SD GCM simulations that replicate historical conditions for all three MWBM variables examined in the study (PPT, TAVE, and RUN) at HRUs across the CONUS using the KS test significance value of 0.05. Figure 7 summarizes the CMIP3 and CMIP5 spatial results in Figure 6 with a histogram, further emphasizing the greater accuracy of CMIP5, compared to CMIP3 simulations. Note that Figures 6 and 7 present an accounting of the independent test results of the KS test for the three variables, rather than results of the KS test for the simultaneous reliability of model simulations for PPT, TAVE, and RUN.

The median and IQR of the 95 $p$ values produced from the KS test for each HRU (Figure 3) were calculated for the PPT and RUN. These results are shown in Figure 8 (median) and Figure 9 (IQR). KS test results for TAVE are excluded from this set of plots because of the high median $p$ value (0.99) and small variability across the CONUS, compared to KS test results for PPT and RUN (Figure 5). In Figure 8, HRUs with high (low) median $p$ values match locations of HRUs with high (low) percentages of SD GCMs that replicate historical conditions in Figures 5 and 6. In many parts of the CONUS, the IQR of RUN is wider than PPT and is noticeably higher in areas of the Midwest (between $-90^\circ$ and $-100^\circ$ longitude) and along the southeast coast ($25^\circ$ to $35^\circ$ latitude, $-75^\circ$ to $-90^\circ$ longitude). The HRUs with low
median \( p \) values and low IQRs generally coincide with the rose-colored locations in Figures 5 and 6, where SD simulated variables fail to replicate historical conditions for both PPT and RUN.

Results shown in Figures 5–9 raise the question of how dependent the reliability of RUN simulations is on the reliability of simulations of PPT and TAVE. The \( p \) values derived from the KS tests at all HRUs were used to derive a classification matrix (Table 1) to quantify the percentage of cases (pairs of SD PPT and TAVE \( p \) values from the same GCM at an HRU) that meet four different conditions based on a single significance level (\( \alpha = 0.05 \)). For both model ensembles, the majority of cases fall within the bottom two categories (\( p \) values for PPT and TAVE < 0.05; Table 1). There is a large difference in percentages of cases where both variables replicate historical conditions (lower-right categories for both ensembles), which is 69.63\% for CMIP3 and 92.04\% for CMIP5. This difference between these two values is almost entirely due to the reduced reliability of CMIP3 PPT to replicate historical conditions, compared to CMIP5, which is highlighted in the earlier figures (Figures 5–9).

While Table 1 focuses on PPT and TAVE, Table 2 expands the analysis to include RUN as a variable, and shows the percentages across three significance levels. The categories presented in this table focus only on cases where TAVE and RUN both replicate historical conditions for a given significance level (top row, TAVE and RUN \( p \) values > each \( \alpha \)), and on cases where all three variables replicate historical conditions (bottom row, \( p \) values from all three variables > each \( \alpha \)). The results here demonstrate that there is a much larger percentage of cases from CMIP3 SD GCMs where RUN replicates historical conditions without PPT replicating historical conditions (26\%, 18.8\%, and 9.1\% across the three significance levels), as compared to CMIP5 (5.7\%, 4.15\%, and 2.17\%). This difference between CMIP3 and CMIP5 also holds across the three different significance levels shown in the table.

<table>
<thead>
<tr>
<th>Temperature</th>
<th>CMIP3 precipitation</th>
<th>CMIP5 precipitation</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( p ) value &lt; 0.05</td>
<td>( p ) value &gt; 0.05</td>
</tr>
<tr>
<td>( p ) value &gt; 0.05</td>
<td>30.36</td>
<td>69.63</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>PPT/TAVE</th>
<th>CMIP3 runoff</th>
<th>CMIP5 runoff</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( p ) value &lt; 0.10</td>
<td>( p ) value &gt; 0.05</td>
</tr>
<tr>
<td>( p ) value &gt; ( \alpha )</td>
<td>26.0</td>
<td>18.80</td>
</tr>
<tr>
<td>T and P</td>
<td>53.41</td>
<td>66.67</td>
</tr>
<tr>
<td>( p ) value &gt; ( \alpha )</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
The distribution of $D_X$ and $D_B$ values for all 95 SD datasets (Figure 4) for PPT, TAVE, and RUN for CMIP3 and CMIP5 are shown in Figures 10 and 11, and maps of these two metrics by HRU across the CONUS are shown in Figure 12. Figures 10, 12a, and 12c illustrate that the $D_X$ statistic occurs most frequently in the lowest quarter of the distribution for both SD PPT and RUN. The distribution of $D_X$ for SD TAVE across HRUs shows a bimodal distribution with peaks in both the lower and upper halves of the distribution (Figure 10). The distributional characteristics of PPT and TAVE $D_X$, as they relate to RUN $D_X$, indicate that low RUN can be related to both low PPT and high TAVE (high climatic water demand) in many parts of the CONUS, especially the portions of western CONUS identified earlier. However, considering the results from Figures 5 and 6, the ability of SD RUN to replicate historical conditions appears to be more dependent on the ability of SD PPT to replicate historical conditions than on the reliability of TAVE simulations, especially in water-limited environments in the western CONUS. This is illustrated in Figures 12a–c, which show that much of the southwestern region of CONUS has a similar range of $D_X$ for both SD PPT and RUN.

The results for the $D_B$ statistic (Figures 11, 12d–f) show that for most HRUs across the CONUS, the value of the GSD distribution is greater than the SD distribution at the location of the KS test statistic on the $x$ axis ($D_X$) for all three variables. This indicates that at the part of the distribution where the largest vertical differences between the GSD and SD variables ($D$; Figure 4) occur, the SD variables underestimate historical conditions represented by the GSD for most SD PPT, TAVE, and RUN simulations at most HRUs across the country. In Figures 12d–f, a

Figure 10. Percent area of the CONUS at which $D_X$ values (x-axis position of the KS test statistic) occur for SD PPT, TAVE, and RUN.
clear distinction can be seen between the eastern CONUS (humid areas), where $D_B$ appears less directly tied to PPT or RUN, and the western CONUS (arid areas), where the positive bias for SD RUN appears directly tied to SD PPT. One note is that for both CMIP3 and CMIP5 simulations used here, $DX$ and $DB$ showed similar patterns and magnitudes across the CONUS.

4. Discussion

Results presented in Figures 5–9 and Tables 1 and 2 show that for most of the CONUS, SD PPT, TAVE, and RUN have similar statistical distributions to those represented by historical climatic conditions. However, results presented in Figure 6 and Table 2 emphasize that the reliability of RUN is closely tied to reliability in PPT. While the KS test results indicated that the skill of SD PPT is greater for the CMIP5 when compared to the CMIP3, both CMIPs still shared common areas where no SD PPT simulations replicated historical PPT (Figures 5 and 6).

The hydrologic model used in this study (MWBM) uses a monthly time step accounting system, with limited/simplistic representation of groundwater reservoirs, actual evapotranspiration, and surface runoff processes (Bock et al. 2016b). Many of the HRUs in Figures 5c and 5f, where SD GCMs from both ensembles do not replicate historical RUN area, are in arid or semiarid regions. Data scarcity is an important limitation to modeling these areas. Many of the rose-colored HRUs in Figures 5c and 5f fall within hydrologic regions (regions 13, 15, and 16 in Figure 3) that have the lowest cumulative percentage of the region that is gaged for all
hydrologic regions in the CONUS (Table 1; Kiang et al. 2013). In addition, these areas where SD RUN does not replicate historical RUN coincide with areas where other hydrologic models applied at both monthly and daily time steps have struggled to simulate RUN with a high degree of skill (Martinez and Gupta 2010; Newman et al. 2015). This indicates the need for better representation in PPT and the use of subdaily models to improve estimates of RUN in these areas.

While the significance level applied in this study (0.05; Figures 5–7, Table 1) is a commonly used level of significance and maintains consistency with previous work (Hay et al. 2014), a growing body of literature (Cohn and Lins 2005; Johnson 2013;
Hirsch et al. 2015) has cited the limitations of null-hypothesis significance testing, especially as it relates to the “arbitrary nature of the selected value of \( \alpha \), the significance level” (Hirsch et al. 2015). This criticism is focused on the use of null hypothesis significance testing using a single significance value to reject or not reject the null hypothesis, as it focuses on type I errors at the expense of type II errors (Cohn and Lins 2005; Johnson 2013; Hirsch et al. 2015).

Figure 13 shows the percentage of the CONUS where all SD GCMs replicate historical conditions across a range of significance levels, from 0.50 on the left \( x \) axis to 0.005 on the right for CMIP3 (left) and CMIP5 (right). There is a large difference among the sensitivities of the three variables in replicating historical conditions (\( p \) value \( > \) \( \alpha \)) based on the significance level chosen for the null hypothesis. While the choice of significance level has no discernible effect on the percentages of TAVE for both CMIP3 and CMIP5, there are very noticeable differences in the percentages of PPT and RUN as the significance value decreases. While the choice of significant levels applied to the KS test can be arbitrary, sensitivity to the level of significance should be a consideration for the application of the method to “subset” SD GCM selection for a given location or variable.

While the detection of significant differences is a key component of this study, the parts of the distribution where the differences (Figures 10, 12a–c; \( D_X \)) between the “simulated” and “truth” are the greatest and the general direction of bias between the two (Figures 11, 12d–f; \( D_B \)) were also identified. For the HRUs in the western CONUS where SD PPT and RUN failed to replicate historical conditions, the low values of \( D_X \) for PPT and RUN indicate that the largest difference between SD and GSD occurs in the low tail of the distribution. For these same HRUs, PPT and RUN from SD simulations underestimated the PPT and RUN from GSD. These limitations are important to consider, as many researchers utilize SD data for studies relating to environmental events, such as drought frequency, ecological flows, and
soil moisture deficits, where the highest and lowest ranges of a variable have more importance than the median/mean characteristics of a variable’s distribution.

Evaluation of SD GCM simulations for replicating historical climatic conditions suggests some guidelines for use of projections of climate. While it seems reasonable to place greater confidence in SD GCMs that reliably simulate historical climatic conditions, this does not necessarily mean the simulations of future climatic conditions from these same GCMs will be accurate. There can be problems with stationarity (Milly et al. 2008), and model parameters calibrated to historical climatic conditions might not be relevant for future climatic conditions (Charles et al. 1999; Blöschl and Montanari 2010; Milly and Dunne 2017). Results from this study indicate no “best” overall GCM. Different downscaling procedures and hydrologic models of varying complexity give different results. However, this type of analysis can provide an indication of the usefulness of SD GCM simulations for specific studies and geographic locations.

Results from this study indicate that for the majority of the CONUS, SD GCM simulations reliably represent historical climatic conditions (Figure 5). Results show that SD distributions of PPT, TAVE, and RUN replicate distributions of historical PPT, TAVE, and RUN for approximately 70%, 99%, and 82% of the CONUS, respectively. For some locations in the CONUS, SD GCM simulations from CMIP3 and CMIP5 ensembles may not be reliable for studies or decision-making at monthly time scales. This draws into question conclusions from studies that have used SD GCM simulations in these areas. In these locations, if the monthly simulations are not similar in basic distributional properties to historical data (i.e., GSD), then daily downscaled data are highly suspect. California is an example where improvement in SD GCM simulations are needed. California experiences high year-to-year variability in PPT (Dettinger and Cayan 2014), and large areas of California indicate that none of the CMIP3 or CMIP5 simulations are able to replicate historical climatic conditions of PPT, TAVE, or RUN for California (Figure 6). Until improved SD GCM simulations of PPT are available, estimates of future climatic conditions should be used with caution.

5. Conclusions

The accuracy of SD GCM simulations of monthly PPT and TAVE for historical climatic conditions (1950–2005) and the implications when these climate simulations are used to drive an MWBM to estimate RUN were assessed for the CONUS. The distributional similarities among SD PPT, TAVE, and RUN for historical conditions with measured PPT, TAVE, and RUN were examined using the KS test and two additional metrics ($D_X$ and $D_B$). For the majority of the CONUS, SD GCM simulations from both CMIP3 and CMIP5 reliably simulate historical climatic conditions based on the KS test, with a significance level of 0.05. However, SD GCM simulations from CMIP3 showed much less skill, compared to CMIP5. There are some geographic locations where SD GCM simulations of PPT and RUN are not reliable for studies or decision-making at monthly time scales based on the KS test results presented here. For PPT and RUN at these locations, the SD simulations were least accurate in replicating historical conditions in the low tails of the cumulative distributions (low $D_X$ values) and consistently underestimated historical conditions represented by the
GSD (high $D_B$ values). The results shown in this study may vary in other applications by GCM, variable, and geographic location, as well as by downscaling procedure. In any application that uses SD GCMs, a simple KS test can be applied for guidance on determining the most reliable or most appropriate set of SD GCMs to use in a climate change study.
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