This paper examines potential predictability (PP) and actual skill for snow water equivalent (SWE) in the Canadian Seasonal to Interannual Prediction System (CanSIPS). A significant PP is found for SWE, with potentially predictable variance over 50% of the total variance at up to a 5-month lead in mid- to high latitudes in forecasts initialized after snow onset. Much, though not all, of this PP stems from a tendency for SWE anomalies to persist through the snow season. Although the spring melt acts as a PP barrier regardless of initialization date, in some regions significant PP reemerges in the following snow season. This is due primarily to ENSO teleconnections that are modeled realistically by CanSIPS, particularly in northwestern North America. Actual skill of CanSIPS in forecasting SWE is assessed using several verification datasets. Highest skills are obtained using a blend of five such datasets, consistent with the hypothesis that skill scores are degraded by errors in the verification data as well as by forecast errors, and that observational errors can be reduced by blending multiple datasets, much as forecast errors can be reduced by averaging across different models. Actual skill for SWE is comparable to, though generally lower than, that implied by PP. This is due in part to the similar autocorrelation properties of the forecast and observed SWE anomalies, which provide skill through anomaly persistence, combined with reasonably accurate initialization of SWE by CanSIPS. Long-lead skill across snow seasons is found to be linked to ENSO, particularly in western North America, much as for PP.

1. Introduction

This is the second of two papers focusing on the representation of snow on land in the Canadian Seasonal to Interannual Prediction System (CanSIPS), which produces ensemble multiseasonal forecasts using two climate models, the Third and Fourth Generation Canadian Coupled Global Climate Model (CanCM3 and CanCM4, respectively; Merryfield et al. 2013). In the first paper (Sospedra-Alfonso et al. 2016, hereafter Part I), we examined the ability of CanSIPS to provide realistic forecast initial conditions for snow cover. We showed that snow water equivalent (SWE) in the assimilating model runs that provide initial conditions for CanCM3 and CanCM4 represent reasonably well the observed daily climatology, the interannual variations in maximum SWE, and the timing of snow onset and melt. This paper is concerned with the potential predictability (PP) of SWE derived under the assumption that CanSIPS models are perfect representations of the real world and compares it to the actual skill of CanSIPS forecasts of SWE verified against several observational datasets.

The Northern Hemisphere land surface snow has long been recognized as a major component of the climate system and is known to be a potential source of climate predictability on seasonal and longer time scales. The strong annual cycle and interannual variability of the Northern Hemisphere snow cover, together with its physical properties such as albedo, thermal conductivity, emissivity, and latent heat flux, have a lasting effect on the land surface energy budget as well as atmospheric...
circulations (Peings et al. 2011). For example, changes in the surface energy budget during the snowmelt can modulate near-surface temperature variability (Dewey 1977) and extend the effects of snow mass anomalies from late winter to early summer (Yeh et al. 1983).

Snow anomalies also respond to and amplify the impact of climate variability patterns such as El Niño–Southern Oscillation (ENSO; Groisman et al. 1994; Yang 1996; Ferranti and Molteni 1999; Martineau et al. 1999; Corti et al. 2000; Shaman and Tziperman 2005; Wu et al. 2012), the North Atlantic Oscillation (NAO), and the Arctic Oscillation (AO; Clark et al. 1999; Bojariu and Gimeno 2003; Bamzai 2003; Saito and Cohen 2003; Cohen and Fletcher 2007; Riddle et al. 2013). Sobolowski and Frei (2007) showed that ENSO and NAO variability with SWE over the Great Lakes region and a relationship between ENSO and SWE across the North American midwest toward the west coast associated with warm El Niño events, thus concluding that ENSO is a likely candidate predictor of SWE in these regions. Yang (1996) showed that ENSO indices are precursors for Eurasian snow variability, and Corti et al. (2000) highlighted the significant relationship between the positive and negative Eurasian snow-depth anomalies with warm and cold ENSO events. Schlosser and Dirmeyer (2001), on the other hand, argued that ENSO variability alone cannot account for predictability of the Eurasian snow cover and highlighted the importance of initialization in seasonal climate forecasts. Winter NAO and AO have also been shown to have a consistent relationship with Eurasian snow cover (Serreze et al. 1997) and to be a driver of the Eurasian spring snow cover extent (Bojariu and Gimeno 2003; Bamzai 2003). Conversely, the Eurasian snow cover in the fall has been shown to influence winter NAO and AO (Cohen and Entekhabi 1999; Bojariu and Gimeno 2003; Cohen and Fletcher 2007; Riddle et al. 2013) and to be a skillful predictor of mean climate conditions in the mid- to high latitudes during winter (Cohen and Entekhabi 1999; Cohen et al. 2001; Saito et al. 2001; Gong et al. 2004). Recently, Lin and Wu (2011) showed that, besides sea surface temperature anomalies linked to ENSO and NAO, Tibetan Plateau snow cover in the fall is a good predictor of North American winter temperatures.

These studies have mainly focused on either the effects of climate variability on the snow cover or the influences of snow cover on climate, and to some extent, the contribution of snow to subseasonal and seasonal predictability. Fewer studies have addressed the impact of snow initialization on the skill of dynamical subseasonal and seasonal forecast. Among these, Shongwe et al. (2007) showed that the presence of large initial snow anomalies improves the forecast of cold spring seasons over most of Europe, except for western regions, where temperatures are influenced by nearby water bodies. Peings et al. (2011) examined the effects of snow initialization in seasonal hindcasts produced with 3-month ARPEGE global atmospheric model simulations driven by observed sea surface temperature. They found that predictability and anomaly correlation skill of near-surface temperature improve when snow was initialized realistically on 1 March compared to when initial snow was specified by the model simulation, although influences on the atmospheric circulation were less evident. Jeong et al. (2013) examined impacts of snow initialization on seasonal predictability of near-surface air temperature in ensembles of simulations using the National Center for Atmospheric Research (NCAR) Community Atmosphere Model, version 3.0 (CAM3.0), and found appreciable gains in potential predictability up to 2 months, particularly in regions having strong snow–albedo feedback. Orsolini et al. (2016) performed a set of forecast experiments using the coupled European Centre for Medium-Range Weather Forecasts (ECMWF) system and contrasted the performance of forecast sets having realistic and unrealistic snow initializations. The former were shown to have superior skill out to 30 days and also exhibited reduced model biases. More recently, Ambadan et al. (2016) highlighted the importance of realistic snow and soil moisture initialization in CanCM3 forecasts of springtime near-surface air temperature.

The influence of snow cover on climate variability as well as the effects of snow initialization on subseasonal to seasonal forecasts are a motivation to examine the impact of snow initialization on forecasts of snow itself. We examine the potential predictability of SWE in the “perfect model” framework by employing analysis of variance (ANOVA; e.g., von Storch and Zwiers 1999) on the 10 CanCM3 and 10 CanCM4 ensemble members to estimate the potentially predictable variance fraction of SWE as simulated in the CanSIPS models in the 1981–2010 hindcast period. The essence of this approach is to partition the total interannual variability of the climate system into two components, unpredictable chaotic fluctuations and potentially predictable variability associated with internal climate variability modes (e.g., ENSO, NAO, and AO) and/or external forcing (e.g., solar variability, explosive volcano eruptions, and anthropogenic radiative forcing). The potential
predictability of the climate system is thus defined as the ratio of the potentially predictable variance to the total variance.

The sources of SWE potential predictability identified by this method are examined by partitioning PP into a component attributable to persistence of initial SWE anomalies, characterized by the autocorrelation of predicted SWE anomalies, and a remaining component that represents PP arising from climate variations that are potentially predictable at longer lead times. We show that persistence of initial SWE anomalies accounts for most of the potentially predictable variance at relatively short lead times, whereas climate variations associated with ENSO variability are found to be a source of SWE potential predictability in North America for longer lead times.

Potential predictability of SWE is compared to actual skill of CanSIPS SWE forecasts verified against observation-based data. To capitalize on PP due to persistence of initial anomalies, the method used to initialize forecast SWE must itself be reasonably skillful; this was established in Part I. Likewise, in order to capitalize on PP due to predictability of climate variations such as ENSO, these variations must be predicted with some skill. We provide an assessment of actual CanSIPS forecast skill of SWE by computing the temporal anomaly correlation coefficient (ACC) and mean square skill score (MSSS) for CanSIPS ensemble-mean hindcasts, using several SWE data products as verifying observations. These skill scores are found to be dependent on the SWE verification datasets, highlighting the uncertainty in the forecast skill estimation. The highest skill scores are obtained using the multidayset blend described by Mudryk et al. (2015). Although there is not an a priori relationship between potential and actual skill in general (Kumar et al. 2014), we find an approximately linear dependence between $\sqrt{PP}$ and ACC over North America and Canada for lead times of up to 5 months and forecast months in October–May, with potential skill estimates typically exceeding actual skill estimates.

This paper is organized as follows. In section 2a, we provide a brief overview of CanSIPS and describe the SWE observation-based products used as verifying observations. The ensemble method for calculating potential predictability and measures for actual skill are detailed in sections 2b and 2c, respectively. The behavior and sources of SWE potential predictability in CanSIPS, including the influences of ENSO teleconnections on SWE across North America, are examined in section 3. The actual forecast skill of SWE in CanSIPS is discussed in section 4. A summary and conclusions are presented in section 5.

2. Data and methods

a. Data and overview of CanSIPS

The CanSIPS models and their initialization are described in detail by Merryfield et al. (2013) and also discussed in Part I; thus, we provide only a brief summary here. CanSIPS is based on two global climate models developed at the Canadian Centre for Climate Modelling and Analysis (CCCma), CanCM3 and CanCM4, and provides Environment Canada’s (now Environment and Climate Change Canada) operational seasonal forecasts. Both CanCM3 and CanCM4 share common ocean, land surface, and sea ice components but differ in their atmospheric component. Each forecast ensemble member (10 each for CanCM3 and CanCM4) is initialized from a separate assimilating run in which atmospheric winds, temperature, and humidity as well as sea surface temperature and sea ice concentration are constrained near observed values. Forecast initial conditions for the land component including snow cover are determined by the response of the Canadian Land Surface Scheme (CLASS), version 2.7, to forcing from model atmospheric fields constrained by 6-hourly reanalysis data. Because the atmospheric variables are constrained only on horizontal scales larger than about 1000 km with a relaxational time scale of 24 h, differences are present on smaller scales that represent observational uncertainties, as shown in Fig. 23 of Merryfield et al. (2013). SWE initial conditions for each ensemble member thus differ from each other, as illustrated in Fig. 2 of Part I.

CanSIPS retrospective forecasts (hindcasts) are initialized at the beginning of each month during a multi-decadal hindcast period and have a 12-month range. We examine daily mean SWE on the $\sim 2.8^\circ$ atmospheric–land surface model grid for CanCM3 and CanCM4 and consider hindcasts initialized at the beginning of October, December, February, and April in 1981–2010. October and April are representative of the snow onset and melt periods in the mid- to high latitudes, respectively, whereas December and February provide two different stages in the snow accumulation period. Computations are performed on land grid cells only, with lakes and sea ice excluded. When evaluating the influence of ENSO teleconnections, we consider monthly mean values of SWE, surface temperature, and precipitation, as well as the Niño-3.4 index (defined as the averaged sea surface temperature anomaly over the Pacific Ocean region $5^\circ$S–$5^\circ$N, $120^\circ$–$170^\circ$W). We also employ monthly averages of ensemble-mean SWE in CanCM3 and CanCM4 hindcasts to compute the temporal ACC and MSSS based on several SWE observation-based products for every calendar month.
and lead time. Here, lead time is defined as the number of months between initialization and the beginning of the verification period, with lead 0 corresponding to the first forecast month, lead 1 to the second forecast month, etc. Spatially averaged ACC and MSSS across the Northern Hemisphere, North America, and Canada are also computed. The ACC and MSSS are computed for the two-model ensemble-mean values on which CanSIPS forecasts are based. The PP of SWE is computed separately for CanCM3 and CanCM4 for reasons explained in the next subsection, and the mean of the two values is reported for the spatial averages in North America and Canada examined in section 4.

The SWE datasets employed as verifying observations are 1) the National Aeronautics and Space Administration (NASA) Modern-Era Retrospective Analysis for Research and Applications (MERRA; Rienecker et al. 2011); 2) the ECMWF interim land reanalysis (ERA-Interim/Land; Balsamo et al. 2013); 3) the GlobSnow analysis, version 2, developed through the European Space Agency GlobSnow project and produced by the Finnish Meteorological Institute (Takala et al. 2011); 4) the Global Land Data Assimilation System, version 2 (GLDAS-2; Rodell et al. 2004); 5) the Crocus snow scheme driven by ERA-Interim (Brun et al. 2013); 6) MERRA-Land (Reichle et al. 2011); and 7) ERA-Interim/Land; Balsamo et al. 2013); 3) the GlobSnow Interim (Dee et al. 2011). Among these, MERRA and GlobSnow were previously employed in Part I to assess the initialization of snow cover in CanSIPS. Data products 1–5 were analyzed in detail by Mudryk et al. (2015) and combined into a blended multidataset SWE product, denoted here as Blended-5. Mudryk et al. (2015) found the constituent SWE products of Blended-5 to be the most mutually consistent. Therefore, we employ Blended-5 regridded to CanSIPS resolution as our primary verifying dataset and find that CanSIPS predictive skill for SWE is higher when verified against Blended-5 than any individual SWE product listed above.

b. Ensemble method for potential predictability

Previous studies of potential predictability based on observations and/or climate models include Madden (1976), Zwiers (1996), Rowell (1998), Boer (2004), and DelSole et al. (2013). Here, we estimate the potential predictability in CanSIPS SWE hindcasts by means of one-way ANOVA via the ensemble method (DelSole et al. 2013). In ANOVA, it is assumed that the state \( \eta_y(t) \) to be predicted in year \( y \) at lead time \( t \) can be modeled in the form \( \eta_y(t) = \pi_y(t) + \nu_y(t) \), where \( \pi_y(t) \) is the potentially predictable “signal” and \( \nu_y(t) \) is an unpredictable chaotic fluctuation superimposed on \( \pi_y(t) \). The goal is to estimate the fraction of the total variance of \( \eta_y(t) \) at lead time \( t \) that is explained by the variance of \( \pi_y(t) \).

For CanCM3 and CanCM4 individually, we consider the ensemble of \( E = 10 \) SWE forecasts \( X_{y,e}(t) \), \( e = 1, \ldots, E \), where the subindex \( y = 1, \ldots, Y \) counts the forecast years (here, \( Y = 30 \)), and \( t = 0, \ldots, 364 \) is the lead time in days or \( t = 0, \ldots, 11 \) is the lead time in months. An unbiased estimator of the internally generated variability due to unpredictable chaotic fluctuations or “noise” is given by (von Storch and Zwiers 1999; DelSole et al. 2013)

\[
\sigma_N^2(t) = \frac{1}{Y(E - 1)} \sum_{y=1}^{Y} \sum_{e=1}^{E} [X_{y,e}(t) - \bar{X}_y(t)]^2, \quad (1)
\]

where \( \bar{X}_y(t) = \frac{1}{E} \sum_{e=1}^{E} X_{y,e}(t) \) is the ensemble mean in year \( y \) at lead time \( t \). An unbiased estimator of the variance of the ensemble means is given by

\[
\sigma_s^2(t) = \frac{1}{Y - 1} \sum_{y=1}^{Y} [X_y(t) - \bar{X}(t)]^2, \quad (2)
\]

where \( \bar{X}(t) = \frac{1}{Y} \sum_{y=1}^{Y} X_y(t) \) is the climatological grand ensemble mean at lead time \( t \).

Because of the finite number of ensemble members, \( \sigma_s^2 \) is a biased estimator of the potentially predictable “signal” variance as it contains the residual “noise” variance remaining in the ensemble means after averaging over a finite number of ensemble members (von Storch and Zwiers 1999). An unbiased estimator of the potentially predictable “signal” is obtained by subtracting this residual “noise” variance from \( \sigma_s^2(t) \) and is given by

\[
\sigma_P^2(t) = \sigma_s^2(t) - \sigma_N^2(t)/E. \quad (3)
\]

Note that the sampling variability may result in negative estimates of \( \sigma_P^2(t) \). An unbiased estimator of the total interannual variance is then obtained as the sum of the two unbiased estimates of the “signal” and “noise” variability, that is,

\[
\sigma_T^2 = \sigma_P^2(t) + \sigma_N(t). \quad (4)
\]

Potential predictability is defined here in terms of the fraction of the potentially predictable variance to the total variance, also referred to as the potential predictability variance fraction (e.g., Boer et al. 2013)

\[
PP(t) = \sigma_P^2(t)/\sigma_T^2 = \frac{\sigma_P^2(t) - \sigma_N(t)/E}{\sigma_s^2(t) + \sigma_N(t)/A}, \quad (4)
\]

where \( A = E/(E - 1) \), and in the last equality PP has been written in terms of Eqs. (1) and (2). The statistical significance of the potential predictability estimate PP(t) can be assessed by computing the F-ratio statistic
\[
F(t) = \frac{Ea^2(t)}{\sigma^2(t)} = \frac{1 + (E - 1)PP(t)}{1 - PP(t)}
\]  

(5)

and comparing it against critical values of the \( F \) distribution \( F[Y - 1, (E - 1)Y] \) with \( Y - 1 \) and \( (E - 1)Y \) degrees of freedom (von Storch and Zwiers 1999). For a 10-member ensemble and 30 forecast years, the null hypothesis that the potential predictability is zero is rejected at the 5% significance level if \( F(t) > 1.51 \), or equivalently, if \( PP(t) > 0.048 \).

To assess persistence of initial SWE anomalies throughout the forecast, we compute the temporal autocorrelation (AC) of SWE forecast anomalies \( X'_y(t) = X_y(t) - X(t) \) against the initial ensemble-mean anomaly \( X_y(0) \). (6)

\[
AC(t) = \frac{1}{E} \sum_{y=1}^{Y} \frac{\sum_{t=1}^{Y} X'_y(0)X'_y(t)}{\left( \sum_{t=1}^{Y} X'_y(0) \right) \left( \sum_{t=1}^{Y} X'_y(t) \right)}
\]

We use the initial ensemble-mean anomaly instead of initial anomalies of individual ensemble members to account for uncertainty in the initial conditions of SWE anomalies, which results in a degradation of autocorrelation at the zero lead time. The variable \( AC^2(t) \) is a measure of the SWE variability fraction at lead time \( t \) that can be linearly attributed to the initial SWE anomalies and can be compared with PP of SWE to assess the contribution of the memory of snowpack initial conditions to the potential predictability. The squared autocorrelation estimated as above is slightly positively biased for small to moderate autocorrelation values. This bias is largest in the absence of autocorrelation and is about 0.035 for a sample size of \( Y = 30 \). The leading-order bias is estimated and subtracted from the \( AC^2(t) \) estimates by employing the jackknife resampling procedure (e.g., von Storch and Zwiers 1999).

Because PP is a model-specific property that can differ markedly between models, calculations of PP as detailed above are carried out separately for CanCM3 and CanCM4. For the sake of brevity, in sections 3a–c we focus mainly on the results obtained for CanCM4, whereas parallel results obtained for CanCM3 are discussed in the supplemental material.

c. Measures of actual forecast skill

As detailed above, CanSIPS is a two-model forecasting system that combines ensemble forecasts from global climate models CanCM3 and CanCM4. Forecast anomalies are constructed as simple averages of ensemble and monthly mean anomalies from the two models, and we follow this methodology when evaluating CanSIPS skill. As measures of actual skill of the CanSIPS forecasts of SWE anomalies, we consider ACC and MSSS computed using the verifying observations described in section 2a. These two skill measures are somewhat complementary in that ACC is sensitive to the sign and relative magnitudes of the predicted anomalies, whereas MSSS penalizes errors in forecasting anomaly magnitudes even when the sign is correct. The ACC between the forecast ensemble means \( X_y(t) \) and observations \( O_y(t) \) at lead time \( t \) is computed as

\[
ACC(t) = \frac{\sum_{y=1}^{Y} X'_y(t)O'_y(t)}{\sqrt{\sum_{y=1}^{Y} X'^2_y(t)} \sqrt{\sum_{y=1}^{Y} O'^2_y(t)}},
\]

where \( O'_y(t) = O_y(t) - O(t) \) denotes observational anomalies from climatology \( O(t) \). MSSS is computed using the observed climatology as a reference forecast,

\[
MSSS(t) = 1 - \frac{\sum_{y=1}^{Y} \left( X'_y(t) - O'_y(t) \right)^2}{\sum_{y=1}^{Y} O'^2_y(t)}.
\]

The MSSS values for the raw ensemble-mean forecast anomalies \( X'_y(t) \) are often negative as the error variance of the raw forecast ensemble-mean anomalies exceeds that of the climatology forecast. In the following, we therefore report MSSS for the linearly rescaled forecast anomalies \( X'_y(t) = s(t)X'_y(t) \) where the rescaling coefficient \( s(t) \) is determined by minimizing the mean-square error using a leave-one-out cross validation procedure. Spatial mean ACC and MSSS values are obtained through area-weighted averaging in regions where the model and observed interannual standard deviation of SWE is greater than 0.1 mm.

3. Behavior and sources of SWE potential predictability

In section 3a, we first compute PP of CanCM4 SWE forecasts at two of the Canadian weather stations considered in Part I, Goose Bay in Newfoundland and Labrador (GBY-NL), and Mission Ridge in British Columbia (MRD-BC), which are representative of different snow-climate zones. GBY-NL is in the taiga region of eastern Canada whereas MRD-BC is in the
cordilleras of western Canada. Details about these two sites and the performance of CanCM3 and CanCM4 in initializing SWE at these locations are presented in Part I. We then extend the analysis to the entire Northern Hemisphere. The role of SWE anomaly persistence on PP is discussed in section 3b. The influence of ENSO teleconnections on PP of SWE in western North America is discussed in section 3c. The behavior of CanCM3 SWE forecasts is summarized in the supplemental material.

a. Potential predictability of SWE

Figure 1 shows the daily time evolution of SWE forecasts for each of the 10 CanCM4 ensemble members initialized at the beginning of October, December, February, and April in 1981–2010 for the model grid cells containing GBY-NL and MRD-BC. Also shown are the ensemble means for each forecast year and their climatological mean as well as the noise and the potentially predictable and total variances. Figure 1a shows the forecasts for GBY-NL initialized in October, which is approximately the time of snow onset at this site. The interannual SWE variability is low early in the snow season because of the low average snow accumulation. As the snow accumulation period progresses, the spread of the ensemble means increases mostly because of the increasing spread of the individual ensemble members (i.e., noise). The total variance $s^2_T(t)$ is approximately equal to the noise variance $s^2_N(t)$, implying low PP for forecasts initialized in October. These PP values computed from Eq. (4) are indicated by the black curve in Fig. 2a. The PP drops quickly at the start of the forecast and becomes statistically indistinguishable from zero within 2 weeks.

Daily evolution of SWE forecasts for GBY-NL initialized later in the snow season is depicted in Figs. 1c,
1e, and 1g. In these cases, the potentially predictable variance explains a much larger fraction of the total interannual variability during the snow accumulation period (until approximately 2–4 weeks after the snow peak) compared to when the forecast is initialized in October (Fig. 1a). This implies higher PP when initialization is done at this stage of the snow season, as shown in Figs. 2c, 2e, and 2g. At this location, \( \sigma_P^2(t) \) tends to remain relatively unchanged throughout the forecast, approximately until both \( \sigma_T^2 \) and \( \sigma_N^2 \) reach a maximum (typically during springtime), to then drop quickly to zero. The timing of maximum \( \sigma_T^2 \) thus corresponds to a temporal barrier for potential predictability at this location regardless of the forecast initialization date. After this time, and into the following snow season, SWE at this station in northeastern Canada is no longer potentially predictable.

Corresponding results for the grid cell containing MRD-BC are shown in Fig. 1 (right) and Fig. 2 (right). By contrast with GBY-NL, SWE forecasts for MRD-BC initialized in October show significant PP during most of the snow season (Fig. 2b). After a relatively rapid decrease during the first month, PP remains low, although statistically significant, throughout the next 3 months, and then increases again leading up to the climatological SWE peak, reaching PP values \( >0.2 \) for about 2 months until the end of the snow season. This reemergence of PP several months into the forecast suggests that predictable large-scale climate variations and/or external forcing may be contributing appreciably to interannual SWE variations at this location.

Appreciable PP is found in SWE forecasts at MRD-BC beyond about 2 months for initializations in December and February, and beyond about 1 month after
initialization in April (Figs. 1d,f,h and 2d,f,h). In each case PP decreases rapidly initially, then reaches a plateau at the peak of the snow season and decreases rapidly again toward the end of the snow season. This behavior is particularly evident for the forecast initialized in December, when the plateau extends over 2 months with PP > 0.4 (Fig. 2d). This is an indication of a relatively large $\sigma^2_S(t)$ that does not necessarily originate from the SWE initial conditions, consistent with the increasing values of $\sigma^2_S(t)$ about the time of PP reemergence, as shown in Fig. 1 (right). Also noteworthy is the significant PP in the subsequent snow season for the forecasts initialized in April (Fig. 2h). In this case, all memory of the initial SWE anomalies has been erased by the spring melt, but there is nonetheless a predictable component of interannual SWE variation in the following snow season leading to $PP \approx 0.3$ at the longest lead time in late March. Causes for the reemergent PP at MRD-BC are investigated in section 3c, whereas the remainder of this section and section 3b consider the contribution to PP originating from SWE initial conditions.

Figure 3 shows PP of CanCM4 SWE forecasts at lead times $t = 0, 15, 30$, and 60 days for the four initial months considered. Overall, PP tends to decrease with lead time at a rate that depends on location and initialization date. Initially, PP is generally highest in northern Siberia, the Pacific Northwest, the Tibetan Plateau and the Karakoram, and to some extent eastern Canada and Scandinavia, with values depending on initialization month. The PP is typically very high ($>0.9$) at the start of the forecast in December, February, and April, and remains high ($>0.8$) in the first 2 weeks. For October, PP remains relatively low throughout the forecast, with the highest values found north of 60°N ($>0.5$ after 15 days). For April, there is appreciable PP ($>0.4$) in the regions mentioned above 30 days after initialization, but much lower values after 60 days ($<0.2$), except in the Tibetan Plateau, eastern Siberia, and the Pacific Northwest ($>0.3$). Low values are found in the midlatitudes where there is a relatively large noise variance characteristic of the snowmelt. The PP of SWE initialized in February is typically highest at every lead time among all initial months considered.

Figure 4 shows the number of consecutive days following the start of CanCM4 forecasts that PP exceeds 0.5 and 0.9. Overall, the longest such intervals (with actual values depending on the time of initialization and location) are found in the high latitudes ($>60°N$), Pacific Northwest, Tibetan Plateau, and the Karakoram. There are typically more days with potential predictability when the forecast is initialized well into the snow accumulation period (e.g., December–February in the mid- to high latitudes). The duration of potential predictability is reduced significantly for forecasts initialized earlier during the snow onset. For example, PP > 0.5 for up to 3–4 weeks for the forecasts initialized in October and up to 4–5 months for the forecasts initialized in December. Because of the snowmelt, forecasts initialized in April have PP > 0.5 for up to 1–2 months in the high latitudes and for slightly more time in the Tibetan Plateau. The longest time period for which PP remains greater than 0.9 corresponds to the forecasts initialized in February, ranging up to approximately 6 weeks.

b. Potential predictability due to anomaly persistence

We showed in section 3a that SWE PP is high at the start of the forecast and can remain relatively high for some time depending on the initialization date. Because SWE is a cumulative quantity, it contains information about previous snowfalls that can last for relatively long times, particularly at higher latitudes and/or elevations where temperature remains sufficiently low for longer periods. This “memory” of previous snow accumulation should therefore contribute to PP.

Evidence of this is depicted in Fig. 2, which, in addition to PP, shows the squared temporal autocorrelation of forecast SWE anomalies defined in Eq. (6). For GBY-NL (Fig. 2, left), AC$^2$ remains close to PP for most of the forecasts, with the exception, to some extent, of the forecasts initialized in April. This suggests that PP of SWE at GBY-NL can largely be attributed to the persistence of initial SWE anomalies, particularly for the forecasts initialized in December and February (Figs. 2c,e). By contrast, AC$^2$ for MRD-BC (Figs. 2b,d,f,h) initially decays at approximately the same rate as PP, but then continues to decay while PP stabilizes or even increases as described in section 3a. This indicates that there is a component of PP that cannot be explained in terms of persistence of initial anomalies. Such behavior is particularly evident for the forecasts initialized in October and December (Figs. 2b,d), which retain significant PP about 120 and 60 days, respectively, after initialization (in about February), despite much lower values of AC$^2$.

Figure 5 shows the geographical distribution of AC$^2$ for CanCM4 SWE forecasts at $t = 15, 30$, and 60 days initialized in October, December, February, and April. The geographical patterns are generally similar to those for PP (Fig. 3), although AC$^2$ tends to be nonsignificant at some peripheral snow regions where PP remains significant. The AC$^2$ is particularly low relative to PP for the forecast initialized in October, with little persistence of initial SWE anomalies after 15 days. Geographical patterns of AC$^2$ for the forecasts initialized in December, February, and April are similar to those for PP,
although $AC^2$ values again are somewhat lower than for PP.

The autocorrelation of SWE in CanCM4 forecasts initialized in December, February, and April essentially vanishes in springtime, typically 1–3 weeks after the total variance $\sigma^2_T$ reaches its maximum during the spring melt. This is shown in Fig. 6 (top). The PP of SWE, on the other hand, tends to remain statistically significant for a slightly longer period. This eradication of AC and PP occurs well before climatological SWE itself vanishes, as evidenced by Fig. 6 (bottom), which shows the lag following peak $\sigma^2_T$ at which climatological SWE decreases below 1 mm. Thus, the date of maximum $\sigma^2_T$ largely coincides with a temporal barrier for SWE

![FIG. 3. Potential predictability of daily SWE from CanCM4 forecast runs at lead times (from top to bottom) of 0, 15, 30, and 60 days. Rows are for equal lead time and columns for initial conditions at the start of the indicated month.](image)
potential predictability. There are, however, regions where SWE is potentially predictable even at the subsequent snow season, as we show next.

c. Potential predictability due to ENSO teleconnections in North America

While much of PP at shorter lead times is attributable to the persistence of initial SWE anomalies as shown above, there is an additional long-range component of PP that is associated with predictability of future snow accumulation and is therefore not directly associated with the initial SWE anomalies. This PP component is more prominent at certain locations such as the Mission Ridge observation station, as illustrated in Fig. 2, and can remain appreciable at very long lead times, extending even into the next snow season, as indicated in Fig. 2h. This long-range component of PP is particularly pronounced over western North America. In this subsection, we present evidence that this long-range PP is mainly a result of potentially predictable temperature and precipitation variations connected with ENSO.

The long-range behavior of PP is illustrated in Fig. 7, which shows PP of March-averaged SWE in North America for CanCM4 forecasts initialized at the beginning of February (lead time $t = 1$ month), December ($t = 3$ months), October ($t = 5$ months), and April ($t = 11$ months). For $t = 1$ month, PP is greater than 0.8 in northwestern Canada, the Canadian Arctic Archipelago, and a portion of northeastern Canada, whereas PP is greater than 0.5 in the rest of Canada and in the U.S. Rocky Mountains. These relatively high PP values are at least partly attributable to the persistence of initial SWE anomalies, as discussed in section 3a above. For $t = 3$ months, the pattern of SWE PP is similar to that for $t = 1$ month, although PP values are somewhat reduced. By $t = 5$ months, which corresponds to the forecast initialized at the start of October, prior to snow onset in the midlatitudes, PP of SWE is mostly lost, except in the Pacific Northwest and the southern Rocky Mountains as well as the far northern latitudes. For $t = 11$ months, which corresponds to the forecasts initialized in April of the previous snow season, any influence of SWE initialization has been erased by the spring melt and summer season. Nonetheless, PP in March is significant in the Pacific Northwest and much of the Rocky Mountains. Since the linear trend over the 30-yr hindcast period in CanCM4 March-averaged SWE hindcasts is typically $<5\%$ of the signal standard deviation in North America regardless of lead time (not shown), and since PP values when linear trends are removed are almost indistinguishable from those in Fig. 7, we argue that such significant long-lead PP is the result of SWE response to other climate variables most likely linked to ENSO variability, combined with the ability of the forecasts to predict ENSO, as we show next.
Historical simulations of CanCM4 represent the amplitude, frequency content, and seasonality of observed ENSO variability reasonably well (Merryfield et al. 2013). This model fidelity likely is one reason why CanCM4’s ENSO prediction skill is competitive with that of other current-generation climate prediction models (Merryfield et al. 2011; DelSole et al. 2014). The strongest ENSO influences on North America occur in winter through atmospheric teleconnections, and these influences on near-surface temperature and precipitation in December–February (DJF) are also represented reasonably well by CanCM4, although temperature influences of opposite polarity tend to be somewhat more concentrated in northwestern and southeastern North America, respectively, than is observed (Merryfield et al. 2013). We characterize ENSO influences on North America in CanCM4 forecasts by regressing forecast fields at a given lead time on forecast values of the Niño-3.4 index, frequently used to characterize ENSO, at the same lead time. Despite the ENSO spring predictability barrier (e.g., Webster 1995), CanCM4 has considerable skill at forecasting the Niño-3.4 index up to 1-yr lead, including for predictions initialized in April, for which the anomaly correlation skill score verified against the Optimum Interpolation Sea Surface Temperature (OISST) observational dataset remains over 0.70 throughout the forecast (not shown).

Figures 8a and 8b show the regression patterns for December- and March-averaged SWE forecasts initialized at the beginning of April, corresponding to 8- and 11-month lead times, respectively. Statistical significance at $p = 0.10$ according to a two-tailed Student’s $t$ test is indicated by cross hatching where correlation values exceed 0.3. At both lead times, the SWE response
to positive Niño-3.4 anomalies is negative for most of the Pacific Northwest, the northern Rocky Mountains, and a large portion of central-to-eastern Canada, particularly near the Great Lakes and Hudson Bay regions. A positive SWE response occurs in parts of northwestern Canada and Alaska, the southern Rocky Mountains, and northwestern portions of the U.S. Great Plains. These features are largely consistent with the SWE response to ENSO in observation-based studies (Sobolowski and Frei 2007; Seager et al. 2010). The negative SWE anomalies in Canada have larger absolute values in March relative to December, whereas the positive anomaly pattern in the U.S. Great Plains has decreased in extent. For both target months, the negative SWE response in the Pacific Northwest is significant, and the positive response in the southern Rocky Mountains is significant in December and still present but somewhat reduced in March. These regions correspond to where March-averaged SWE is found to be potentially predictable even across snow seasons (Fig. 7d).

The SWE response to ENSO is likely driven by ENSO influences on temperature $T$ and precipitation $P$. Figures 8c–f show regression patterns for December- and March-averaged $T$ and $P$ forecasts initialized in April as for SWE (i.e., 8- and 11-month lead times). Forecast $T$ anomalies are positive and $P$ anomalies are negative in the Pacific Northwest when El Niño conditions are forecast, with both influences contributing to the observed reduction in SWE. The opposite behavior is found in the southern Rocky Mountains and U.S. Great Plains, with lower $T$ and higher $P$ under forecast El Niño conditions both contributing to the
The forecast increase in SWE. The $T$ and $P$ regression patterns are similar for both target months and largely independent of forecast lead time (not shown), but they tend to be weaker in March than in December, except for the increase of negative $P$ anomalies in eastern Canada. These regression patterns are similar to those for DJF in CanCM4 shown in Merryfield et al. (2013) and include the biases in these patterns described above. Regression patterns computed with linear trends removed are very similar to those in Fig. 8 (not shown).

Because SWE is a cumulative product of previous snowfall and snowmelt events, the influence of $T$ and $P$ on SWE variability is not limited to contemporary months, but also has contributions from previous months in the snow season (e.g., Sospedra-Alfonso et al. 2015). This may explain, at least in part, the intensification between December and March of the negative Niño-3.4-regressed SWE anomalies in western and east-central Canada (Figs. 8a,b), where peak climatological SWE tends to occur in March or later (Part I). Also, this may explain why PP in the U.S. southern Rocky Mountains is relatively high in March at 11-month lead (Fig. 7d), even though the ENSO-regressed SWE anomalies are not statistically significant at this month (Fig. 8b). Conversely,
Fig. 8. Regressions of CanCM4-predicted (left) December- and (right) March-averaged (a),(b) SWE; (c),(d) surface temperature; and (e),(f) precipitation against CanCM4-predicted Niño-3.4 index for the forecasts initialized in April. Lead times are 8 (left) and 11 months (right). Cross-hatched regions correspond to correlations $>0.3$. 
regions with significant SWE forecast anomalies associated with ENSO but low PP may be the result of relatively large noise variances that overcome signal variability.

4. CanSIPS SWE hindcast skill

The previous section quantified the potential predictability of SWE for each of the two CanSIPS models separately, referring to daily values in order to clearly resolve the strong seasonality of SWE, whereas in this section we assess the actual skill of CanSIPS hindcasts of SWE. In doing so, we apply the methodology used in constructing deterministic CanSIPS forecasts; namely, monthly and seasonal mean forecast anomalies are described by unweighted averages of the ensemble-mean anomalies from the two models. Here we consider monthly mean forecasts, although comparable results are obtained when seasonal means are considered instead.

We first examine data products for SWE forecast verification. The seasonal and lead time dependence of the ACC and MSSS and their geographical distribution are then examined, after which these actual skills are compared to the PP-based “potential skills” evaluated in section 3.

a. Choice of verification product

Assessment of climate forecast skill over large regions or globally requires a gridded verification data product for the variable of interest whose spatiotemporal coverage is sufficient for the desired analysis to be performed. Station-based and remotely sensed measurements are inevitably subject to spatial and temporal gaps as well as discontinuities because of observing system changes, and so generally do not suit this purpose. Climate forecast verification datasets therefore most often consist either of reanalyses obtained from data-constrained models or of syntheses of observations in which various procedures are applied to fill gaps and ensure that physical constraints are obeyed.

Although several gridded SWE products are available that potentially could be applied to SWE forecast verification, these datasets have not previously been considered in that context. Therefore, we evaluate skills for these multiple SWE data products covering the 1981–2010 verification period that were described in section 2a, including the blend of five such products (Blended-5) described in Mudryk et al. (2015).

Forecast skills obtained using these various products for verification are summarized in Fig. 9, which shows Northern Hemisphere averages of ACC and MSSS computed as described in section 2c for every target month at 0- and 1-month lead times for five different verification products. These skills are consistently highest in winter and early spring, after the snowpack has accumulated and before the spring melt, although there are substantial differences in skill scores obtained using the different verification products. Highest scores are consistently obtained using Blended-5, followed closely by MERRA and ERA-Interim/Land, whereas scores obtained using ERA-Interim and MERRA-Land are much lower, reflecting known issues affecting SWE values in those products (Reichle 2012).

Although it has not been explicitly demonstrated, an attractive hypothesis is that the higher skills obtained using the Blended-5 product result from a partial cancellation of observational errors in different data products, in much the same way that combining multiple forecast models tends to reduce errors in the aggregated forecast (e.g., Kirtman et al. 2014). These results also serve as a reminder that skill can reflect errors in the verification product, in addition to the accuracy of the forecast itself. Because CanSIPS SWE initial conditions are set indirectly through the response of the CLASS land surface model to ERA-Interim-based forcing of the model atmosphere, the initialization procedure does not explicitly favor Blended-5 over the other products, indicating that this is not the reason for the higher scores for Blended-5. Based on these considerations and the results in Fig. 9, the Blended-5 product is selected for verification in the remainder of this section.

b. Regional, seasonal, and lead time dependence

The geographic distribution of ACC for CanSIPS verified against Blended-5 at lead times $t = 0, 2,$ and 4 months is shown in Fig. 10. The highest ACC values are generally found in the mid- to high latitudes, being typically $>0.6$ at lead 0 for December, February, and to some extent April. In October, CanSIPS has lower but still significant ACC with values $>0.6$ only in some high-latitude regions. At 2-month lead time, CanSIPS has significant skill ($>0.3$) northward of $45^\circ$N for the forecasts initialized in December and February, and northward of $60^\circ$N for the forecast initialized in October. There is little skill at 2-month lead for the forecasts initialized in April as this corresponds to June when much of the snow cover has receded to high latitudes. At 4-month lead, CanSIPS has significant skill for forecasts initialized in December, and to a lesser degree, for forecasts initialized in October. Little skill is found for the forecasts initialized in February and April since 4-month lead time corresponds to June and August, respectively, when the snow cover has receded considerably.

The geographic distribution of MSSS for CanSIPS verified against Blended-5 at lead times $t = 0, 2,$ and
4 months is shown in Fig. 11. As expected, the MSSS values are smaller than the corresponding ACC values as MSSS is bounded from above by ACC² [e.g., Murphy 1988, his Eq. (12)]. The spatial pattern of MSSS for 0- and 2-month lead generally follows that of ACC, with elevated skill values in most of eastern Europe, western Russia, and large portions of the 45°–60°N latitude band in North America for forecasts initialized in December and February. The MSSS values at 4-month lead are generally very low, with the exception, to some extent, of the forecasts initialized in December, at which time the initial anomalies tend to persist through April and seasonal climate variability is relatively predictable.

c. Comparison of potential and actual skill

Because PP represents the fraction of total variance that is potentially predictable, √PP corresponds to the correlation between the signal component of the forecasts and the total forecast values (signal plus noise). Therefore, √PP is an appropriate measure to compare with the actual ACC skill obtained by verifying forecasts against observations. To make these comparisons somewhat more region-specific than the skill scores for the entire Northern Hemisphere shown in Fig. 9, we consider averages over North America representing a wide range of latitudes, including regions characterized by ephemeral winter snow, and also averages for Canada representing primarily northern latitudes having a permanent winter snowpack.

Figure 12 compares spatial means of √PP and ACC for CanSIPS SWE verified against Blended-5 in North America and Canada as a function of month and lead time. The √PP values are generally higher than ACC for both regions, and both measures are typically higher for Canada than for the whole of North America. Higher forecast skill in Canada relative to North America is likely, at least in part, the result of excluding the southern regions with shallow or ephemeral snow cover that are characterized by a relatively large noise variance and
hence are less predictable. Higher values occur during the snow accumulation period, between snow onset and the start of the snowmelt (e.g., November–April for 0-month lead). Area-averaged ACC exceed 0.3 for up to 3 months lead time for North America and up to 4–5 months for Canada (Figs. 12c,d), whereas area-averaged √PP exceed 0.3 for up to 6 months for North America and 7 months for Canada (Figs. 12a,b).

Figures 12a–d also indicate that there is a temporal barrier for SWE predictability and skill in late spring. For example, for leads 1 month or greater, area-averaged √PP and ACC in North America drop to much lower values in May and the following months. This degradation implies that forecasts initialized in April or earlier have relatively low potential predictability and actual skill by May. A corollary is that forecasts initialized earlier in the snow season tend to remain skillful for longer times. For example, North America–averaged √PP remains >0.3 for 7 months for the forecasts initialized in November, but only 3 months for forecasts initialized in March (Fig. 12a). A likely cause for the rapid decline in PP of SWE in springtime is the relatively large noise variance during snowmelt (Fig. 1), when relatively small differences in the timing of the melt can give rise to large differences in SWE across the ensemble.

Scatterplots of these area-averaged ACC and √PP over North America and Canada are shown in Figs. 12e and 12f. Potential skill given by √PP is generally higher than the actual forecast ACC. The ACC is found to increase approximately linearly with √PP with a coefficient of determination $R^2$ of 0.94 for both North America and Canada. The deficit in ACC relative to √PP (with the best linear fit lines having slopes and intercepts of 0.73 and −0.10 for North America and 0.82 and −0.13 for Canada, respectively) is commonly

Fig. 10. The ACC for CanSIPS vs Blended-5 at lead times of (top) 0, (middle) 2, and (bottom) 4 months. Rows are for equal lead times and columns for initial conditions at the start of the indicated month.
interpreted as being due to model biases, although potential skill is not necessarily constrained to be greater than actual skill (Kumar et al. 2014), and error in the model initialization of SWE and in the verification data may also play a role.

The long-range behavior of CanSIPS actual skill is illustrated in Fig. 13, which shows March-averaged ACC$^2$ between Blended-5 and CanSIPS SWE forecasts initialized at the beginning of February (lead time $t = 1$ month), December (lead $t = 3$ months), October (lead $t = 5$ months), and April (lead $t = 11$ months). The geographical distribution of ACC$^2$ is similar to that of PP in Fig. 7, but with somewhat reduced values. Overall, ACC$^2$ tends to decrease with lead time in much the same manner as PP and remains significant in large portions of Canada and the western United States at 3-month lead. For longer lead times, there is significant skill in the Canadian Arctic Archipelago (at 5-month lead), and in some portions of the western United States (at 5- and 11-month lead) where ENSO-teleconnected SWE anomalies occur (Fig. 8b) and PP is high (Figs. 7c,d). This suggests that CanSIPS is able to capitalize on this source of potential predictability, resulting in actual skill in forecasting SWE anomalies in this region at long lead times.

d. Comparison of skill with anomaly persistence

A common practice when evaluating forecast skill is to compare the performance of model-based forecasts to that of simple reference forecasts. An example of such a reference forecast is the persistence “forecast,” which is obtained by persisting in time the anomalies that are present at the forecast initialization time. We persist the SWE anomalies from the forecast initial conditions, as this represents a source of information that corresponds well with uncertain available observations (Part I) and is readily available in real time, in contrast to the gridded verification products considered here that are generally not available in real time. More precisely, we employ ensemble-mean SWE averaged over the first day of the forecast as representing the initial conditions. The Blended-5 dataset is employed for verification as in the preceding subsections.

Figures 14a and 14b compare spatially averaged ACC based on the CanSIPS hindcasts (vertical axis) and on persistence of initial SWE anomalies (ACC$_p$) as
described above (horizontal axis). CanSIPS scores tend to exceed those obtained from persistence at all lead times, and although the differences are usually not large, they are consistently higher in cases where the area-averaged skills are the largest, primarily in winter and early spring at short lead times. By contrast, the instances where persistence skills are slightly higher mainly occur for seasons and lead times where area-averaged skill is low, which suggests that sampling noise may affect the signs of these differences.
Maps of ACC minus ACC$_p$ in North America are shown in Fig. 15. The tendency for CanSIPS scores to exceed persistence is clearly evident, although little difference is seen at short lead times at higher latitudes in the core of the snow season (December and February), where anomaly persistence accounts for much of the potential predictability according to the results of section 3. By contrast, CanSIPS scores tend to exceed those of persistence at lower latitudes, and at short lead time in the periphery of the snow season (October and April), where snowpacks are thinner and forecast snowfall and snowmelt have relatively more influence. Negative values, indicating higher scores for persistence, occur mainly in the periphery of the snow season at longer leads when skill generally is relatively low, consistent with Fig. 14.

e. Comparison of SWE anomaly persistence in CanSIPS and observations

Persistence of initial SWE anomalies has been shown to be an important source of SWE potential predictability and actual skill in CanSIPS (sections 3b, 4d). Large autocorrelation in ensemble forecasts is known to be indicative of low dispersion among the ensemble
members (Kumar et al. 2014), which can be desirable or not depending on whether this indicates real predictability or artificial overconfidence in the forecast. It is thus worthwhile to compare SWE anomaly persistence in the forecasts with that in the observations. The relatively high skill up to 3 months of the persistent forecasts discussed in the previous section suggests that SWE anomalies in the observations are strongly autocorrelated. Here we compare temporal autocorrelation of SWE forecast anomalies in CanSIPS [Eq. (6)] with temporal autocorrelation of SWE anomalies in Blended-5 [Eq. (6) for one ensemble member being the observations].

Figures 14c and 14d compare spatially averaged ACC in North America and Canada, respectively, based on CanSIPS hindcasts (vertical axis) and observations (horizontal axis). Considerable persistence is found in both CanSIPS and observations at up to 5 months lead time, depending on forecast date. Averaged AC in CanSIPS tends to be about the same as that of the verifying observations, with values as high as 0.8 in North America and 0.95 in Canada. In the whole of North America, averaged AC in CanSIPS tends to be slightly lower than that of the verifying observations at 0-month lead time, most likely because of relatively larger ensemble spread in regions of shallow and/or ephemeral snow in the midlatitudes. The similar degree of persistence of CanSIPS initial SWE anomalies to that of verifying observations suggests that the larger values of averaged $\sqrt{PP}$ relative to ACC in North America.
(discussed in section 4c) are because of a relatively large SWE signal variance and not the result of under-dispersion of forecast SWE anomalies, which also would tend to increase PP (Kumar et al. 2014).

5. Summary and conclusions

We have evaluated potential and actual skill in CanSIPS multiseasonal forecasts of SWE in 1981–2010 over the Northern Hemisphere. The PP, defined as a potentially predictable variance fraction according to Eq. (4), was employed as a measure of potential skill, and ACC and MSSS based on verification against several SWE gridded observation-based products were employed as measures of actual skill.

The PP was found to vary strongly with region, initialization date, and lead time, as illustrated in Fig. 3. Geographically, PP tends to be highest in the northern latitudes and regions of higher elevation, typically having longer duration of snow cover and colder temperatures to preserve the snowpack. With respect to initialization date and lead time, highest PP values tend to occur early in forecasts that start well after snow onset, particularly in the core of the snow season (e.g., December and February). Although tending to decrease with lead time, these initially high PP values can remain appreciable throughout much of the snow season (Fig. 4). The persistence of initial SWE anomalies, quantified by the squared autocorrelation, was found to contribute substantially to these high PP values. By contrast, in forecasts initialized early in the snow season, PP is initially relatively low and decays more rapidly.

A temporal barrier for potential predictability occurs during springtime, typically around 1–4 weeks (depending on location and initialization date) after the total variance $\sigma^2_T$ reaches a maximum. Persistence of initial SWE anomalies has generally vanished within 3 weeks of maximum $\sigma^2_T$ and climatological SWE falls

---

**Fig. 15.** Difference of ACC for CanSIPS vs Blended-5 minus ACC for Blended-5 anomalies and CanSIPS initial anomalies at lead times of (top) 0, (middle) 1, and (bottom) 2 months. Rows are for equal lead times and columns for initial conditions at the start of the indicated month.
below 1 mm after approximately 3–6 weeks, with little variation with respect to location and initialization date. However, there are regions such as the Rockies and western Canada where SWE is potentially predictable even across snow seasons. Such predictability cannot be attributed to anomaly persistence and must be a result of CanSIPS skill in predicting other climate variables, primarily temperature and precipitation, which influence snowfall and snowmelt. ENSO teleconnections likely play a role since the modeled influence of ENSO on temperature, precipitation, and SWE in these regions resembles that in observations and is largely independent of forecast lead time. Moreover, comparisons against verifying observations show that CanSIPS capitalizes in this source of potential predictability and has actual long-lead skill in forecasting SWE anomalies in this region.

Although we have only described long-lead skill at forecasting SWE in North America, there are also indications of long-lead skill, likely associated with ENSO, in the Karakoram and adjoining Tibetan Plateau (Sospedra-Alfonso and Merryfield 2016). Climate modes of variability other than ENSO may also contribute to SWE predictability and skill; for example, the combination of warm ENSO and negative NAO regimes is known to favor snowfall on the eastern coast of North America (e.g., Notaro et al. 2006; Seager et al. 2010). Such contributions are not examined in this work except to note that the short-lead skill of the CanSIPS models in predicting the winter NAO is modest at best (Butler et al. 2016), and the longer-lead skill for NAO prediction is likely lower still.

Comparisons of SWE forecasts from the two CanSIPS models show that, even though CanCM3 has initially larger noise variance than CanCM4, CanCM4 is generally more dispersive than CanCM3, with a faster increase in noise variance and a slightly faster potential predictability decay. Also, CanCM4 typically has larger signal-to-noise variance than CanCM3 at the beginning of the forecast (not shown), mostly due to the larger initial noise variance (i.e., ensemble spread) in CanCM3. However, the difference of PP between the two models is generally within 0.1 at the beginning of the forecasts initialized in December, February, and April.

The actual skill of CanSIPS forecasts of SWE was assessed using several observation-based verification products. The highest skill values were obtained using a blend of five SWE datasets developed by Mudryk et al. (2015) and denoted here as Blended-5. This could be a result of errors in the individual datasets tending to offset each other in the blended product, much as multimodel-averaged climate simulations and forecasts tend to outperform those of individual models. CanSIPS was found to be reasonably skillful at forecasting SWE, with ACC values based on verification against Blended-5 averaged over the Northern Hemisphere exceeding 0.5 at 0-month lead in forecasts initialized from December through June and 0.3 at 1-month lead in forecast initialized from December through May. The MSSS exhibits similar behavior but with lesser values.

Potential and actual skills were related by comparing $\sqrt{PP}$ and ACC averaged over North America and Canada. These values were found to be approximately linearly related, with $\sqrt{PP}$ generally exceeding ACC. Based on these areal averages, SWE forecasts initialized relatively early in the snow season (e.g., November) remain skillful over a longer forecast range than forecasts initialized later in the snow season (e.g., March) because of a prediction barrier in the spring melt. The steep decline in potential and actual skill in May is a consequence of a large increase in noise variance that occurs during the snowmelt.

The skill of CanSIPS forecasts of SWE was found on average to exceed that of anomaly persistence, with such “added value” tending to be most pronounced near the periphery of the seasonal snowpack, as well as across consecutive snow years, in which case initial anomalies are erased by the spring melt so that persistence cannot contribute. The autocorrelation properties of forecast and observed SWE anomalies are similar, showing that CanSIPS captures this important property of the snowpack. However, CanSIPS actual skill falls somewhat short of the potential predictability, as is often (though not always) the case for climate forecasts. Possible reasons for this include systematic model errors, as well as differences between initial SWE anomalies in the forecasts and those in the verifying analysis; although CanSIPS initializes SWE reasonably realistically based on comparison with independent SWE analyses as demonstrated in Part I, skill stemming from the initial conditions will nonetheless be degraded by the differences that do exist between the SWE initial conditions and verifying analysis. This is in part because of the significant uncertainties that exist in all observation-based SWE analyses. Having an accurate SWE analysis available in real time would enable accurate forecast initialization and verification against a consistent data product and would likely increase skill scores and decrease the gap between actual skill and PP.
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