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ABSTRACT

Accounting for climate change, GCM-based projections and their uncertainty are relevant to study potential impacts on hydrological regimes as well as to analyze, operate, and design water infrastructure. Traditionally, several downscaled and/or bias-corrected GCM projections are individually or jointly used to map the raw GCMs’ changes to local stations and evaluate uncertainty. However, the preservation of GCMs’ statistical attributes is by no means guaranteed, and thus alternative methods to cope with this issue are needed. This work develops an ensemble technique for the unbiased mapping of GCM changes to local stations, which preserves local climate variability and the GCMs’ statistics. In the approach, trend percentiles are extracted from the GCMs to represent the range of future long-term climate conditions to which local climatic variability is added. The approach is compared against a method in which each GCM is individually used to build future climatic scenarios from which percentiles are computed. Both approaches were compared to study future precipitation conditions in three Chilean basins under future climate projections based on 45 GCM runs under the RCP8.5 scenario. Overall, the approaches produce very similar results, even if a few trend percentiles are adopted in the GCM preanalysis. In fact, using 5–10 percentiles produces a mean absolute difference of 0.4% in the estimation of the probabilities of consecutive years under different precipitation thresholds, which is ~60% less than the error obtained using the median trend. Thus, the approach successfully preserves the GCM’s statistical attributes while incorporating the range of projected climates.

1. Introduction

Uncertainty is inherent to water resources planning and management. Typically, this planning has considered stationarity to characterize and quantify uncertainty. In
particular, the design and operation of water infrastructure uses historical hydrometeorological records that are assumed to be representative of the future. Such an approach is used to assign costs and benefits to decisions and projects, as well as to estimate the involved system performance (Bras et al. 1983; Datta and Burges 1984; Datta and Houck 1984). But decision-making should no longer rely completely on the assumption of stationarity (Milly et al. 2008, 2015), as global change in general, and climate change in particular, are altering the behavior of hydroclimatic variables.

A widely used approach to cope with uncertainty in water resources management under stationarity has been probabilistic risk assessment, in which exceedance probabilities are given to different possible outcomes. Risk assessment has also been used in nonstationary extreme flood evaluation (Stedinger and Griffis 2011; Vogel et al. 2011; Salas et al. 2012; Obeysekera and Salas 2014; Salas and Obeysekera 2014; Read and Vogel 2015) and serves as an alternative to evaluate changes and variability in climate. Although a nonstationary risk assessment is challenging (Serinaldi and Kilsby 2015), and a probabilistic projection of climate change could mislead decision-makers by underevaluating the real range of possible futures (Clark and Pulwarty 2003), risk assessment under deep uncertainty is possible (Shortridge et al. 2017). Hence, evaluating risk under nonstationary scenarios would give additional information and a wider view of future possible impacts, as compared to an evaluation assuming stationarity.

Climate change and its impacts on the hydrological regime and water systems have been widely studied by several authors (i.e., Downing et al. 1997; Adeloye et al. 1999; Lettenmaier et al. 1999; Fowler et al. 2005; Mondal and Wasimi 2007; Giorgi and Bi 2009; Mondal et al. 2010; Hagemann et al. 2011; Mahlstein et al. 2011; Matonse et al. 2013). These climate change impact studies typically follow a top-down approach that starts from the climate projections identified from general circulation models (GCMs) for different greenhouse gas (GHG) scenarios. These projections are downscaled to a regional or local scale and are used to run models to simulate specific impacts over different sectors, activities, or components of the environment, such as infrastructure, crops, cities, ecosystems, etc. (Wilby and Dessai 2010; Kiparsky et al. 2012).

Unfortunately, the approach depicted above is associated with an increasing cascade of uncertainty (Wilby and Dessai 2010), which makes decision-making very difficult (Hallegatte 2009). Indeed, the top-down studies that use insufficient GCMs lack the ability to quantify their contribution to the total uncertainty explained by this cascade. The consideration of just some of the GCMs is commonly due to simplicity or to the fact that some specific GCMs have been identified locally to be suitable for climate change studies (Fowler et al. 2005). For example, Yung et al. (2011) evaluated 11 scenarios in the assessment of municipal water supply risk using only two GCMs (i.e., the most extreme ones) in addition to population forecasts and a variety of demand management programs and possible system expansions. Kim and Kaluarachchi (2009) used six GCMs to estimate an average future change when studying the impacts of climate change in the Blue Nile River. However, other studies consider a larger number of GCMs and GHG scenarios to analyze a wider range of possible future outcomes (Schaeffli et al. 2007; Maurer et al. 2009). Typically, a large contribution to the uncertainty comes from the downscaling methods (Chen et al. 2011; Ouyang et al. 2014) and the GHG scenarios. In fact, the uncertainty coming from this last factor becomes more dominant in a distant future (Hawkins and Sutton 2011). Nonetheless, several authors have identified large uncertainties associated with the GCM choice (Minville et al. 2008; Hawkins and Sutton 2011; Chen et al. 2011; Teng et al. 2012; Ahmadalipour et al. 2018). Using a large number of GCMs improves the characterization of the impacts of climate change and its variability by allowing, for example, the estimation and assessment of risk or the relative probability of future scenarios, both concepts commonly used to deal with uncertainty in water management. Yet, considering a large number of GCMs to produce the different possible climate series may be beyond the capabilities of most water resource practitioners and decision-makers; thus, the development of simple approaches to treat multiple GCM projections becomes essential. Such approaches must not compromise the correct representation of both local climate and GCM projections.

In the attempt of having a suitable alternative to cope with GCM uncertainty when dealing with climate change, this paper develops an ensemble technique for the mapping of GCM changes to local stations, in which both the local climate variability and the GCMs’ statistics are preserved (i.e., the technique is unbiased). The approach extracts future changes from annual precipitation and temperature time series derived from multiple GCM runs. A statistical framework combining these changes allows for using the needed trend percentiles to represent the range of future climate conditions. Finally, climatic variability is added to these trends to produce future scenarios coherent with local conditions. The methodology is applied to three different river basins located in the Mediterranean regions of Chile using 45 future climate projections run under the RCP8.5 scenario. In these applications, we extensively assess the results of our method against those obtained
from considering individually each possible GCM output. We also compare its ability to preserve GCM and local statistics against that of more traditional approaches such as delta change, bias correction, and the use of a subset of GCMs. The paper is organized as follows: section 2 describes the approach that is able to manage GCM uncertainty for climate variability and climate change studies, whereas section 3 describes the study area and the climate time series. In section 4 the method is applied to the different case study basins, while in section 5 the main conclusions are presented.

2. Methodology

The proposed methodology is based on a statistical preanalysis of the GCM described in Fig. 1. This preanalysis is used to build climate time series that incorporate both trends from the GCM and natural variability. The GCM preanalysis approach is tested against the conventional analysis of all GCM runs in which each possible GCM is considered individually to produce the corresponding climate series. These series are treated statistically to estimate future climate conditions and their corresponding probability of occurrence. The ability of the proposed method to map GCM changes to local stations is also tested against three other commonly used methods (i.e., quantile mapping bias correction, the use of a subset of representative GCMs, and delta change). Further details of the climate time series generation upon the conventional analysis of all GCM runs, the preanalysis of the GCMs, and the commonly used methods are provided in sections 2a, 2b, and 2c, respectively.

a. Conventional analysis of all GCM runs

The conventional analysis of all GCM runs combines two components: 1) the extraction of changes in precipitation and temperature data from the GCM and 2) the generation of annual climate series around these changes. This analysis is performed for each GCM under the RCP8.5 scenario (Moss et al. 2010), although any other radiative forcing scenarios can eventually be used.

1) GCM CLIMATE CHANGE EXTRACTION

In this step, the three or four closest grid points of the GCM precipitation and temperature outputs (Fig. 1a) are interpolated to the gauge location using the inverse square distance method (Myers 1994). Then, the normalized moving averages in precipitation (NMAP$_{t,G}$) are obtained for the GCM for a moving time window (e.g., 25- or 30-yr window) whose last year is $t$ (Fig. 1b).

$NMAP_{t,G}$ measures the change in precipitation and is defined as the ratio between the GCM precipitation output moving averages (MAP$_{t,G}$) and the average from
the control period of the GCM adopted up to the last year of this control period \( t_o \) (\( \text{AP}_{t_o,G} \)):

\[
\text{NMAP}_{t_G} = \frac{\text{MAP}_{t_G}}{\text{AP}_{t_G}}, \quad t_o < t < t_f, \quad (1)
\]

where \( t_f \) is the last year of the output from the GCM.

On the other hand, the temperature difference for a given GCM (\( \text{DMAT}_{t_G} \)) is obtained by the difference between the GCM temperature output moving average (\( \text{MAT}_{t_G} \)) and the average from the control period (\( \text{AT}_{t,G} \)):

\[
\text{DMAT}_{t_G} = \text{MAT}_{t_G} - \text{AT}_{t,G}, \quad t_o < t < t_f. \quad (2)
\]

An analogous process is used to extract the change in the standard deviation of precipitation from the GCM group. In the case of precipitation, the normalized moving standard deviation (\( \text{NMSDP}_{t_G} \)) is defined for each GCM as the ratio between the GCM precipitation output moving standard deviation (\( \text{MSDP}_{t,G} \)) and the standard deviation from the control period (\( \text{SDP}_{t_o,G} \)):

\[
\text{NMSDP}_{t_G} = \frac{\text{MSDP}_{t,G}}{\text{SDP}_{t_o,G}}, \quad t_o < t < t_f. \quad (3)
\]

The temperature standard deviation difference (\( \text{DMSDT}_{t_G} \)) is obtained for each GCM by the difference between the GCM temperature output moving standard deviation (\( \text{MSDT}_{t_G} \)) and the standard deviation from the control period (\( \text{SDT}_{t_o,G} \)):

\[
\text{DMSDT}_{t_G} = \text{MSDT}_{t_G} - \text{SDT}_{t_o,G}, \quad t_o < t < t_f. \quad (4)
\]

2) ANNUAL CLIMATE TIME SERIES GENERATOR

The second step is the generation of annual series of temperature and precipitation that incorporate local variability using a probability density function (PDF; Fig. 1c). These series are generated considering the changing climate according to the statistics of the GCMs. For each gauge of interest, the process starts by obtaining the moments (mean \( \mu \), standard deviation \( \sigma \), and skewness) of the annual precipitation and temperature records. These moments or the future expected ones obtained using the historical moments and the rates of change calculated in Eqs. (1)–(4), are used to estimate the parameter set \( \theta \) of any PDF \( f_Y(y, \theta) \) of the variable \( Y \) (temperature or precipitation). Thus, \( \theta \) will change in time according to the outcome from the GCMs, either if they are used individually to generate the climate series [section 2a(3)] or if they are considered jointly using the proposed ensemble approach (section 2b). Note that for precipitation we only used strictly nonnegative distributions. The PDF \( f_Y(y, \theta) \) is chosen by minimizing the Kolmogorov–Smirnov (KS) statistic of the KS test (Ayyub and McCuen 2011). Note also that the generation of temperature and precipitation series may eventually need considering and preserving the correlation between them if significant, as well as possible correlations among locations. This was not needed in the case study here presented. As an alternative, the series can be normalized to generate correlated numbers which can then be transformed back to the original variables domain using the inverse of their cumulative distribution function (Ayyub and McCuen 2011). In appendix A we propose a method for this purpose, which is applied to one of the river basins of our case study.

3) INCORPORATING GCM CHANGES INTO A NONSTATIONARY ANNUAL CLIMATE SERIES GENERATOR

We now combine the GCM precipitation and temperature changes obtained in Eqs. (1)–(4) with the annual climate series generator depicted in section 2a(2) for each year \( t \). Thus, the resulting precipitation and temperature series incorporate both the GCM precipitation and temperature mean and standard deviation changes, as well as the natural variability coming from the standard deviation (Fig. 1d). Note that other potential sources of annual natural variability not captured by the standard deviation are not considered. Under this approach, the value of the climatic variable at any time \( t \) for the GCM is obtained as

\[
Y_{t,G} = F_{Y}^{-1}(u, \theta) = F_{Y}^{-1}[u, \mu^{*}(t, G), \sigma^{*}(t, G)]. \quad (5)
\]

where \( u \) is a random uniform number [0, 1]. Note that the values of the parameter set \( \theta \) change with time, as both the mean \( \mu^{*} \) and standard deviation \( \sigma^{*} \) vary according to the GCM changes, while the skewness, if needed, is assumed to be constant. This approach was also adopted by Vogel et al. (2011) to incorporate trends in the return period of floods. The values of \( \mu^{*} \) and \( \sigma^{*} \) in Eq. (5) at any year \( t \) for precipitation are calculated from the historical mean \( \mu \) and standard deviation \( \sigma \) and the normalized change rates calculated in Eqs. (1) and (3):

\[
\mu^{*}(t, G) = \mu \times \text{NMAP}_{t_G} \quad \text{and} \quad (6)
\]

\[
\sigma^{*}(t, G) = \sigma \times \text{NMSDP}_{t_G}. \quad (7)
\]

For temperature, \( \mu^{*} \) and \( \sigma^{*} \) are obtained using the changes rates from Eqs. (2) and (4):

\[
\mu^{*}(t, G) = \mu + \text{DMAT}_{t_G} \quad \text{and} \quad (8)
\]

\[
\sigma^{*}(t, G) = \sigma + \text{DMSDT}_{t,G}. \quad (9)
\]

Note that Eq. (5) allows the generation of annual climate variables. If intra-annual climate series were needed,
disaggregation methods such as the k-nearest neighbor (k-NN; Rajagopalan and Lall 1999) or the stochastic temporal disaggregation method (Thober et al. 2014) can be used. In fact, Greene et al. (2012) applied k-NN to disaggregate annual precipitation and temperature data into finer time scales.

b. GCM preanalysis

The GCM preanalysis considers the following steps: 1) extraction of changing rates of precipitation and temperature associated with each GCM (Figs. 1e,f), 2) grouping the changes from each GCM (Fig. 1g), 3) calculation of the empirical cumulative distribution functions (CDFs) of the GCM changes for each year (Fig. 1h), 4) construction of GCM trends using the CDFs (Fig. 1i), and 5) generation of annual climate series around each GCM trend (Fig. 1k).

To identify the long-term trends in precipitation and temperature, the resulting NMAP\(_{t,G}\) and DMAT\(_{t,G}\) time series calculated from Eqs. (1) and (2) are grouped (Fig. 1g). For each year \(t\), empirical CDFs for the values of NMAP\(_{t,G}\) and DMAT\(_{t,G}\) are calculated (Fig. 1h). The trend in time associated with a given percentile or non-exceedance probability \(p\) (i.e., NMAP\(_{t,p}\) or DMAT\(_{t,p}\); Fig. 1i) is given by the values of NMAP\(_{t,G}\) (or DMAT\(_{t,G}\)) with the same probability \(p\) calculated from the CDF of each year. Hence, several trends (e.g., 25th, 50th, 75th percentiles) could be extracted and considered to analyze different possible future scenarios explicitly, in order to represent the dispersion among the group of GCM results.

An analogous process is done for the standard deviation. Thus, empirical CDFs for changes in the standard deviation of precipitation and temperature (NMSDP\(_{t,G}\) and DMSDT\(_{t,G}\)) calculated from Eqs. (3) and (4) are obtained. Again, different percentiles are chosen, which allows the definition of continuous trends with percentile \(p\) (NMSDP\(_{t,p}\) and DMSDT\(_{t,p}\)). To avoid producing climate data whose trends in average and variability are inconsistent with the GCM output, the value of \(p\) is chosen for the trend of the normalized moving average in precipitation (NMAP\(_{t,p}\)), and it is randomly generated for the trend of the normalized moving average in standard deviation (NMSDP\(_{t,p}\)) after considering the average correlation between NMAP\(_{t,G}\) and NMSDP\(_{t,G}\).

The subset of GCM projections is a selection of a few raw GCMs projections that are more likely and/or have a more severe impact (Whetton et al. 2012). We selected five raw GCM projections to represent the quantiles of the GCM precipitation projection changes. The most extreme GCM mean precipitation changes (i.e., 1% and 99% percentiles) and the interquartiles (i.e., 25%, 50%, 75%) between the near future (2036–63) and the control period (1978–2005) were selected as representative of the entire group of GCM projections. These five GCM projections are not bias corrected.

c. Bias correction and downscaling methods

The GCM preanalysis capability to reproduce the raw GCM projection changes over the mean and the standard deviation of annual precipitation is also tested against a quantile mapping bias correction (Wood et al. 2002), the subset of representative GCM projections (Whetton et al. 2012), and the delta change approach (Hay et al. 2000). These three approaches are some of the most widely used to incorporate GCM statistics to climate change studies.

The quantile mapping bias correction (QMBC) was originally developed by Wood et al. (2002) and subsequently used elsewhere (e.g., VanRheenen et al. 2004; Maurer 2007; Maurer et al. 2009; Shi et al. 2018; Walton et al. 2017). Wood et al. (2004) successfully compared this method against other dynamic and statistical methods. In our work, the QMBC is applied to annual precipitation data by using a gamma–gamma transformation (Sharma et al. 2007).

The subset of GCM projections is a selection of a few raw GCMs projections that are more likely and/or have a more severe impact (Whetton et al. 2012). We selected five raw GCM projections to represent the quantiles of the GCM precipitation projection changes. The most extreme GCM mean precipitation changes (i.e., 1% and 99% percentiles) and the interquartiles (i.e., 25%, 50%, 75%) between the near future (2036–63) and the control period (1978–2005) were selected as representative of the entire group of GCM projections. These five GCM projections are not bias corrected.

The delta change approach, also called change factor, consists of applying the changes in the raw GCM
projections to the historical climate data (Hay et al. 2000; Diaz-Nieto and Wilby 2005; Minville et al. 2008). For precipitation, the delta change method multiplies the historical precipitation series by the change factor associated with the mean precipitation of the raw GCM projections.

3. Study area and climate time series

The methodology is applied to three basins located in central Chile (Fig. 2): 1) the Limari River basin, a semiarid Mediterranean basin in north-central Chile whose outlet is located at 30°43'51"S, 71°42'01"W; 2) the Maipo River basin, a Mediterranean basin in central Chile whose outlet is located at 33°36'40"S, 71°37'50"W; and 3) the Maule River basin, another Mediterranean basin in south-central Chile whose outlet is located at 35°19'00"S, 72°24'30"W. All these basins are bordered on the west by the Pacific Ocean and on the east by the Andes Mountains.

These three basins are representative of the Mediterranean climate conditions in central Chile. Differences in annual precipitation regime are observable in basic rainfall statistics obtained from rain gauges in each basin (Table 1). Annual rainfall increases from north to south, while the annual temperature tends to decrease (Table 1). On the other hand, the value of the coefficient of variance for precipitation decreases with latitude, reflecting a less variable interannual precipitation in the south. The historical control period used in our study goes from 1978 to 2005. The duration of this period was restricted on the one side by the availability of data and the existence of a shift of the Pacific decadal oscillation that took place between 1975 and 1976 that affects the stationarity assumption (Trenberth 1990; Rosenblüth et al. 1997; Trenberth and Stepaniak 2001; Giese et al. 2002; Boisier and Aceituno 2006; Bown and Rivera 2007).

On the other hand, the year 2005 corresponds to the end of a historical control period of the GCM (Taylor et al. 2012). For this study we considered 45 climate projections of 20 GCMs and their realizations from the phase 5 of the Coupled Model Intercomparison Project (CMIP5; Taylor et al. 2012) listed in appendix B. A weighting factor corresponding to the inverse of the number of realizations of each GCM is used for each one of the 45 GCM projections (e.g., each one of the five CanESM2 projections has a weighting factor of 1/5). Other alternative weighting criteria could be used.

4. Results and discussion

In this section we evaluate the effectiveness of the GCM preanalysis strategy. For this purpose, we first validate the conventional analysis of all GCM runs as the best method to reproduce both the local climate and GCMs’ statistics (section 4a). We then use this approach as the reference to assess the ability of the GCM preanalysis to reproduce the statistical moments of precipitation and temperature (section 4b). Finally, in section 4c we compare future precipitation and its recurrence probabilities over several years estimated using the GCM preanalysis and the conventional analysis of all GCM runs. Furthermore, we evaluate the error between both approaches by varying the number of trends considered on the GCM preanalysis.

a. Reproduction of GCM precipitation changes

The ability of the GCM preanalysis to reproduce both the precipitation from the Limari basin and the changes of the GCM projections is compared in Fig. 3 against the results from the conventional analysis, QMBC, the subset of five GCMs, and the delta change method. The GCM preanalysis uses 45 trend percentiles of the mean, and the standard deviation trends are randomly selected after considering the correlation among them. To avoid producing results that are biased toward the GCMs with more realizations, each GCM realization is repeated n times, where n is the ratio between the least common multiple of the number of realizations of each GCM and the number of realizations of that specific GCM (i.e., each CanESM2 realization is considered six times, because the least common multiple of the number of realizations of each GCM is 30 and CanESM2 has five realizations).

The historical mean precipitation is well reproduced by all the methods, except the raw GCMs and the subset of five GCMs, which has not gone through bias correction (Fig. 3a). Because it uses the historical record, the delta change always reproduces the historical mean. The percentage of change of the mean precipitation for the near period (2036–63) according to the raw GCMs is well reproduced by all the methods, except the QMBC (Fig. 3b), whereas for the late period (2066–93) is well reproduced by the delta change and both the conventional analysis and the GCM preanalysis (Fig. 3c). The subset of five GCMs partially reproduces the percentage of change in the late period, while QMBC tends to overestimate the negative changes. The best method in reproducing the mean precipitation and its change is the delta change, followed closely by both the conventional analysis and the GCM preanalysis, which do not capture the exact range of change from the raw GCMs. This is explained by the fact that trend is assigned the last year of the moving window when built, which causes a time lag between the changes from the raw GCM and both methods. The subset of GCMs performs correctly in the near period, because the selection was done in this
period, but in the late period its performance decreases. As noted also by Pierce et al. (2015), the QMBC method may significantly alter the changes projected by the raw GCMs.

The historical precipitation standard deviation is perfectly reproduced by the conventional analysis, the GCM preanalysis, and delta change, and very well reproduced by the QMBC (Fig. 3d). The raw GCM and the GCM subset significantly underestimate the standard deviation. The percentage of change of the standard deviation for the near future (2036–63) is best reproduced by the conventional analysis followed by

FIG. 2. The Limari, Maipo, and Maule River basins and their geographic locations.
QMBC (Fig. 3e). Although the GCM preanalysis is not able to correctly represent the range of the standard deviation changes, it represents the median change very well. Finally, both the GCM subset and the delta change perform poorly. For the late period (2066–93) the conventional analysis is the best in representing the standard deviation changes (Fig. 3f). Again, the GCM preanalysis reproduces the median change well, but cannot capture the range of values correctly. All the other methods have trouble in reproducing the changes in the standard deviation.

Overall, the conventional analysis is the best method to both reproduce local climate and GCMs’ statistics, followed by the GCM preanalysis. Although the GCM preanalysis does not perform as expected on the standard deviation changes, it represents the median change very well. The rest of the downscaling and/or bias correction methods have different problems in preserving the raw GCMs’ changes.

b. Reproduction of the climate time series moments

Figure 4 compares GCM percentiles of the first three moments obtained from the conventional analysis and the GCM preanalysis [i.e., mean $\mu$, standard deviation $\sigma$/coefficient of variation (CV), and skewness] of the future climate data (precipitation and temperature) for the three basins (Limarí, Maipo, and Maule). This comparison uses the simplest alternative for the percentiles of the trends, which is adopting the same percentiles for $\mu$ and $\sigma$ on the GCM preanalysis. Nonetheless, this alternative may oversimplify the representation of the future climate. Note that climate data generated by using the conventional analysis have three dimensions: a GCM dimension, number of annual random realizations, and time. In this case, the moments are calculated over the random realizations and then, for each year, percentiles are estimated by building the empirical CDF for the GCMs (Fig. 4). Because in the GCM preanalysis percentiles are chosen while building climate values, allows by construction to reproduce the same percentiles of the conventional analysis.

The mean and standard deviation of precipitation and temperature for the three basins (Fig. 4, first and second columns) of GCM preanalysis are the same as conventional analysis for the 25th, 50th, and 75th percentile. Hence, not only are future values of $\mu$ and $\sigma$ the same, but the GCM percentiles can also be chosen at the beginning, which simplifies the analysis when using the GCM preanalysis. The CV and the skewness of the
50th percentile of precipitation are the same for GCM preanalysis and conventional analysis (Fig. 4, third and fourth columns). Such level of agreement was not obtained for the 25th and 75th percentiles, especially after the year 2050. For temperature, the behavior of CV produced by GCM preanalysis and conventional analysis is very similar (Fig. 4, third column), with minor differences being observed for the Maule basin. Finally, temperature skewness obtained from the GCM preanalysis and conventional analysis are similar although more variability is produced in the preanalysis case (Fig. 4, fourth column). Overall, the moments obtained from GCM preanalysis are quite close to the moments obtained from conventional analysis.

Because the same trend percentiles for \( \mu \) and \( \sigma \) were used in the GCM preanalysis shown in Fig. 4, the reproduction of moments obtained from conventional analysis is the best possible we could obtain. In reality, however, these percentiles are not necessarily the same, although they are correlated (i.e., a GCM producing a big change in the mean tends to produce a larger change in the standard deviation as well). Figure 5 presents same results as Fig. 4, but GCM preanalysis takes into account these differences between the trends for \( \mu \) and \( \sigma \). In this case, GCM preanalysis uses 45 equally spaced percentiles of the mean, while percentiles for the standard deviation trends are randomly selected after considering the correlation among them. GCM preanalysis moments are estimated along the dimension of the random realizations, and then the percentiles are estimated from empirical CDF over GCMs for each year (Fig. 5). Note that results from conventional analysis in Figs. 4 and 5 are the same.

For the three river basins, the 25th, 50th, and 75th percentiles of \( \mu \) for precipitation and temperature of the climate generated with GCM preanalysis and conventional analysis are the same (Fig. 5, first column). The skewness in temperature is also quite similar for all three basins (Fig. 5, fourth column), whereas for precipitation, they are not alike (i.e., the values from the conventional analysis are overestimated by the preanalysis values). The preanalysis and conventional analysis \( \sigma \) and the CV for both precipitation and temperature also differ, though in some cases the medians are similar (Fig. 5, second and third columns). The differences in \( \sigma \) are partially due to random selection of trend percentiles on the GCM preanalysis, making comparison not completely fair. Note that mean is the only moment clearly changing across all three basins (Figs. 4, 5), with reductions in precipitation and increases in temperature.

c. Reproduction of future precipitation

In the previous section the effectiveness of GCM preanalysis was tested by its performance on the reproduction
of the main statistical properties. We now test the ability of the method to reproduce future precipitation and the recurrence of different magnitudes and durations. We assess GCM preanalysis approach by comparing future consecutive number of years with precipitation under a threshold by year 2070 for the Limarí, Maipo, and Maule River basins against those estimated by the conventional analysis approach (Fig. 6). In particular, we count the number of time windows of 3, 6, and 10 consecutive years with precipitation under a certain value. In the case of conventional analysis, we counted the number of time windows in a 10,000-yr realization of what is predicted for the year 2070 by each of the 45 GCM projections. The average number of time windows from the 45 series is then reported in Fig. 6 and compared against the result from the GCM preanalysis case. In the latter,
the number of time windows was also obtained after averaging the number of time windows identified from each of the 10,000 simulations of year 2070 using 45 and 5 equally spaced trend percentiles of $\mu$. The 45 trend percentiles were used to have the same number of trends and GCM projections, while using 5 trend percentiles implies a simplified version adopted to better understand the capacity of the proposed method to deal with uncertainty using a reduced number of trend percentiles. Note than in this case the percentiles of the $\sigma$ trend were randomly selected considering the correlation with the $\mu$ trend.

The difference (in percentage) between the results from both GCM treatment approaches when using the 45 trend percentiles decreases with the number of time windows being identified. The maximum percentage error decreases from $\sim 100\%$ (Fig. 6e) to $12.2\%$ (Fig. 6i) up to $3.3\%$ (Fig. 6a) as the average number of detected time windows goes from $\sim 1$ to 35 or more, up to 200 or more, respectively. Overall the number of time windows for the three basins is similar regardless of the length of the time window adopted, showing the effectiveness of the GCM preanalysis method to deal in a simple manner with a wide range of GCM climate projections. Interestingly, the
GCM preanalysis with only 5 trend percentiles is remarkably similar to that using 45 trend percentiles, with maximum percentage errors a bit larger than the ones previously mentioned.

Future water scarcity is a big concern in Mediterranean regions, especially in those Chilean locations where a drier and warmer climate is expected (Vicuña et al. 2011; Meza et al. 2012; Vicuña et al. 2012; Demaria et al. 2013). Future precipitation conditions on Limari, Maipo, and Maule basins can be analyzed by estimating the probability of 3–6-yr and 10-yr precipitation falling below a certain threshold magnitude, regardless of what happens in the years before or after. For this purpose, using conventional analysis approach, we simulated 10,000-yr realizations of the future climate projections of years 2050 (midterm) and 2090 (long term). We used each of the 45 future GCM projections and counted the number of times in which the abovementioned condition was identified. This number, divided by the total number of years of simulation, is what was used to estimate the probability. For the preanalysis approach, we only used five equally spaced trend percentiles of \( \mu \). Again, the total count divided by the number of years in the simulation corresponded to the probability. Later on, we explain the rationale behind the selection of five percentiles.

The abovementioned probabilities for the three basins and the two future years (2050 and 2090) are shown in Fig. 7. For example, for the year 2050, there is a 36% probability that the following 3 years will have less precipitation than the average of 341.5 mm in the Limari basin (Fig. 7a). Note that these probabilities combine the effect of both climate uncertainty (i.e., that related to the standard deviation of the stationary precipitation) and uncertainty related to the discrepancy among the GCMs under RCP8.5. To complement results in Fig. 7, Table 2 lists the probabilities of having 3, 6, and 10 consecutive years with less precipitation than the historical average reported in Table 1 for the study basins. Table 2 also has the probabilities of having 3, 6, and 10 consecutive years under the average for the stationary historical scenario. For the stationary scenario, the current probability of having three consecutive dry years
in the Limarí is 23%, which is similar that of Maipo (24%) and slightly higher than the one of Maule (20%). By year 2050 these probabilities increase in the Maipo to 40%, in Maule to 38%, and in Limarí to 36%. By 2090 the probability of having 3, 6, and 10 consecutive dry years will be much higher for Maule basin (i.e., 59%, 38%, and 24%, respectively) as compared to the probabilities expected for the Maipo basin (54%, 33%, and 20%) and the Limarí basin (49%, 29%, and 17%).

Figures 7g and 7h show the mean and maximum absolute difference of the probability of consecutive years below different precipitation thresholds between conventional analysis and GCM preanalysis for different numbers of equally spaced mean trend percentiles. Note that plots consider all the basins, two future years of evaluation, and several realizations for smoothing the curve. With five or more trends used for the GCM preanalysis, differences with respect to the results from conventional analysis are significantly reduced. For example, by using only one trend in the GCM preanalysis, the differences with conventional analysis are more than double the one obtained when using five or more trends. Figures 7g and 7h support the use of the GCM preanalysis approach for two reasons. First, using 5–10 trends significantly reduces the error compared to using a GCM single trend. Second, the difference between the GCM preanalysis and conventional analysis is fairly small. Note that a GCM single trend is equivalent to the widely used single GCM ensemble (Kim and Kaluarachchi 2009; Greene et al. 2012).

To evaluate the severity of the future reductions in precipitation over the study basins, we defined the changes in annual precipitation (CAP$_{j,i}$) index, which is similar to the well-known standardized precipitation index (SPI; McKee et al. 1993; Bhuiyan et al. 2006; Burke and Brown 2008; Khan et al. 2008):

$$\text{CAP}_{j,i} = \frac{\text{PP}_{j,i} - \mu_j}{\sigma_j}.$$  \hspace{1cm} (11)

The CAP$_{j,i}$ index is computed for each year $j$ using the moving average of $i$ years. It corresponds to a
Figure 8 shows the continuous temporal change of the probability of having values of the CAP\(_{ij}\) index under 0, −0.5, and −1 in the three basins, for two values of moving average window (i.e., \(i = 1\) and 4 years). Again, the results obtained from both the GCM preanalysis and conventional analysis are compared, although in this case the continuous change is evaluated. These probabilities also combine the effect of both the climate uncertainty and the uncertainty related to the discrepancy among the GCMs under RCP8.5. Only 5 equally spaced mean trend percentiles are used for GCM preanalysis, while conventional analysis uses the 45 future GCM projections (Figs. 8a–f). To assess the impact of the number of trend percentiles chosen for the preanalysis approach, we used different numbers of equally spaced mean trend percentiles to calculate the mean difference and maximum absolute difference of the probability of having CAP\(_{ij}\) under 0, −0.5, and −1 between the conventional analysis and the GCM preanalysis (Figs. 8g,h). Just as in Figs. 7g and 7h, the difference between having GCM preanalysis and conventional analysis can be significantly reduced by considering five or more trends on the GCM preanalysis, instead of the single median GCM ensemble. Again, the GCM preanalysis allows reducing the error of not using a GCM group by using a multiple-trend GCM ensemble, instead of a single median GCM ensemble.

The probability of \(\text{CAP}_{ij} < -1\) being under 0 for year 2020 and 2100 worsens significantly for the Limari basin, showing a steeper slope of \(\text{CAP}_{ij}\) than the other basins. Once more, the most affected basin is the Maule basin, showing a steeper slope of \(\text{CAP}_{ij}\), which indicates greater changes in its precipitation through the century.

5. Conclusions

In this paper we propose an ensemble technique for the unbiased mapping of GCM changes in precipitation and temperature to local stations, based on both the statistical preanalysis of the GCMs and the inclusion of natural climate variability. The method was implemented in three Mediterranean basins in Chile (Limari, Maipo, and Maule) and evaluated against a conventional analysis method in which each GCM is individually used to build future climatic scenarios from which percentiles are computed. This evaluation included the assessment of the ability to reproduce statistical moments and to estimate the length, severity, and probability of occurrence of precipitation under different thresholds. Moreover, the preanalysis approach was also compared against commonly used downscaling and/or bias correction approaches (quantile mapping bias correction, a GCM subset selection, and delta change). The following conclusions are emphasized:

- The best approach to reproduce both local climate and incorporate the changes from the raw GCM projections is the conventional analysis, followed by the
GCM preanalysis. Both methods outperform other commonly used downscaling and/or bias correction approaches.

- Results obtained using GCM preanalysis and conventional analysis are very similar. On average there is less than a 0.4% difference between the probabilities of future years below different precipitation thresholds estimated with both methods.

- Using 5–10 trend percentiles obtained from the GCM preanalysis is clearly better than using the single trend of the median GCM ensemble, as in the last case the uncertainty or discrepancy among the group of GCMs is not formally considered. The GCM preanalysis has the advantage of building GCM ensembles that incorporate not only the mean or median, but also the entire range of climate projections of a group of GCMs.

- The GCM preanalysis is able to simulate accurately the percentiles of the mean and the standard deviation of the temperature and precipitation of a group of GCMs. The percentiles of the skewness and coefficient of variation are less well represented.

Despite its good performance, the GCM preanalysis is an ensemble technique that does not allow the preservation of the physical internal consistency of an individual GCM. If such consistency were crucial, the conventional analysis is recommended. Thus, the method here proposed must be understood as an ensemble-type approach that successfully preserves the local climate while incorporating the GCMs’ statistical attributes.

Considering that the GCM percentiles can be chosen at the beginning of the GCM preanalysis, the proposed method becomes an attractive alternative to assess climate change uncertainty and perform impact studies. Furthermore, the application of the approach to other river basins is quite auspicious due to its good performance in challenging basins with high annual precipitation variability. As the method incorporates both the local climate and the GCM changes, it allows the identification of the most vulnerable basins to climate change in a certain region or
country, and the eventual prioritization of investments. From the three basins here studied, the Maule basin is the one for which we identified the highest probability of being drier in the future. Nevertheless, one should also consider the magnitude of changes in precipitation and the socio-economic and environmental impacts of these drier conditions, before making any decision or taking action.
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APPENDIX A

Correlation among Meteorological Data

To preserve the spatial correlation and the correlation between temperature and precipitation, we use the correlation matrix of the historical annual data to generate correlated uniform random numbers $u [0, 1]$. Using $y = F^{-1}_Y(u, \theta)$ we obtain random values of temperature and precipitation in each station that preserve the observed correlation. Random uniform numbers are produced using a vector autoregressive model VAR(0), although a VAR(1) model can also be used in case temporal correlation were to be considered. Indeed, a VAR(1) model was tested in the application here reported, but results are not presented as autocorrelation is not statistically significant for annual observed data. In the implementation of the VAR(0) model, correlated random numbers following a standardized normal distribution are first generated (step 1) and subsequently transformed into uniformly distributed correlated values, using the correlation matrix for space transformation described by Hotelling and Pabst (1936) (step 2). In particular, in step 1 we apply the Cholesky factorization of the correlation matrix in the normal space to transform uncorrelated to correlated normally distributed random values. In step 2 the inverse normal distribution transforms these numbers into uniform correlated values.

To verify the method, we tested it in replicating stationary annual climate of nine precipitation stations and two temperature stations located in the Limari basin (Table A1). We generated 10000 years of stationary annual precipitation and temperature correlated data from the stations listed in Table A1, to obtain the results presented in Table A2. As shown

---

**Table A1.** Meteorological stations in the Limari basin measuring precipitation $P$ and temperature $T$.

<table>
<thead>
<tr>
<th>Station</th>
<th>Variable</th>
<th>Elevation (m)</th>
<th>Latitude</th>
<th>Longitude</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pabellón</td>
<td>$P$</td>
<td>1920</td>
<td>30'24'12&quot;S</td>
<td>70'33'08&quot;W</td>
</tr>
<tr>
<td>Las Ramadas</td>
<td>$P, T$</td>
<td>1380</td>
<td>31'01'11&quot;S</td>
<td>70'35'11&quot;W</td>
</tr>
<tr>
<td>Tascadero</td>
<td>$P$</td>
<td>1230</td>
<td>31'00'58&quot;S</td>
<td>70'40'28&quot;W</td>
</tr>
<tr>
<td>Cogotí 18</td>
<td>$P$</td>
<td>840</td>
<td>31'05'12&quot;S</td>
<td>70'57'08&quot;W</td>
</tr>
<tr>
<td>Recoleta</td>
<td>$P$</td>
<td>350</td>
<td>30'30'36&quot;S</td>
<td>71'06'07&quot;W</td>
</tr>
<tr>
<td>Embalse</td>
<td>$P, T$</td>
<td>320</td>
<td>30'41'48&quot;S</td>
<td>71'02'18&quot;W</td>
</tr>
<tr>
<td>Paloma</td>
<td>$P, T$</td>
<td>420</td>
<td>30'49'12&quot;S</td>
<td>70'58'08&quot;W</td>
</tr>
<tr>
<td>Punitaqui</td>
<td>$P$</td>
<td>280</td>
<td>30'49'35&quot;S</td>
<td>71'15'37&quot;W</td>
</tr>
<tr>
<td>Ovalle DGA</td>
<td>$P$</td>
<td>220</td>
<td>30'36'12&quot;S</td>
<td>71'12'08&quot;W</td>
</tr>
</tbody>
</table>

---

**Table A2.** Comparison between observed (Obs) and simulated annual statistics using the annual climate generator (Gen) for precipitation $P$ and temperature $T$ gauges in the Limari basin. Annual correlation (A. corr.) is computed between annual precipitation in Las Ramadas gauge and the rest of the rain gauges and temperature measurements in the basin.

<table>
<thead>
<tr>
<th>Station</th>
<th>Variable</th>
<th>Las Ramadas</th>
<th>Tascadero</th>
<th>Cogotí 18</th>
<th>Recoleta Embalse</th>
<th>Paloma Embalse</th>
<th>El Tomé</th>
<th>Punitaqui</th>
<th>Ovalle DGA</th>
<th>Las Ramadas</th>
<th>Paloma Embalse</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean (Gen)</td>
<td>162.5</td>
<td>340.9</td>
<td>299.8</td>
<td>192.7</td>
<td>110.4</td>
<td>139.3</td>
<td>173.3</td>
<td>170.5</td>
<td>110.4</td>
<td>16.25</td>
<td>17.22</td>
</tr>
<tr>
<td>Mean (Obs)</td>
<td>163.0</td>
<td>341.5</td>
<td>300.4</td>
<td>192.6</td>
<td>110.1</td>
<td>139.1</td>
<td>173.2</td>
<td>170.3</td>
<td>109.8</td>
<td>16.25</td>
<td>17.22</td>
</tr>
<tr>
<td>Std dev (Gen)</td>
<td>103.5</td>
<td>208.9</td>
<td>202.2</td>
<td>132.9</td>
<td>81.3</td>
<td>100.9</td>
<td>124.0</td>
<td>134.8</td>
<td>78.7</td>
<td>0.55</td>
<td>0.34</td>
</tr>
<tr>
<td>Std dev (Obs)</td>
<td>104.4</td>
<td>209.8</td>
<td>203.5</td>
<td>133.0</td>
<td>80.9</td>
<td>100.7</td>
<td>123.9</td>
<td>134.6</td>
<td>78.0</td>
<td>0.54</td>
<td>0.34</td>
</tr>
<tr>
<td>A. Corr. (Gen)</td>
<td>0.94</td>
<td>1.00</td>
<td>0.98</td>
<td>0.92</td>
<td>0.89</td>
<td>0.92</td>
<td>0.94</td>
<td>0.92</td>
<td>0.88</td>
<td>−0.42</td>
<td>0.32</td>
</tr>
<tr>
<td>A. Corr. (Obs)</td>
<td>0.94</td>
<td>1.00</td>
<td>0.98</td>
<td>0.93</td>
<td>0.89</td>
<td>0.92</td>
<td>0.94</td>
<td>0.92</td>
<td>0.88</td>
<td>−0.43</td>
<td>0.33</td>
</tr>
</tbody>
</table>
in Table A2, the proposed method successfully replicates the mean, standard deviation, and correlation among precipitation and temperature in the different stations.

APPENDIX B

GCMs Used in This Study

Table B1 contains GCMs used in this study.

<table>
<thead>
<tr>
<th>Number</th>
<th>GCM name</th>
<th>GCM realization</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>ACCESS1.0</td>
<td>r1i1p1</td>
</tr>
<tr>
<td>2</td>
<td>BCC_CSM1.1</td>
<td>r1i1p1</td>
</tr>
<tr>
<td>3</td>
<td>CanESM2</td>
<td>r1i1p1</td>
</tr>
<tr>
<td>4</td>
<td>CanESM2</td>
<td>r2i1p1</td>
</tr>
<tr>
<td>5</td>
<td>CanESM2</td>
<td>r3i1p1</td>
</tr>
<tr>
<td>6</td>
<td>CanESM2</td>
<td>r4i1p1</td>
</tr>
<tr>
<td>7</td>
<td>CanESM2</td>
<td>r5i1p1</td>
</tr>
<tr>
<td>8</td>
<td>CCSM4</td>
<td>r1i1p1</td>
</tr>
<tr>
<td>9</td>
<td>CCSM4</td>
<td>r2i1p1</td>
</tr>
<tr>
<td>10</td>
<td>CCSM4</td>
<td>r3i1p1</td>
</tr>
<tr>
<td>11</td>
<td>CCSM4</td>
<td>r4i1p1</td>
</tr>
<tr>
<td>12</td>
<td>CCSM4</td>
<td>r5i1p1</td>
</tr>
<tr>
<td>13</td>
<td>CNRM-CM5</td>
<td>r1i1p1</td>
</tr>
<tr>
<td>14</td>
<td>CNRM-CM5</td>
<td>r2i1p1</td>
</tr>
<tr>
<td>15</td>
<td>CNRM-CM5</td>
<td>r3i1p1</td>
</tr>
<tr>
<td>16</td>
<td>CNRM-CM5</td>
<td>r4i1p1</td>
</tr>
<tr>
<td>17</td>
<td>CNRM-CM5</td>
<td>r6i1p1</td>
</tr>
<tr>
<td>18</td>
<td>CSIRO Mk3.6.0</td>
<td>r1i1p1</td>
</tr>
<tr>
<td>19</td>
<td>CSIRO Mk3.6.0</td>
<td>r1i1p1</td>
</tr>
<tr>
<td>20</td>
<td>CSIRO Mk3.6.0</td>
<td>r2i1p1</td>
</tr>
<tr>
<td>21</td>
<td>CSIRO Mk3.6.0</td>
<td>r3i1p1</td>
</tr>
<tr>
<td>22</td>
<td>CSIRO Mk3.6.0</td>
<td>r4i1p1</td>
</tr>
<tr>
<td>23</td>
<td>CSIRO Mk3.6.0</td>
<td>r5i1p1</td>
</tr>
<tr>
<td>24</td>
<td>CSIRO Mk3.6.0</td>
<td>r6i1p1</td>
</tr>
<tr>
<td>25</td>
<td>CSIRO Mk3.6.0</td>
<td>r7i1p1</td>
</tr>
<tr>
<td>26</td>
<td>CSIRO Mk3.6.0</td>
<td>r8i1p1</td>
</tr>
<tr>
<td>27</td>
<td>CSIRO Mk3.6.0</td>
<td>r9i1p1</td>
</tr>
<tr>
<td>28</td>
<td>FGOALS-g2</td>
<td>r1i1p1</td>
</tr>
<tr>
<td>29</td>
<td>GFDD CM3</td>
<td>r1i1p1</td>
</tr>
<tr>
<td>30</td>
<td>GFDD-ESM2G</td>
<td>r1i1p1</td>
</tr>
<tr>
<td>31</td>
<td>GFDD-ESM2M</td>
<td>r1i1p1</td>
</tr>
<tr>
<td>32</td>
<td>GIS1-E2-R</td>
<td>r1i1p1</td>
</tr>
<tr>
<td>33</td>
<td>INM-CM4.0</td>
<td>r1i1p1</td>
</tr>
<tr>
<td>34</td>
<td>IPSL-CM5A-LR</td>
<td>r1i1p1</td>
</tr>
<tr>
<td>35</td>
<td>IPSL-CM5A-LR</td>
<td>r2i1p1</td>
</tr>
<tr>
<td>36</td>
<td>IPSL-CM5A-LR</td>
<td>r3i1p1</td>
</tr>
<tr>
<td>37</td>
<td>IPSL-CM5A-MR</td>
<td>r1i1p1</td>
</tr>
<tr>
<td>38</td>
<td>MIROC5</td>
<td>r1i1p1</td>
</tr>
<tr>
<td>39</td>
<td>MIROC6-ESM</td>
<td>r1i1p1</td>
</tr>
<tr>
<td>40</td>
<td>MIROC6-ESM-CHEM</td>
<td>r1i1p1</td>
</tr>
<tr>
<td>41</td>
<td>MPI-ESM-LR</td>
<td>r1i1p1</td>
</tr>
<tr>
<td>42</td>
<td>MPI-ESM-LR</td>
<td>r2i1p1</td>
</tr>
<tr>
<td>43</td>
<td>MPI-ESM-LR</td>
<td>r3i1p1</td>
</tr>
<tr>
<td>44</td>
<td>MRI-CGCM3</td>
<td>r1i1p1</td>
</tr>
<tr>
<td>45</td>
<td>NorESM1-M</td>
<td>r1i1p1</td>
</tr>
</tbody>
</table>
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