Estimation of Turbulent Heat Fluxes via Assimilation of Air Temperature and Specific Humidity into an Atmospheric Boundary Layer Model

E. TAJFAR AND S. M. BATENI
Department of Civil and Environmental Engineering, and Water Resources Research Center, University of Hawai‘i at Manoa, Honolulu, Hawaii

S. A. MARGULIS
Department of Civil and Environmental Engineering, University of California, Los Angeles, Los Angeles, California

P. GENTINE
Earth and Environmental Engineering, and Earth Institute, Columbia University, New York, New York

T. AULIGNE
Joint Center for Satellite Data Assimilation, Camp Springs, Maryland, and University Corporation for Atmospheric Research, Boulder, Colorado

(Manuscript received 9 May 2019, in final form 7 November 2019)

ABSTRACT

A number of studies have used time series of air temperature and specific humidity observations to estimate turbulent heat fluxes. These studies require the specification of surface roughness lengths for heat and momentum (that are directly related to the neutral bulk heat transfer coefficient $C_{HN}$) and/or ground heat flux, which are often unavailable. In this study, sequences of air temperature and specific humidity are assimilated into an atmospheric boundary layer model within a variational data assimilation (VDA) framework to estimate $C_{HN}$, evaporative fraction (EF), turbulent heat fluxes, and atmospheric boundary layer (ABL) height, potential temperature, and humidity. The developed VDA approach needs neither the surface roughness parameterization (as it is optimized by the VDA approach) nor ground heat flux measurements. The VDA approach is tested over the First International Satellite Land Surface Climatology Project Field Experiment (FIFE) site in the summers of 1987 and 1988. The results indicate that the estimated sensible and latent heat fluxes agree fairly well with the corresponding measurements. For FIFE 1987 (1988), the daily sensible and latent heat fluxes estimates have a root-mean-square error of 25.72 W m$^{-2}$ (27.77 W m$^{-2}$) and 53.63 W m$^{-2}$ (48.22 W m$^{-2}$), respectively. In addition, the ABL height, specific humidity, and potential temperature estimates from the VDA system are in good agreement with those inferred from the radiosondes both in terms of magnitude and diurnal trend.

1. Introduction

The sensible ($H$) and latent (LE) heat fluxes are important components of Earth’s energy budget and its climate system, which directly influence the properties of the boundary layer. The accurate estimation of turbulent heat fluxes between the land surface and atmospheric boundary layer (ABL) is required in many fields such as drought monitoring, cultivation and irrigation management systems, modeling of global climate regimes, weather forecasting, and water resources management (Liou and Kar 2014; Santanello et al. 2018).

Using ground-based instruments to measure turbulent heat fluxes is costly and challenging. Consequently, a number of approaches have been developed to estimate turbulent heat fluxes using a variety of measurements that are indirectly related to fluxes (Kalma et al. 2008; Li et al. 2010; Maes and Steppe 2012; Bateni and Entekhabi 2012b, 2013b;
Xu et al. 2014, 2015; Zhuang and Wu 2015; Lu et al. 2016; Brenner et al. 2017; Abdolghafoorian et al. 2017). One of the methods of estimating turbulent heat fluxes is through assimilation of sequences of land surface temperature (LST) observations into the force–restore or heat diffusion equation within a variational data assimilation (VDA) framework (Caparrini et al. 2003; Crow and Kustas 2005; Bateni and Entekhabi 2012a,b; Bateni et al. 2013a,b, 2014; Xu et al. 2015, 2016, 2018; Abdolghafoorian and Farhadi 2016; Abdolghafoorian et al. 2017). These studies used the implicit information in the sequences of LST observations to partition the available energy into sensible and latent heat fluxes. Performance of these approaches typically degrades in wet and/or heavily vegetated sites where evapotranspiration is often in stage I (i.e., energy controlled) and controlled mainly by atmospheric factors rather than by land surface processes. More importantly, they need to specify the soil thermal conductivity and heat capacity as well as deep soil temperature, which are often unavailable. Several studies (e.g., Sini et al. 2008; Abdolghafoorian and Farhadi 2019) improved performance of VDA approaches by assimilating soil moisture or antecedent precipitation index (API).

In a departure with assimilating LST measurements, a number of studies showed that the screen-level air temperature and humidity measurements in addition to surface parameterization in itself contain useful information about soil moisture (Mahfouf 1991; Bouttier et al. 1993a,b; Mahfouf et al. 2000, 2009; Douville et al. 2000; Hess 2001; Drusch and Viterbo 2007; de Rosnay et al. 2013; Ren and Xue 2016; de Lannoy et al. 2016) and turbulent heat fluxes (Holtslag and Van Ulden 1983; Margulis and Entekhabi 2001, 2003; Alapaty et al. 2001; Balsamo et al. 2007; Shang et al. 2007; Salvucci and Gentile 2013; Rindgen and Salvucci 2015; Gentile et al. 2016; Lum et al. 2017). These studies typically require specification of surface roughness for heat and momentum (that are directly related to the neutral bulk heat transfer coefficient $C_{HN}$) as well as ground heat flux to estimate the sensible and latent heat fluxes, which are mostly unavailable.

Owing to the abovementioned drawbacks of the existing VDA approaches (e.g., poor performance in wet/heavily vegetated sites, and the need for the specification of deep soil temperature and soil thermal properties) and the fact that the sequences of screen-level air temperature and humidity contain information on the turbulent heat fluxes, this study aims at estimating turbulent heat fluxes by assimilating the screen-level air temperature and specific humidity into an ABL model. The main unknown parameters of the VDA approach are $C_{HN}$ (that scales the sum of turbulent heat fluxes) and evaporative fraction (EF; that represents the partitioning between turbulent heat fluxes). The proposed VDA finds the optimal values of $C_{HN}$ and EF by the synergistic assimilation of air temperature and specific humidity into an ABL model. It is worth mentioning that this study assimilates only the state variables of atmosphere (i.e., air temperature and specific humidity), and not the state variable of land surface (i.e., LST). The advantages of the developed VDA approach are 1) it can generate turbulent heat fluxes even when air temperature and humidity observations are not available or there are data gaps, 2) it does not need the surface roughness for heat and momentum (or $C_{HN}$) because the VDA finds the optimal value of $C_{HN}$, 3) it does not need the ground heat flux measurements, 4) it does not require any ancillary input data such as soil type and moisture, 5) it works by routine weather station data (i.e., air temperature and humidity, wind speed, incoming solar radiation), LST, and vegetation height that can be obtained by in situ measurements and/or remote sensing data (https://www.landfire.gov/vegetation.php), and 6) it maintains physical consistency so that noisy or erroneous observations (such as those polluted by advection and synoptic variability) are given little weight to estimate surface heat fluxes.

A brief description of the surface energy balance (SEB) equation and ABL model is provided in section 2. Section 3 explains the developed VDA framework. Section 4 describes the First International Satellite Land Surface Climatology Project (ISLSCP) Field Experiment (FIFE) dataset. Section 5 presents the results. Finally, conclusions are given in section 6. A complete list of the symbols used in this study is given in appendix A.

### 2. Methodology

#### a. Surface energy balance

The SEB equation is given by

$$R_n = H + LE + G,$$

where $R_n$ is the net surface radiation, $H$ is the sensible heat flux, $LE$ is the latent heat flux, and $G$ is the ground heat flux. The net surface radiation $R_n$ is defined as

$$R_n = (1 - \alpha)R_i^s + R_i^l - \varepsilon_s \sigma T^4,$$

where $\alpha$ is the surface albedo, $R_i^s$ is the incoming solar radiation, $\varepsilon_s$ is the surface emissivity, $\sigma$ is the Stefan–Boltzman constant, and $T$ is the land surface temperature. Here, $R_i^l = \varepsilon_s \sigma T_n^4$ is the incoming longwave radiation (where $T_n$ is the air temperature at the
screen level $z_{\text{screen}}$, and $\epsilon_a$ is the atmospheric emissivity, which is obtained from the Idso (1981) formulation.

The sensible heat flux is computed using the Richardson number:

$$H = \rho c_p C_{HN} f(Ri) u_a (T - T_a),$$  \hspace{1cm} (3)

where $c_p$ is the specific heat capacity of air, $\rho$ is the air density, and $u_a$ is the wind speed at the screen level. The term $C_{HN}$ is the neutral bulk heat transfer coefficient, which depends on the characteristics of the landscape (surface roughness and canopy density). The effect of atmospheric stability on sensible heat flux is taken into account by the atmospheric stability correction function $f$, which is a function of the Richardson number ($Ri$). The stability correction function proposed by Caparrini et al. (2003) is used in this study.

The estimation objectives of this study are the sum of turbulent heat fluxes ($H + LE$), and their partitioning [i.e., the evaporative fraction, $EF = LE/(LE + H)$]. The term $C_{HN}$ scales the sum of turbulent heat fluxes (i.e., $H + LE$), and EF scales their partitioning (Bateni et al. 2013a,b; Xu et al. 2014; Lu et al. 2016). The term $C_{HN}$ represents the effect of land surface characteristics on air turbulent conductivity and is the first unknown of the VDA system. It is dependent mainly on the geometry of the landscape and vegetation, and changes with variations in canopy phenology (Caparrini et al. 2004a,b). In this study, it is assumed that $C_{HN}$ varies on a monthly time scale.

Gentine et al. (2007, 2011) showed that EF is almost constant for daytime hours on days without precipitation. In this study, EF (the second unknown of the VDA system) is assumed to be constant during the daytime assimilation window [0900–1600 local time (LT)] for each day so that latent heat flux can then be evaluated as

$$LE = \frac{EF}{1 - EF} H.$$ \hspace{1cm} (4)

b. ABL model

The state of the ABL over a land surface is strongly connected to the magnitude of the surface heat fluxes. Margulis and Entekhabi (2001) used a mixed-layer model to simulate the ABL (Fig. 1). The entrainment fluxes link the ABL system to the overlying free atmosphere. These fluxes heat up and dry the mixed layer, influence the temperature and humidity of the mixed layer, ultimately affecting the surface energy and moisture budgets. Different components of the ABL model are explained in sections 2b(1)–2b(4).

1) ABL ENERGY AND MOISTURE BUDGET

In this study, we used a mixed-layer model, which performs very well against the more complex large eddy simulations (Garcia and Mellado 2014; Gentine et al. 2015; Tajfar et al. 2019). The profiles of potential temperature $\theta$ and specific humidity $q$ are assumed to be uniform in the mixed layer. The air layer between the land surface and the mixed layer is called the surface layer, which is convectively unstable during the daytime. The top of the surface layer is specified as 10% of the mixed-layer top (Margulis and Entekhabi 2001; Gentine et al. 2016; Tajfar 2019). As shown in Fig. 1, the entrainment zone connects the mixed layer to the free atmosphere and is illustrated by instantaneous jumps in the $\theta$ and $q$ profiles (Margulis and Entekhabi 2001; Garcia and Mellado 2014;
Gentine et al. 2015; Tajfar et al. 2019, manuscript submitted to J. Hydrol.)

The conservation of potential temperature and specific humidity in the mixed layer follow the energy budget:

\[ \rho c_p h \frac{dh}{dt} = (R_{ad} + R_{gu})e_m - R_{Ad} - R_{Au} + H + H_{top}, \]  

\[ \rho hL_v \frac{dq}{dt} = LE + LE_{top}, \]

where \( h \) is the mixed-layer height; \( t \) is the time; \( R_{ad} \) and \( R_{gu} \) are the longwave radiation from the free atmosphere overlying the ABL and the land surface beneath, respectively; \( R_{Ad} \) and \( R_{Au} \) are the downward and upward longwave radiative fluxes originating from within the mixed layer, respectively; \( H_{top} \) and \( LE_{top} \) are the entrainment sensible and latent heat flux, respectively; \( e_m \) is the mixed-layer bulk emissivity; and \( L_v \) is the latent heat of vaporization. The terms \( \theta \) and \( q \) constitute the state variables of the ABL model, which are obtained by Eqs. (5a) and (5b), respectively.

Initial conditions for \( \theta \) and \( q \) [i.e., \( \theta(t = t_0) \) and \( q(t = t_0) \), where \( t_0 = 0900 \text{ LT} \)] are required to solve the ABL state [Eqs. (5a) and (5b)]. The potential temperature at the level of 1000 hPa (i.e., \( \theta_0 \)) is found from the screen-level air temperature \( T_0 \) via \( \theta_0 = T_0(P_0/P_y)^{R_d/c_p} \) (where \( R_d \) is the gas constant of dry air, \( P_y \) is the surface pressure, and \( P_0 = 1000 \text{ hPa} \)) (Shuttleworth 2012). Appendix B explains how \( \theta(t = t_a) \) and \( q(t = t_a) \) are obtained from \( \theta_0(t = t_0) \) and \( q_0(t = t_0) \) (\( q_0 \) is the specific humidity at the screen level of 2 m) via Monin–Obukhov Similarity Theory (MOST) (Ridgen and Salvucci 2015; Gentine et al. 2016; Tajfar 2019). MOST describes profiles of air temperature and humidity within the surface layer (Jimenez et al. 2012). Hence, it is used in this study (appendix B) to relate the initial conditions for Eqs. (5a) and (5b) [i.e., \( \theta(t = t_0) \) and \( q(t = t_0) \)] to their corresponding screen-level values [i.e., \( \theta_0(t = t_0) \) and \( q_0(t = t_0) \)].

Advection may undermine the assumption of constant potential temperature and specific humidity in the mixed layer, resulting in errors in the turbulent heat fluxes estimates. In this study, it is assumed that the advection is insignificant. Solar absorption is also neglected in the ABL model.

2) MIXED-LAYER HEIGHT

The height of the mixed layer \( h \) evolves dynamically during the day. During the day, the ABL grows mainly because of the virtual heat flux \( H_v \) at the land surface (Kim and Entekhabi 1997, 1998a,b). The diurnal range of the ABL height generally changes from \( \sim 100-500 \text{ m} \) in the early morning to \( \sim 1-3 \text{ km} \) by late afternoon (Margulis and Entekhabi 2001). The daytime growth of the ABL height is given by (Smeda 1979; Kim and Entekhabi 1997, 1998a,b; Bagley et al. 2011)

\[ \frac{dh}{dt} = \frac{2(G_e - D_1 - D_2)\theta}{gh\theta_c} + \frac{H_{v \theta}}{\rho c_p \theta_c}, \]

where the different terms are defined by

\[ G_e = u_{SL}u_{*}^2, \]

\[ D_1 = u_{SL}u_{*}^2(1 - e^{-\omega_0}), \]

\[ D_2 = 0.4\left(\frac{gh H_v}{\theta_c} \right), \] and

\[ H_{v \theta} = H + 0.61\theta_c E \approx H + 0.07LE. \]

The first and second terms on the right-hand side of Eq. (6a) represent the ABL growth due to mechanically generated turbulent energy and the surface virtual heat flux, respectively. The term \( G_e \) is the production of mechanical turbulent energy, \( g \) is gravitational acceleration, \( u_{SL} \) is the wind speed at the top of the surface layer, which is obtained from the wind speed at the screen level using MOST (see appendix B), \( u_* \) is the friction velocity, \( H_v \) is the virtual heat flux at the surface, \( E \) is the evaporative rate from ground, and \( \omega \) is the mechanical turbulence dissipation parameter, which is set to 0.01 (Kim and Entekhabi 1998b; Margulis and Entekhabi 2001; Bagley et al. 2011).

As indicated in Fig. 1, the ABL model contains discrete jumps in temperature and humidity at the top of the boundary layer. The intensities of these jumps (\( \delta_\theta \) and \( \delta_q \)) change along with the other components of the ABL system as air from the overlying free-atmosphere entrains into the mixed layer and surface fluxes change the state of ABL (Bagley et al. 2011). The \( \delta_\theta \) increases as the boundary layer grows and decreases when the boundary layer warms. The expression for \( \delta_\theta \) can be written as (Margulis and Entekhabi 2001)

\[ \frac{d\delta_\theta}{dt} = \gamma_\theta \frac{dh}{dt} - \frac{d\theta}{dt}. \]

Similarly, \( \delta_q \) increases as the boundary layer grows and decreases when the boundary layer becomes moister. The equation for \( \delta_q \) is (Margulis and Entekhabi 2001; Bagley et al. 2011)
\[
\frac{d\theta}{dt} = \gamma_\theta \frac{dh}{dt} - \frac{dq}{dt},
\]

(7b)

\(\gamma_\theta \) and \(\gamma_q\) are the lapse rates in potential temperature and specific humidity above the mixed layer.

3) ENTRAINMENT FLUXES

The mixed layer is usually topped by inversions in specific humidity and potential temperature (Fig. 1). As the boundary layer grows, dry air from above enters into the mixed layer, resulting in the sensible and latent heat fluxes between the free atmosphere and mixed layer. The entrainment sensible heat flux from above the mixed layer (\(H_{top}\)) contributes to the mixed-layer growth (Stull 1994). The entrainment latent heat flux (\(\text{LE}_{top}\)) dries up the mixed layer because the free tropospheric air is typically drier than the mixed layer (Stull 1994). The equations for \(H_{top}\) and \(\text{LE}_{top}\) can be derived by considering the conservation of heat and moisture across the interface between the free atmosphere and mixed layer:

\[
H_{top} = AH, \tag{8a}
\]

\[
\text{LE}_{top} = \rho L_v \frac{dh}{dt}. \tag{8b}
\]

A typical value of 0.2 is used for \(A\) (Gentine et al. 2015; Garcia and Mellado 2014; Tajfar et al. 2019, manuscript submitted to J. Hydrol.).

4) RADIATIVE FLUXES

Incoming solar radiation \(R_i^s\) measurements at the land surface are used in Eq. (2) to estimate net radiation. The downward longwave radiative flux from the atmosphere above \(R_{ad}\) and the upward longwave radiative flux from the land surface beneath \(R_{gu}\) enter the atmospheric boundary layer (Fig. 1). The expressions for \(R_{ad}\) and \(R_{gu}\) can be found in Brubaker and Entekhabi (1995). Only a portion of the entrainment longwave radiative fluxes from the free atmosphere and land surface \((R_{ad} + R_{gu})\) is absorbed by the ABL, which is dependent on the mixed-layer bulk emissivity \(e_{m}\) that itself is a function of the ABL specific humidity. The expression for \(e_{m}\) can be found in Kim and Entekhabi (1998b).

The ABL cools down by emitting radiative fluxes from within the mixed-layer downward and upward \((R_{Ad} \text{ and } R_{Aa})\). The formulations for the upward and downward longwave radiative fluxes originating from within the mixed layer can be found in Brubaker and Entekhabi (1995) and Margulis and Entekhabi (2001).

3. VDA scheme

The VDA system finds optimal values of \(C_{HN}\) and EF by minimizing an objective function, which consists of the potential temperature and specific humidity misfit terms, deviations of unknown parameters \((C_{HN} \text{ and } EF)\) from their prior values, and adjoints. The objective function is formulated as

\[
J(\theta, q, \lambda_1, \lambda_2, R, EF) = \sum_{i=1}^{N} \int_{t_0}^{t_1} \left[ \theta_i(t) - \theta_{SL_i}(t) \right]^T R_{\theta}^{-1} \left[ \theta_i(t) - \theta_{SL_i}(t) \right] dt + \sum_{i=1}^{N} \int_{t_0}^{t_1} \left[ q_i(t) - q_{SL_i}(t) \right]^T R_{q}^{-1} \left[ q_i(t) - q_{SL_i}(t) \right] dt
\]

\[
+ (R - R')^T B_{R}^{-1} (R - R') + \sum_{i=1}^{N} (EF_i - EF')^T B_{EF}^{-1} (EF_i - EF')
\]

\[
+ \sum_{i=1}^{N} \int_{t_0}^{t_1} \lambda_{1i}(t) \left[ \rho c_p h_i(t) \frac{d\theta}{dt} - (R_{ad} + R_{gu})e_{m} + R_{Ad} + R_{Aa} - H - H_{top} \right] dt
\]

\[
+ \sum_{i=1}^{N} \int_{t_0}^{t_1} \lambda_{2i}(t) \left[ \rho h_i(t) L_v \frac{dq}{dt} - \text{LE} - \text{LE}_{top} \right] dt. \tag{9}
\]

where \(R\) is related to the neutral bulk heat transfer via \(C_{HN} = e^R\). This transformation is done to make \(C_{HN}\) strictly positive. The variable \(N\) is the number of days in the assimilation period (here taken as \(N = 30\)). The range \([t_0, t_1] = [0900, 1600 \text{ LT}]\) constitutes the assimilation window in which EF is assumed to be constant. The first and second terms on the right-hand side of Eq. (9) represent the square of misfit between the top of the surface layer potential temperature \(\theta_{SL}\) and specific humidity \(q_{SL}\), and the corresponding estimates (i.e., \(\theta\) and \(q\)) from Eqs. (5a) and (5b) over the whole assimilation period. The \(\theta_{SL}\) and \(q_{SL}\) are obtained from \(\theta_s\) and \(q_s\) via MOST (see appendix B). Hence, the assimilated screen-level values (i.e., \(\theta_s\) and \(q_s\)) are directly related to the mixed-layer ones (i.e., \(\theta_{SL}\) and \(q_{SL}\)) through a correction using MOST. The terms \(R_{\theta}^{-1}\) and \(R_{q}^{-1}\) are the
inverse error covariance matrices of observation errors of $\theta$ and $q$, respectively. The third and fourth terms respectively express the error of unknown parameters $R$ and EF with respect to their prior values ($R^0$ and $EF^0$). The terms $B_{R}^{-1}$ and $B_{EF}^{-1}$ are the inverse background error covariance matrices of $R$ and EF, respectively. The physical constraints in the last two terms are adjoined to the objective function via the Lagrange multipliers $\lambda_1$ and $\lambda_2$.

The values of $R_{q}^{-1}, R_{\theta}^{-1}, B_{R}^{-1}$, and $B_{EF}^{-1}$ can be obtained from the inverse covariance functions of states (i.e., $\theta$ and $q$) and parameters (i.e., $R$ and EF), if their statistical structures are known (Bennett 1992). Due to the lack of detailed knowledge about the statistical structure of the states and parameters, $R_{q}^{-1}, R_{\theta}^{-1}, B_{R}^{-1}$, and $B_{EF}^{-1}$ are herein regarded as diagonal matrices of numerically constant values whose relative magnitudes control the rate of convergence and the stability of the VDA approach (Bennett 1992; Castelli et al. 1999).

The magnitudes of the diagonal elements in $R_{q}^{-1}$ and $R_{\theta}^{-1}$ are respectively set to $10^{-1} \text{K}^{-2}$ and $10^{5}$ ($\text{kg kg}^{-1})^{-2}$ to make the order of magnitude of the first and second terms similar. The absolute value of $[\theta(t) - \theta_{SL}(t)]$ has an order of magnitude of $\sim 5 \text{K}$ [i.e., $[\theta(t) - \theta_{SL}(t)] \sim O(5)$], and thus $[\theta(t) - \theta_{SL}(t)]^T[\theta(t) - \theta_{SL}(t)] \sim O(25)$. The order of magnitude of $[q(t) - q_{SL}(t)]$ is $\sim 0.005$ ($\text{kg kg}^{-1}$) [i.e., $[q(t) - q_{SL}(t)] \sim O(0.005)$], and therefore $[q(t) - q_{SL}(t)]^T[q(t) - q_{SL}(t)] \sim O(25 \times 10^{-6})$. With $10^{-1} \text{K}^{-2}$ and $10^{5}$ ($\text{kg kg}^{-1})^{-2}$ as the diagonal elements of $R_{q}^{-1}$ and $R_{\theta}^{-1}$, both $\sum_{i=1}^{N}[\theta(t) - \theta_{SL}(t)]^T[\theta(t) - \theta_{SL}(t)] dt$ and $\sum_{i=1}^{N}[q(t) - q_{SL}(t)]^T[q(t) - q_{SL}(t)] dt$ have an order of magnitude of $\sim 2.5$. The terms $B_{R}^{-1}$ and $B_{EF}^{-1}$ are obtained through trial and error by assessing their impact on the magnitude of the objective function $J$ (Daley 1991; Castelli et al. 1999). In the first trial, the diagonal elements of $B_{R}^{-1}$ and $B_{EF}^{-1}$ are chosen to be equal and varied from $10^0$ to $10^{17}$. The VDA system is unstable for $B_{R}^{-1} = B_{EF}^{-1}$ values from $10^3$ to $10^5$, and the objective function is minimized for $B_{R}^{-1} = B_{EF}^{-1} = 10^6$ (Table 1, top). Thereafter, unequal values for $B_{R}^{-1}$ and $B_{EF}^{-1}$ are chosen (Table 1, bottom). After some trials, the minimum value of $0.83 \times 10^{3}$ is obtained for $J$ when the diagonal arrays of $B_{R}^{-1}$ and $B_{EF}^{-1}$ are set to $10^{8}$ and $10^{9}$, respectively. As the last step of our trial, $R_{q}^{-1}$ and $R_{\theta}^{-1}$ are increased 10 times, and are set to $1 \text{K}^{-2}$ and $10^6$ ($\text{kg kg}^{-1})^{-2}$, respectively. It is observed that the same results can be obtained if $B_{R}^{-1}$ and $B_{EF}^{-1}$ are increased with the same rate (i.e., 10 times). A similar trial-and-error approach was used in Castelli et al. (1999), Caparrini et al. (2003), Bateni et al. (2013a, 2014), and Tajfar et al. (2019, manuscript submitted to J. Hydrol.) to determine the inverse error covariance matrices of states and variables.

To minimize the objective function $J$, its first variation with respect to the independent variables $\theta$, $q$, $\lambda_1$, $\lambda_2$, $R$, and EF should be set to zero. Taking the first variation of $J (\delta J)$ with respect to $\theta$, $q$, $\lambda_1$, $\lambda_2$, $R$, and EF, grouping them based on $\delta \theta$, $\delta q$, $\delta \lambda_1$, $\delta \lambda_2$, $\delta R$, and $\delta EF$, and finally setting them to zero leads to a set of equations (the so-called Euler–Lagrange equations), which should be solved simultaneously. The Euler–Lagrange equations are presented in appendix C.

Figure 2 indicates the root-mean-square error (RMSE) of potential temperature and specific humidity estimates from the VDA approach versus the iteration number. As anticipated, the RMSEs of $\theta$ and $q$ reduce as the iteration number increases and reach the asymptotic values of 2.82 K and $1.75 \times 10^{-3}$ kg kg$^{-1}$, respectively, at the iteration of 700. The decrease in the RMSEs of $\theta$ and $q$ estimates shows the improvement in the model performance as the iteration number grows. In fact, the developed VDA system finds the optimal EF and $C_{HN}$ values by minimizing the misfit between $\theta$ and $q$ estimates and observations.
4. FIFE dataset

The VDA approach was tested at the FIFE site. FIFE was carried out on the Konza Prairie in central Kansas from 1987 to 1989. The ground measurements were collected at 32 sites within the Konza Prairie Natural Research Area, a 15 km × 15 km grassland site that is centered at 39.05°N, 96.53°W.

Betts and Ball (1998) produced three different datasets from the raw data in FIFE. Two of them are the land surface temperature (LST), and atmospheric forcing data (at the screen level of 2 m) including air temperature and humidity, wind speed, and incoming solar radiation, which are averaged over the FIFE site. To do so, they cleaned up the surface meteorological data collected from 10 portable automatic meteorological (PAM) stations, and excluded unrealistic data by applying range filters to the time series. The third dataset is a site-averaged surface heat fluxes time series with a 30-min time step collected from 22 stations in 1987 and 10 in 1988. The FIFE dataset provides us with nearly continuous (30-min interval) and fairly precise LST, forcings, and fluxes over the diurnal cycle. The vegetation height measurements at the FIFE site are downloaded from the Oak Ridge National Laboratory Distributed Active Archive Center (ORNL DAAC; https://daac.ornl.gov/FIFE/guides/Vegetation_Biophysical_Data.html).

The radiosonde measurements of potential temperature \( \theta \), specific humidity \( q \), and mixed-layer height \( h \) at the FIFE site are also available to verify the model estimates. These radiosonde measurements were conducted during intensive field campaigns (IFCs) 1–3 in the summer of 1987 (Strebel et al. 1994). The radiosonde data include 0–8 launches between sunrise and sunset on specific days during the IFCs at roughly 90-min intervals and during the growth phase of the boundary layer (0900–1600 LT). From each IFC, some cloud-free days were chosen to verify the model estimates with the radiosonde data (IFC 1: 4–6 June, IFC 2: 26 June, 6 July, 11 July, IFC 3: 15–17 August). However, because of the nature of radiosonde sampling, the observations are not necessarily representative of the spatial average over the site. This makes the comparison between the model estimates and measurements difficult (Margulis 2002).

Micrometeorological data (i.e., air temperature and humidity, wind speed, and incoming solar radiation), vegetation height, and LST measurements are required to run the VDA model.

The initial ABL height \( h(t_0) \) is needed to integrate Eq. (6a) forward in time, and find the evolution of ABL height. The initial ABL height typically varies from 100 to 500 m (Margulis and Entekhabi 2001; Gentine et al. 2016). Similarly, the magnitudes of \( \gamma_L \) and \( \gamma_T \) as well as the initial conditions for \( \delta_L \) and \( \delta_T \) [i.e., \( \delta_L(t_0) \) and \( \delta_T(t_0) \)] are required to find the evolution of \( \delta_L \) and \( \delta_T \). According to Margulis (2002), Van Heerwaarden et al. (2010), and Gentine et al. (2016), \( \gamma_L \), \( \gamma_T \), \( \delta_L \), and \( \delta_T \) vary over the range of 2–8 K km\(^{-1}\), from \(-7 \times 10^{-3}\) to \(-0.5 \times 10^{-3}\) kg kg\(^{-1}\) km\(^{-1}\), 2–6 K, and from \(-4.8 \times 10^{-3}\) to \(-0.5 \times 10^{-3}\) kg kg\(^{-1}\), respectively. In this study, \( h(t_0) \), \( \gamma_L \), \( \gamma_T \), \( \delta_L(t_0) \), and \( \delta_T(t_0) \) are changed from 100 to 500 m, from 2 to 8 K km\(^{-1}\), from \(-7 \times 10^{-3}\) to \(-0.5 \times 10^{-3}\) kg kg\(^{-1}\) km\(^{-1}\), from 2 to 6 K, and from \(-4.8 \times 10^{-3}\) to \(-0.5 \times 10^{-3}\) kg kg\(^{-1}\) with an increment of 100 m, 0.5 K km\(^{-1}\), 0.5 \times 10^{-3}\) kg kg\(^{-1}\) km\(^{-1}\), 0.4 K, and 0.4 \times 10^{-3}\) kg kg\(^{-1}\), respectively. The cost function \( J \) reaches its minimum value with \( h(t_0) \), \( \gamma_L \), \( \gamma_T \), \( \delta_L(t_0) \), and \( \delta_T(t_0) \), and \( \delta_L(t_0) \) of 400 m, 4.5 K km\(^{-1}\), \(-1 \times 10^{-3}\) kg kg\(^{-1}\) km\(^{-1}\), 3.6 K, and \(-4.4 \times 10^{-3}\) kg kg\(^{-1}\), respectively.

Following Betts and Ball (1998), albedo \( \alpha \) is set to 0.2. A typical value of 0.98 is used for the surface emissivity \( \varepsilon_s \) (Bateni et al. 2013a). All of the fixed-value parameters used in the VDA approach are listed in Table 2.

The surface heat fluxes measurements and radiosonde observations are used to validate the surface heat fluxes retrievals as well as ABL height, potential temperature, and specific humidity estimates. In addition, the area-averaged measurements from FIFE dataset give us this opportunity to verify the VDA model over large-scale domains with a computational grid size of a few kilometers (Chen et al. 1996). In this paper, we tested our VDA model in summer 1987 (days 148–243) and 1988 (days 160–243).

5. Results

EF is assumed to be constant during the assimilation window \( (t_0 = 0900 \text{ LT} \text{ and } t_1 = 1600 \text{ LT}) \) and is obtained on a daily time scale. Here, \( R \) is mostly affected by landscape characteristics, changes on a longer time scale, and is estimated on a monthly basis. The VDA system becomes ill posed if the two parameters (EF and \( R \)) are allowed to vary on the same time scale. The reason for this problem can be explained by rewriting Eq. (5b) as follows:

\[
\rho L_e \frac{dq}{dt} = LE + LE_{\text{top}} = \frac{EF}{1 - EF} H + LE_{\text{top}}
\]

\[
= \frac{EF}{1 - EF} \rho c_p e^R f(R) u_a (T - T_a) + LE_{\text{top}}.
\]  

(10)

The product of \( e^R \) and \( EF(1 - EF)^{-1} \) appears in Eq. (10). The VDA approach is not able to separate the two unknown parameters (EF and \( R \)) and distinguish their difference if they are allowed to change on the same time scale. To make the estimation problem well posed
and realizing that EF and R change on different time scales, daily EF and monthly R are estimated in the VDA approach. To find a reasonable initial guess for \( C_{\text{HN}} = e^R \) in each monthly assimilation period, the VDA approach is run for a number of \( R \) values (\( R \) is varied from \(-7.5 \) to \(-3.5 \) with an increment of \( 0.5 \)). Thereafter, for each utilized \( R \) value in the VDA approach, the RMSEs of corresponding EF, \( \theta \), and \( q \) estimates are obtained (Fig. 3). As shown, there is a minimum in the RMSEs of EF, \( \theta \), and \( q \) estimates, which occurs at the \( R \) value of \(-4.5 \), \(-5.0 \), and \(-5.5 \) for the first (Julian days 148–177), second (Julian days 178–207), and third (Julian days 208–243) assimilation periods in FIFE 1987 (FIFE 87), respectively. Similarly, the minimum in the RMSEs of EF, \( \theta \), and \( q \) retrievals happens at the \( R \) of \(-6.0 \), \(-5.5 \), \(-5.5 \) for the first (Julian days 160–189), second (Julian days 190–219), and third (Julian days 220–243) assimilation periods in FIFE 1988 (FIFE 88). For each period, the \( R \) value that leads to the lowest RMSEs of EF, \( \theta \), and \( q \) estimates is used as the initial guess in the VDA approach. The VDA approach iteratively improves the initial \( R \), and finds its optimum value (see appendix C).

Table 1 shows the estimated \( C_{\text{HN}} \) values from the VDA model for FIFE 87 and 88. Leaf area index (LAI) values are also indicated in Table 3, which are obtained from the LAI–NDVI (normalized difference vegetation index) exponential relationship proposed by Aparicio et al. (2000) and the site-averaged NDVI data from the Landsat and SPOT satellites presented by Hall et al. (1992). The estimated \( C_{\text{HN}} \) values fall within a physically accepted range (Stull 1994; Caparrini et al. 2004a). The changes in the \( C_{\text{HN}} \) estimates are consistent with the variations in LAI although no information on vegetation dynamics is used in the VDA approach. It should be noted that the rainfall patterns, and consequently the crop growth and vegetation phenology are different in summer of 1987 and 1988. The FIFE site was wet in the beginning of summer of 1987, followed by a drydown toward the end of summer. As a result, LAI values decreased during the summer of 1987. Remarkably, the estimated \( C_{\text{HN}} \) values decline as the summer progresses. There was a different trend in the canopy phenology in FIFE 88, and LAI grew gradually during the summer of 1988. An increasing pattern in the \( C_{\text{HN}} \) values can be seen accordingly.

### Table 2. Values of time-invariant parameters used in the VDA approach.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Air density (( \rho ))</td>
<td>1.2</td>
<td>kg m(^{-3} )</td>
</tr>
<tr>
<td>Specific heat capacity (( c_p ))</td>
<td>1004</td>
<td>J kg(^{-1} ) K(^{-1} )</td>
</tr>
<tr>
<td>Stefan–Boltzmann constant (( \sigma ))</td>
<td>5.67 \times 10(^{-8} )</td>
<td>W m(^{-2} ) K(^{-4} )</td>
</tr>
<tr>
<td>Latent heat of vaporization (( L_a ))</td>
<td>2.5 \times 10(^6 )</td>
<td>J kg(^{-1} )</td>
</tr>
<tr>
<td>Lapse rate of ( \theta ) above h (( \gamma_a ))</td>
<td>4.5</td>
<td>K km(^{-1} )</td>
</tr>
<tr>
<td>Lapse rate of ( q ) above h (( \gamma_q ))</td>
<td>(-1.0 \times 10(^{-3} )</td>
<td>kg kg(^{-1} ) km(^{-1} )</td>
</tr>
<tr>
<td>Initial ABL height ( [h(t_i = 0900 \text{ LT})] )</td>
<td>400</td>
<td>m</td>
</tr>
<tr>
<td>Initial inversion strength of ( \theta ) ( [\theta_i(t_i = 0900 \text{ LT})] )</td>
<td>3.6</td>
<td>K</td>
</tr>
<tr>
<td>Initial inversion strength of ( q ) ( [\theta_i(t_i = 0900 \text{ LT})] )</td>
<td>(-4.4 \times 10(^{-3} )</td>
<td>kg kg(^{-1} )</td>
</tr>
<tr>
<td>Gas constant for dry air (( R_d ))</td>
<td>287</td>
<td>J kg(^{-1} ) C(^{-1} )</td>
</tr>
<tr>
<td>Gas constant for water vapor (( R_w ))</td>
<td>461</td>
<td>J kg(^{-1} ) C(^{-1} )</td>
</tr>
<tr>
<td>Surface pressure (( P_s ))</td>
<td>96700</td>
<td>Pa</td>
</tr>
<tr>
<td>Mechanical turbulence dissipation</td>
<td>0.01</td>
<td>m(^1 )</td>
</tr>
<tr>
<td>Assimilation window ( [t_i, t_f] )</td>
<td>[0900, 1600 LT]</td>
<td>h</td>
</tr>
<tr>
<td>Surface emissivity (( \varepsilon_s ))</td>
<td>0.98</td>
<td>—</td>
</tr>
<tr>
<td>Albedo (( \alpha ))</td>
<td>0.2</td>
<td>—</td>
</tr>
<tr>
<td>von Kármán constant (( k ))</td>
<td>0.41</td>
<td>—</td>
</tr>
<tr>
<td>Entrainment parameter (( A ))</td>
<td>0.2</td>
<td>—</td>
</tr>
<tr>
<td>Number of days in the assimilation period (( N ))</td>
<td>30</td>
<td>—</td>
</tr>
</tbody>
</table>

---

Unauthenticated | Downloaded 10/30/23 01:20 PM UTC
The estimated daily EF values from the VDA approach (solid lines) are compared with the observations (open circles) in Fig. 4. As shown, there is a good agreement between the measured and estimated EF values. The EF estimates show a distinct response to drydown and wetting events although no soil moisture or rainfall information is utilized in the assimilation approach. For example, the EF estimates can capture the drydown period (days 197–216 in 1987) and the wetting periods (days 195–199 and 226–231 in 1988). The results show that the assimilation system is able to extract the implicit information in the sequences of screen-level air temperature and specific humidity to partition available energy between the turbulent heat fluxes.

The half-hourly estimates of sensible and latent heat fluxes from the VDA approach are plotted versus observations in Fig. 5 for FIFE 87 and 88. As can be seen, the $H$ and LE estimations are mainly scattered around the 45° line, showing a fairly good agreement with the measurements. For FIFE 1987 (1988), the RMSE is 38.61 W m$^{-2}$ (48.42 W m$^{-2}$) for half-hourly sensible heat flux, and 89.05 W m$^{-2}$ (86.63 W m$^{-2}$) for half-hourly latent heat flux. For FIFE 1987 (1988), the half-hourly $H$ and LE estimates have a mean absolute error (MAE) of 31.37 (37.55 W m$^{-2}$) and 70.95 W m$^{-2}$ (66.84 W m$^{-2}$), respectively. The results indicate that the proposed VDA approach can take advantage of the implicit information in the sequences of screen-level air temperature and specific humidity to estimate sensible and latent heat fluxes.

According to Eq. (3), the error in the estimated $H$ values mainly depends on the uncertainty in the estimation of air temperature and $C_{HN}$. Equation (4) indicates that the error in LE estimates is dependent on the uncertainty of not only $H$ but also EF estimates. The RMSE of LE estimates is higher than that of $H$ because the errors in the air temperature, $C_{HN}$, and EF estimates directly propagate into the LE retrievals. The uncertainty of air temperature, $C_{HN}$, and EF estimates is due to the structural model errors, errors due to uncertainty in the initial conditions for Eq. (5a) and (5b) and lapse rates in potential temperature and specific humidity above the mixed layer as well as simplistic assumptions of constant daily EF and monthly $C_{HN}$, insignificant advection, and convectively well mixed boundary layer, which results in constant profiles of potential temperature and specific humidity with height (Fig. 1).

The VDA system finds the optimum values of $C_{HN}$ and EF by minimizing the difference between the ABL potential temperature and specific humidity estimates.

![Figure 3](image-url)  
**Fig. 3.** RMSE of estimated (a),(b) EF, (c),(d) ABL potential temperature, and (e),(f) specific humidity for different $R$ values.

| TABLE 3. Estimated neutral bulk heat transfer coefficient $C_{HN}$ values by the VDA model for FIFE 87 and 88. |
|-----------------|-----------------|-----------------|-----------------|-----------------|
| FIFE 87 | FIFE 88 |
| Julian days | $C_{HN}$ | LAI | Julian days | $C_{HN}$ | LAI |
| 148–177 | 0.0093 | 1.7 | 160–189 | 0.0024 | 1.2 |
| 178–207 | 0.0079 | 1.2 | 190–219 | 0.0040 | 1.3 |
| 208–243 | 0.0087 | 1.1 | 220–243 | 0.0042 | 1.4 |
from Eqs. (5a) and (5b) (i.e., $\theta$ and $q$), and the corresponding values obtained from the screen-level air temperature and specific humidity via MOST (i.e., $\theta_{SL}$ and $q_{SL}$). Figure 6 shows half-hourly estimated ABL potential temperature and specific humidity from Eqs. (5a) and (5b) versus corresponding retrievals from air temperature and specific humidity for FIFE 87 and 88. The close agreement indicates that the data assimilation approach can successfully update the two main unknowns of the problem ($C_{HN}$ and EF) and finally...
obtain their optimal values. For FIFE 87 (88), the potential temperature and specific humidity estimates have an RMSE of 2.68 K (2.31 K) and 0.0019 kg kg$^{-1}$ (0.0016 kg kg$^{-1}$), respectively.

Time series of daily averaged estimated and measured turbulent heat fluxes are shown in Figs. 7 and 8 for FIFE 87 and 88, respectively. As indicated, the magnitude and day-to-day fluctuations of the estimated sensible and latent heat fluxes correspond relatively well with those of the observations. For example, the estimated sensible heat flux can capture the rising pattern in observations during the drydown period (Julian days 197–216) in 1987. The MAE of daily $H$ and LE estimates are respectively 22.11 (23.65 W m$^{-2}$) and 44.39 W m$^{-2}$ (42.93 W m$^{-2}$) for FIFE 87 (88). The estimated daily $H$ and LE have RMSE of 25.72 (27.77 W m$^{-2}$) and 53.63 W m$^{-2}$ (48.22 W m$^{-2}$) for FIFE 87 (88). Overall, the results indicate that the VDA approach can effectively use the information contained in the screen-level air temperature and specific humidity and retrieve the turbulent heat fluxes.

Figure 9 compares time series of estimated half-hourly sensible and latent heat fluxes with the observations for Julian days 178–207 (FIFE 87). As can be seen, the turbulent heat fluxes estimates from the VDA approach are reasonably accurate, and for most of the days the magnitude and phase of $H$ and LE retrievals agree well with the observations. The discrepancy between the $H$ and LE estimates and observations is due to the simplifying assumptions including constant monthly $C_{HN}$, constant daily EF, and convectively well mixed boundary layer, which results in constant profiles of potential temperature and specific humidity with height.

The RMSEs of half-hourly and daily average turbulent heat fluxes estimates from the proposed VDA approach (that assimilate sequences of screen-level air temperature and specific humidity measurements) are compared to those of Caparrini et al. (2004a), Bateni and Entekhabi (2012b), and Bateni et al. (2013a) (that assimilated sequences of LST observations) in Table 4. Our results are roughly comparable to those of Caparrini et al. (2004a), Bateni and Entekhabi (2012b), and Bateni et al. (2013a), implying that the developed VDA can use the implicit information in the time series of screen-level air temperature and specific humidity to partition
the available energy between the sensible and latent heat fluxes.

Figure 10 compares the mean diurnal cycles of measured and estimated SEB components over the whole modeling period (i.e., Julian days 148–243 for FIFE 87 and 160–243 for FIFE 88). The term $G$ is calculated as the residual of the surface energy balance equation [Eq. (1)]. As indicated, the phases of mean diurnal cycles of estimated $R_n$, $H$, and LE agree reasonably well with those of observations. However, there is a significant difference between the diurnal cycles of estimated and observed ground heat flux. This happens because the phase of $G$ is directly related to that of the soil temperature gradient via $G = -p \left( \frac{dT}{dz}\right)|_{z=0}$, while the developed VDA approach does not assimilate the sequences of LST observations. Hence, future studies should be directed toward assimilating sequences of LST observations in addition to the screen-level air temperature and specific humidity measurements. This can be done by incorporating the soil heat diffusion equation (as a constraint) into the proposed VDA system, and assimilating LST observations into it.

The results show that assimilating the state variables of atmosphere (i.e., air temperature and specific humidity) can estimate not only the magnitude of $H$, LE, and $R_n$, but also their diurnal cycle (phase). The phase of $G$ is directly related to that of LST via $G = -p \frac{dT}{dz}$. The developed VDA approach does not assimilate the sequences of LST, and thus it cannot capture the diurnal cycle of ground heat flux. Hence, there is a significant difference between the diurnal cycles of estimated and observed ground heat flux. In FIFE 87 (88), the VDA approach slightly overestimates (underestimates) net radiation. This may be due to the errors in the estimates
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**FIG. 7.** Time series of observed (circles) and predicted (solid lines) daily turbulent heat fluxes from the VDA approach for FIFE 87: (top) sensible and (bottom) latent heat fluxes.

![Figure 8](image2.png)

**FIG. 8.** As in Fig. 7, but for FIFE 88.
ABL potential temperature values that transfer into the air temperature estimates, ultimately causing uncertainties in the net radiation retrievals.

As mentioned before, the $h(t_o)$, $\gamma_0$, $\gamma_q$, $\delta h(t_o)$, and $\delta q(t_o)$ values that lead to a minimum cost function are used in the VDA system. However, the radiosonde data at the FIFE site provide a unique opportunity to run the VDA approach with the measured $h(t_o)$, $\gamma_0$, $\gamma_q$, $\delta h(t_o)$, and $\delta q(t_o)$ values. Figure 11 compares the $H$ and LE estimates using the optimized and measured $h(t_o)$, $\gamma_0$, $\gamma_q$, $\delta h(t_o)$, and $\delta q(t_o)$ values on Julian days 155, 156, 176, 177, 178, 187, 227, 228, and 229. As expected, utilizing the $h(t_o)$, $\gamma_0$, $\gamma_q$, $\delta h(t_o)$, and $\delta q(t_o)$ measurements in the VDA approach (instead of the optimized values) improves the $H$ and LE estimates, and decreases the MAE and RMSE of daily $H$ estimates by 16.12% and 15.21%, respectively (see Table 5). Similarly, the MAE (RMSE) of daily LE estimates reduces from 48.62 to 40.44 W m$^{-2}$ (from 54.19 to 46.94 W m$^{-2}$). However, this improvement is not significant (about 15%), implying that the VDA can provide reasonably accurate $H$ and LE estimates by using the tuned $h(t_o)$, $\gamma_0$, $\gamma_q$, $\delta h(t_o)$, and $\delta q(t_o)$ values.

The ABL observations based on radiosonde profiles of potential temperature, specific humidity, and mixed-layer height at the FIFE site during the summer of 1987 were used to verify the estimations. Figures 12a–i compares the mixed-layer height $h$, potential temperature $\theta$, and specific humidity $q$ estimates from the VDA approach with those inferred from the radiosondes for 15–17 August. The error bars represent the standard deviations of the measurements from radiosondes. As indicated, in general, the estimated $h$, $\theta$ and $q$ are reasonably close to the radiosonde observations. On 15 August, there is an increasing trend in $h$, $\theta$, and $q$, which is captured by the corresponding estimates. On 16 August, the ABL height and potential temperature grow throughout the day, while the ABL specific humidity diminishes. Remarkably, the VDA estimates capture

<table>
<thead>
<tr>
<th>FIFE 87</th>
<th>FIFE 88</th>
</tr>
</thead>
<tbody>
<tr>
<td>$H$ (W m$^{-2}$)</td>
<td>LE (W m$^{-2}$)</td>
</tr>
<tr>
<td><strong>Half-hourly</strong></td>
<td></td>
</tr>
<tr>
<td>Caparrini et al. (2004a)</td>
<td>63.21</td>
</tr>
<tr>
<td>Bateni and Entekhabi (2012b)</td>
<td>44.87</td>
</tr>
<tr>
<td>Bateni et al. (2013a)</td>
<td>34.12</td>
</tr>
<tr>
<td>This study</td>
<td>38.61</td>
</tr>
<tr>
<td><strong>Daily average</strong></td>
<td></td>
</tr>
<tr>
<td>Caparrini et al. (2004a)</td>
<td>52.97</td>
</tr>
<tr>
<td>Bateni and Entekhabi (2012b)</td>
<td>31.48</td>
</tr>
<tr>
<td>Bateni et al. (2013a)</td>
<td>23.24</td>
</tr>
<tr>
<td>This study</td>
<td>25.72</td>
</tr>
</tbody>
</table>
both the rising (ABL height and potential temperature) and falling (ABL specific humidity) trends in the radiosonde measurements. Finally, on 17 August, the ABL $h$ and $\theta$ estimates agree relatively well with the observations and follow their rising trend, while there is a discrepancy between the modeled and observed $q$. The differences between the model estimates and observations from radiosonde data are due to simplistic
assumptions (e.g., monthly constant $C_{HN}$, daily constant EF, insignificant advection, etc.), errors in the forcing data, and the fact that the radiosonde point observations may not be able to accurately represent the spatial average for the FIFE site. Similar results were obtained for other cloud free days during the summer of 1987. Herein, for brevity, we presented results for 15–17 August 1987.

6. Conclusions

A variational data assimilation (VDA) approach is developed to estimate sensible ($H$) and latent (LE) heat fluxes by assimilating the screen-level air temperature and humidity into an atmospheric boundary layer model. The unknown parameters of the VDA are evaporative fraction (EF) and neutral bulk heat transfer coefficient ($C_{HN}$). EF represents partitioning between the turbulent heat fluxes and $C_{HN}$ scales the sum of turbulent heat fluxes.

The developed model is tested at the First International Satellite Land Surface Climatology Project (ISLSCP)
Field Experiment (FIFE) site during summer 1987 and 1988. The results indicate that the developed VDA approach is capable of estimating the unknown parameters (i.e., EF and $C_{\text{HN}}$) reasonably well. The changes in the estimated $C_{\text{HN}}$ are consistent with variations in vegetation phenology, and fall within a physically accepted range. The day-to-day fluctuations in the estimated EF are consistent with observations even though no information on precipitation events and soil moisture dynamics is used within the assimilation model.

Comparing the estimated turbulent heat fluxes with measurements over the FIFE site shows that the assimilation of screen-level air temperature and humidity into the developed VDA model can predict the turbulent heat fluxes accurately. For FIFE 1987 (1988), the half-hourly $H$ and LE estimates have a mean absolute error (MAE) of 31.37 W m$^{-2}$ (37.55 W m$^{-2}$) and 70.95 W m$^{-2}$ (66.84 W m$^{-2}$), respectively. The root-mean-square error (RMSE) for half-hourly sensible and latent heat fluxes are 38.61 W m$^{-2}$ (48.42 W m$^{-2}$) and 89.05 W m$^{-2}$ (86.63 W m$^{-2}$), respectively for FIFE 87 (88). The estimated daytime-averaged turbulent heat fluxes are in good agreement with the observations. The MAE of daily averaged $H$ and LE are 22.11 W m$^{-2}$ (23.65 W m$^{-2}$) and 44.39 W m$^{-2}$ (42.93 W m$^{-2}$) for FIFE 87 (88). The estimated daily $H$ and LE have RMSEs of 25.72 W m$^{-2}$ (27.77 W m$^{-2}$) and 53.63 W m$^{-2}$ (48.22 W m$^{-2}$) for FIFE 87 (88). This agreement between the model predictions and observations indicates the feasibility of proposed model. It is worth mentioning that the simplistic assumptions (e.g., constant daily EF, constant monthly $C_{\text{HN}}$, insignificant advection, uniform profiles of potential temperature and specific humidity within the mixed layer) that are used to build the VDA system generate structural model errors and cause errors in the turbulent heat fluxes estimates.

The mean diurnal cycles of estimated and measured sensible and latent heat fluxes and net radiation are close, implying that the VDA model can robustly capture the phase of $H$, LE, and $R_n$. However, there is a significant difference between the diurnal cycle of estimated and measured ground heat flux, and they are out of phase. This is due to the fact that the ground heat flux $G$ is related to the soil temperature gradient through $G = -pdTdz$ (where $p$ is the soil thermal conductivity, $T$ is the ground temperature, and $z$ is the soil depth), and thus the phase of $G$ is strictly dependent upon that of skin temperature, which is not estimated in our framework. Indeed, the VDA system does not assimilate the sequences of LST and therefore cannot capture the diurnal cycle of ground heat flux.

The mixed-layer height, potential temperature, and specific humidity estimates from the VDA approach are reasonably close to those inferred from radiosondes. These estimates can also capture the rising/falling trends of observations during the course of the day. Overall, the results show that the developed VDA approach can extract implicit information from sequences of screen-level air temperature and specific humidity measurements to estimate the turbulent heat fluxes and ABL characteristics.

Future studies should focus on 1) the synergistic assimilation of the LST (as the state variable of land surface) as well as the screen-level air temperature and specific humidity (as the state variables of atmosphere) to improve the turbulent heat fluxes and diurnal cycle (phase) of $G$, 2) testing the developed VDA approach over several sites with contrasting hydrological and vegetative conditions, 3) evaluating the impact of temporal resolution of air temperature and specific humidity data on the performance of the VDA approach, and 4) developing a weak-constraint VDA approach that can capture errors in the turbulent heat fluxes due to advection.
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APPENDIX A

List of Symbols

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$B$</td>
<td>Stanton number (—)</td>
</tr>
<tr>
<td>$B_{\text{EF}}^{-1}$</td>
<td>Inverse background error covariance of EF (—)</td>
</tr>
<tr>
<td>$B_R^{-1}$</td>
<td>Inverse background error covariance of $R$ (—)</td>
</tr>
<tr>
<td>$C_{\text{HN}}$</td>
<td>Neutral bulk heat transfer coefficient (—)</td>
</tr>
<tr>
<td>$c_p$</td>
<td>Specific heat capacity of dry air (J kg$^{-1}$ K$^{-1}$)</td>
</tr>
<tr>
<td>$D_1$, $D_2$</td>
<td>Dissipation of mechanical turbulent energy (m$^3$ s$^{-3}$)</td>
</tr>
<tr>
<td>$d$</td>
<td>Zero-plane displacement height (m)</td>
</tr>
<tr>
<td>$E$</td>
<td>Evaporative rate from ground (kg m$^{-2}$ s$^{-1}$)</td>
</tr>
<tr>
<td>$EF$</td>
<td>Evaporative fraction (—)</td>
</tr>
<tr>
<td>$f$</td>
<td>Atmospheric stability correction function (—)</td>
</tr>
<tr>
<td>$G$</td>
<td>Ground heat flux (W m$^{-2}$)</td>
</tr>
<tr>
<td>$G_*$</td>
<td>Production of mechanical turbulent energy (m$^3$ s$^{-3}$)</td>
</tr>
<tr>
<td>$g$</td>
<td>Gravitational acceleration (m s$^{-2}$)</td>
</tr>
<tr>
<td>$H$</td>
<td>Sensible heat flux (W m$^{-2}$)</td>
</tr>
<tr>
<td>$H_{\text{top}}$</td>
<td>Entrainment sensible heat flux (W m$^{-2}$)</td>
</tr>
<tr>
<td>$H_v$</td>
<td>Virtual heat flux (W m$^{-2}$)</td>
</tr>
<tr>
<td>$h$</td>
<td>Mixed-layer height (m)</td>
</tr>
<tr>
<td>$I$</td>
<td>Objective functional (—)</td>
</tr>
<tr>
<td>$k$</td>
<td>Von Kármán’s constant (—)</td>
</tr>
<tr>
<td>$L$</td>
<td>Monin–Obukhov length (m)</td>
</tr>
<tr>
<td>$L_v$</td>
<td>Latent heat of vaporization (J kg$^{-1}$)</td>
</tr>
</tbody>
</table>
**APPENDIX B**

**Monin–Obukhov Similarity Theory**

The Monin–Obukhov length $L$ is defined as

$$L = \frac{-\rho c_p \vartheta_a \left(1 + \frac{R_d}{R_v} \vartheta_a \right) u^3}{C15},$$

where $R_d$ is the gas constant for dry air, $R_v$ is the gas constant for water vapor, $g$ is the gravitational acceleration, $k$ is the von Kármán’s constant, $\vartheta$ is the air density, and $c_p$ is the specific heat capacity of air (see Table 2). The term $u^a$ is the friction velocity, $H$ is the sensible heat flux, and $\vartheta_a$ and $\vartheta$ are the specific humidity and potential temperature at the screen level, respectively.

The neutral bulk heat transfer coefficient for heat $C_{HN}$ can be related to the roughness length scale for heat $z_{0h}$ via (Bateni et al. 2013b)

$$C_{HN} = \frac{k^2}{\ln^2 \left( \frac{z_{sl}}{z_{0h}} \right) - k B^{-1} \ln \left( \frac{z_{sl}}{z_{0h}} \right)}.$$  \hspace{1cm} (B2)

The roughness length scales for heat $z_{0h}$ and momentum $z_{0m}$ are related through (Garratt 1994; Brutsaert 2005; Bateni et al. 2013b)

$$k B^{-1} = \ln \left( \frac{z_{0m}}{z_{0h}} \right).$$ \hspace{1cm} (B3)

where $B$ is the Stanton number. Duynkerke (1992) related $k B^{-1}$ to the leaf area index (LAI) and friction velocity $u^a$ via

$$k B^{-1} = \left( -\frac{13 u^4}{LAI} + 0.85 \right)^{-1}. \hspace{1cm} (B4)$$

The friction velocity can be related to the wind speed measurements at the screen level via (Rigden and Salvenetti 2015)

$$u^a = \frac{k u^d}{\ln \left( \frac{z_{sl} - d}{z_{0m}} \right) - \Psi_m \left( \frac{z_{sl} - d}{L} \right) + \Psi \left( \frac{z_{0m}}{L} \right)}.$$

(B5)
where \( u_a \) is the wind speed at the screen level, \( d \) is the zero-plane displacement height (\( d \) is 2/3 of the vegetation height \( z_{veg} \)), and \( \Psi_m \) is the stability function for momentum (see Garratt 1994; Brutsaert 2005; Rigden and Salvucci 2015).

The following algorithm explains how \( \theta_{SL} \) and \( q_{SL} \) are obtained from \( \theta_a \) and \( q_a \):

1) Guess a reasonable value for \( u_{\phi} \).
2) Substitute \( u_{\phi} \) from step 1 in Eq. (B1) to estimate \( L \), and Eq. (B4) to estimate \( kB^{-1} \).
3) Substitute the \( CHN \) estimate from the VDA approach and obtained \( kB^{-1} \) from step 2 in Eq. (B2) to find \( z_{0h} \).
4) Substitute \( z_{0h} \) from step 3 in Eq. (B3) to find \( z_{0m} \).
5) Substitute \( z_{0m} \) from step 4 and \( L \) from step 2 in Eq. (B5) to find \( u_{\phi} \).
6) Repeat steps 2–5 until the algorithm converges (i.e., the difference between \( u_{\phi} \) estimates from the last two iterations becomes smaller than 0.01 m s\(^{-1}\)) to the optimal values of \( u_{\phi} \), \( z_{0h} \), \( z_{0m} \), and \( L \) for a given \( CHN \) value.

Using the \( u_{\phi} \) and \( L \) estimates from step 6, the potential temperature, specific humidity, and wind speed at the top of the surface layer (i.e., \( \theta_{SL} \), \( q_{SL} \), and \( u_{SL} \)) are obtained by expanding \( \theta_a \), \( q_a \), and \( u_a \) from the screen height \( z_{screen} \) to the bottom of the mixed layer \( z_{SL} \) (~0.1 h) by Monin–Obukhov Similarity Theory (MOST) (Rigden and Salvucci 2015).

The estimated \( \theta_{SL} \) and \( q_{SL} \) are used to integrate Eqs. (C1) and (C3) backward in time. The estimated \( u_{SL} \) is utilized to integrate Eq. (6a) forward in time. As the potential temperature and specific humidity are invariant through the mixed layer, the initial conditions for Eqs. (5a) and (5b) [i.e., \( \theta(t = t_0) \) and \( q(t = t_0) \)] are set to be equal to \( \theta_{SL}(t = t_0) \) and \( q_{SL}(t = t_0) \), respectively. The obtained initial conditions [i.e., \( \theta(t = t_0) \) and \( q(t = t_0) \)] are used in appendix C to solve Eqs. (5a) and (5b) forward in time.

**APPENDIX C**

Euler–Lagrange Equations

The data assimilation approach iteratively improves estimates of \( EF \) and \( R \), starting from the initial guesses \( EF' \) and \( R' \). This procedure is done iteratively through the following steps: 1) integrate the ABL potential temperature and specific humidity [i.e., Eqs. (5a) and (5b)] forward in time every 30 min using the initial conditions \( \theta(t = t_0) \) and \( q(t = t_0) \) [appendix B describes how \( \theta(t = t_0) \) and \( q(t = t_0) \) are obtained in each iteration], 2) integrate the adjoint models [i.e., Eqs. (C1) and (C3)] backward in time every 30 min using the final conditions from Eqs. (C2) and (C4), 3) update the parameters \( EF \) and \( R \) using Eqs. (C5) and (C6) (in the first iteration, \( R' \) and \( EF' \) are obtained by an initial guess; in the next iterations, \( R' \) and \( EF' \) are the corresponding estimates in the previous iteration), and 4) repeating steps 1–3 until convergence is reached. The equations involved are as follows:

\[
\frac{d\lambda_1}{dt} = \frac{1}{h} \left[ \frac{2R_a^{-1}(\theta - \theta_{SL})}{\rho c_p} + \lambda_1 \left[ \frac{-4hG_e e^{-\phi h}}{gh \delta_0} - \frac{2.0f(\text{Ri})u_a(T - T_a) e^{R}}{\delta_0 \left(1 + 0.07EF\right)} \right] \right] + \frac{0.2h e^{RF}(\text{Ri})u_a(1 + 0.07EF) \left(\frac{P_g}{P_h}\right)^{R_{e/c_p}}}{\delta_0} - \frac{e_{m}e_{ad}G(4\theta^2 + 12\theta\delta\theta + 4\delta^2\theta) e^{RF}(\text{Ri})u_a \left(\frac{P_g}{P_h}\right)^{R_{e/c_p}}}{\rho c_p} \left(1 + 0.07EF\right) + \frac{4e_{m}e_{ad}G_{e} e^{RF}(\text{Ri})u_a \left(\frac{P_g}{P_h}\right)^{R_{e/c_p}}}{\rho c_p} \left(1 + 0.07EF\right)
\]

\[
\frac{d\lambda_2}{dt} = \frac{1}{h} \left[ \frac{2R_a^{-1}(q - q_{SL})}{\rho} - \frac{2\lambda_2 G e^{-\phi h}}{gh \delta_0} \right] - \frac{0.2h e^{RF}(\text{Ri})u_a(T - T_a) \left(1 + 0.07EF\right)}{\delta_0},
\]

\[
\lambda_1(t_1) = 0, \quad \lambda_2(t_1) = 0,
\]

\[\text{(C2)}\]

\[\text{(C3)}\]
\[
EF_i = \frac{1}{2E_{EF}} \int_b^t \left[ \frac{0.07\lambda_i \theta_p c e^R(Ri)u_a(T - T_a)}{(1 - EF)^2} - \frac{0.2}{\delta_a} + \frac{0.07\lambda_2 \rho q e^R(Ri)u_a(T - T_a)}{(1 - EF)^2} - \frac{0.2}{\delta_0} \right] dt + EF_i', \quad \text{and} \quad (C5)
\]

\[
R = \frac{1}{2E_R} \sum_i \int_b^t \left[ \left(1 + \frac{0.07EF}{1 - EF}\right) \frac{0.2\lambda_i \theta_p c e^R(Ri)u_a(T - T_a)}{\delta_a} + \frac{1.32\lambda_2 \rho q e^R(Ri)u_a(T - T_a)}{(1 - EF)L_v} + \left(1 + \frac{0.07EF}{1 - EF}\right) \right] \frac{0.2\lambda_2 \rho q e^R(Ri)u_a(T - T_a)}{\delta_0} \right] dt + R'. \quad (C6)
\]
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